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The Luna Rating System

1.1 Introduction

On March 12, 2016, just after 5 pm in Seoul, Lee Se-dol, the 18-time world champion of the board game Go, conceded defeat. His opponent had trounced him in three consecutive games, stunning him with unexpected moves and overwhelming him with a demonstrated mastery of the game’s finest details. The man who placed the winning stones onto the Go board swiftly stepped aside to reveal the series’ true victor: an Artificial Intelligence (AI) developed by Google DeepMind called AlphaGo (Silver et al., 2016). The outcome was heralded internationally as a revolutionary achievement for AI. “AlphaGo’s victory means the world is about to change,” proclaimed The Next Web (Hussey, 2016). “Artificial intel-
ligence [has come] of age in showdown between human brainpower and a machine,” *The Guardian* similarly declared (McKie, 2016).

To long-time observers of AI research, these headlines likely look familiar. The sensation is similar to the coverage of Eugene Goostman’s so-called passing of the Turing Test — “a milestone in artificial intelligence,” said *the Guardian* (Pressed, 2014; Shieber, 2014) — and the wave of hype surrounding Watson’s victory in Jeopardy! — “a vindication for the academic field of artificial intelligence,” reported *The New York Times* (Markoff, 2011). In these cases and others, after the dust settles, the significance of the achievement in the context of general AI research remains unclear. Expert views on the current state of AI could not be more varied or discordant. One representation of this disarray is the recent collection of essays on *What to Think About Machines that Think*, in which over 200 leading thinkers disagree on the definition, timeline, and even theoretical possibility of AI (Brockman, 2015). There is no shortage of speculation, nor any sign of consensus, on the emergence of truly intelligent machines.

Day-to-day research in AI proceeds unencumbered by these speculations. A model’s worth is not measured by public perception but rather, according to its performance on benchmarks of the field. Such benchmarks — e.g. object recognition in ImageNet (Russoakovsky et al., 2015), language modeling in the 1 Billion Word Dataset (Chelba et al., 2013), reinforcement learning for various Atari Games (Mnih et al., 2013) — are attractive for researchers who are seeking measurable, specific improvements on the state of a particular art. These benchmarks can have tremendous influence on the direction of AI research. In the best case, they can provide cohesion and order to a burgeoning field. Unfortunately, they can also incentivize incremental progress on narrow problems and effectively discourage
large leaps of innovation (Shieber, 2015). Moreover, these benchmarks give researchers little insight as to a model’s proximity to AI. A solution to a specialized task may not generalize beyond the scope of the task. Apparent progress on a particular task — object recognition, chess, Go, etc. — may actually be negligible in the long arc of AI research.

In this thesis, I present an original benchmark for AI, arguably the first of its kind. The benchmark, which I call Luna*, takes inspiration from the network-based rating systems of chess and the natural language interrogations of the Turing Test. Luna invites humans and machines to participate in two-player games in which each player assesses the intelligence of the other. The aggregation of these assessments is used to assign a rating to the player. The ratings that emerge from the system are the results of a never-ending test of each player’s AI. The definition of intelligence is not presupposed in this system; instead, it emerges from the collective judgment of all players. Thus, the system is a microcosm of the natural process that humans use to evaluate each other’s intelligences. I will argue that the system offers a bright guiding light on the dim path towards machine intelligence.

1.2 Existing Tests for AI

The history of testing AI is long but sparse. It begins in 1950 with the introduction of the Turing Test and meanders into the present day with a focus on specialized tasks. Only recently has there been interest in designing new tests that are more appropriate for practically evaluating AI (You, 2015). This interest often manifests as an appeal to move “beyond the Turing Test” (Marcus, 2015). However, the Turing Test has never been a practical test for AI. Thus the recent wave of interest is really a call for the first ever practical test for AI.

*Luna is a tribute to Alan Turing; Luna Rating is an anagram of Alan Turing.
1.2.1 The Turing Test

The first formal test for machine intelligence was articulated by Alan Turing, the father of computer science and one of the progenitors of AI (Turing, 1950). Six decades later, the eponymous Turing Test remains at the center of the dialogue surrounding machine intelligence. The Test requires three rooms, each equipped with a telegraph. In one room, the machine candidate for AI is connected to the telegraph, ready to receive and transmit messages. The second room, which is disconnected from the first room, houses a human confederate. A human judge resides in the third room with telegraph connections to the first and second room. The duty of the judge is to determine which room contains the human. Different instantiations of the Test vary details beyond this framework, e.g. in how long the conversations go on before a judgment is made (Bishop et al., 2010; Loebner, 2003). In all cases, the machine is deemed intelligent if it is able to trick the human judge into guessing that it is human.

Since its proposal, the Turing Test has weathered criticism from every conceivable angle. There are myriad philosophical objections, especially those of Block, Gunderson, and Searle, who argue that intelligence is by definition a capacity, and that the Test cannot prove the existence of capacity (Block, 1980; Gunderson, 1964; Searle, 1980). Shieber saves the Test from this line of critique using Interactive Proofs as a metaphor (Shieber, 2007), but maintains that the Test should be viewed as a thought experiment, rather than a practical inducement for research (Shieber, 2015). Hayes and Ford agree with the impracticality of the Test (Hayes & Ford, 1995). They go so far as to call the Test “harmful” for AI research, citing the lack of restrictions placed on judges, the emphasis on deception, and the binary result as fundamental failures of the Test. Indeed, attempts at practical instantiations of the Test
(e.g. the Loebner Prize) have been met with strong criticism from the research community (Shieber, 1994, 2014). The Test remains synonymous with AI in the public parlance, but researchers are increasingly looking “beyond the Turing Test” for more practical tests of AI (Marcus, 2015; You, 2015).

1.2.2 Robotics Contests

Robotics seems like a natural domain for testing AI. The prospect of robots that are able to behave and reason at human levels is a clear motivation for AI research. Moreover, a candidate for AI is likely to be more convincing if it is physically instantiated. Anderson et al. (2011) review existing robotics contests and critique their utilities as benchmarks for AI research. These contests include annual competitions like AAAI/IJCAI, which consists of a diverse suite of tasks for the robots to perform (Balch & Yanco, 2002); RoboCup, which requires candidates to play an actual game of soccer, thus entering the realm of multi-agent strategizing (Kitano et al., 1997); and HuroCup, which might be considered an “olympics for robots”, requiring contestants to compete in a wide range of sports and agility competitions (Baltes & Bräunl, 2009). Anderson, Baltes, and Cheng find specific shortcomings in each of these competitions as proxies for AI, but suggest that more broad and versatile robotics competitions could still be useful for testing AI.

I argue that a test for AI should be independent of robotics. One inherent problem with robotics as a medium to test AI is that there are a host of extremely challenging problems in the field that have little or nothing to do with intelligence (for example, the difficult mechanical problems associated with walking). It may be that certain problems in robotics are sufficient to demonstrate AI, but those problems are often harder than AI itself. Another
fundamental problem in existing robotics competitions is that they consist of a fixed set of tasks. Any fixed set of tasks is susceptible to be criticized by third parties as unrepresentative of AI. Moreover, a robot can be trained to accomplish this fixed set of tasks without possessing any unifying architecture for AI. Thus, robotics should be seen not as a medium for testing AI, but rather as an application of AI once it has been reached. Too keen of a focus on robotics threatens to pull research away from the most direct path towards AI.

1.2.3 Specialized Benchmarks

The overwhelming majority of testing in modern AI research is performed on specialized benchmarks. ImageNet, which requires contestants to recognize objects in a massive image dataset, is a well known example (Russakovsky et al., 2015). Various Natural Language Processing problems, such as Part of Speech Tagging and Language Modeling, are often studied using the Penn Treebank dataset as a benchmark (Marcus et al., 1993). Mnih et al. establish a suite of Atari games as a benchmark for reinforcement learning (Mnih et al., 2013). Several contests focus on AI game playing, such as chess (Hayes & Levy, 1976), poker (Littman & Zinkevich, 2006), and general game playing (Genesereth et al., 2005). The Hutter Prize offers a benchmark for lossless text compression (Mahoney, 2006). None of these competitions claim to test general AI. The search for a practical test for AI continues.

1.3 A Pragmatic Sufficiency for Intelligence

Given the substantial and sustained research attention that AI has enjoyed, the lack of a unified practical benchmark may be rather surprising. This absence can be partly explained by the lack of consensus surrounding the definition of intelligence. Psychology and AI sug-
gest several definitions of the term. Legget al. (2007) collect 70 distinct definitions from both fields, admitting that even this list is incomplete. The Turing Test sidesteps the definition problem by suggesting a sufficient condition without claiming that the condition is also necessary; passing the Test is enough to demonstrate intelligence, but failing does not prove its absence. However, as described above, even this sufficient condition is vulnerable to philosophical criticism. It seems as though any proposed definition or sufficiency for intelligence will invariably be contested.

In search of a path around this philosophical obstacle, I begin with a tautological observation: a machine would be called intelligent if everyone called it intelligent. If the machine simply generated random sequences of letters and was able to “feign intelligence” by random luck, it would still be called intelligent. (In the same way, a human randomly guessing on an IQ test could be deemed intelligent by chance, or a non-Italian speaker visiting Italy could feign fluency by randomly blurt ing out syllables and getting lucky.) Such a randomly lucky machine would be evidence of weak AI, but not of strong AI, to use the terminology of Searle: weak AI requires only the apparent simulation of a mind, while strong AI insists that a machine is a mind (Searle, 1980). For the purpose of developing a practical test, measuring weak AI suffices. Russell et al. (1995), in the most widely cited textbook on AI, confirm this view, remarking that “most AI researchers take the weak AI hypothesis for granted, and don’t care about the strong AI hypothesis”. If a machine is able to convincingly demonstrate intelligence to everyone in the world, surely that would be sufficient to call it weak AI.

Of course, the requirement that everyone weighs in on the intelligence status of a machine is impractical and overly strict. At the same time, a benchmark relying on human
judgments must be sufficiently standardized so that subjective variations do not prevent meaningful comparisons between test instances. And yet standardization threatens to impose an implicit definition of intelligence. To resolve this paradox, I take inspiration from the rating systems of chess (Glickman, 1995). The rating assigned to a chess player is meant to reflect that player’s ability relative to all other rated players. These ratings are not assigned based on complete tournaments in which every player challenges every other player; rather, the ratings are awarded based on the individual outcomes of two-player games. Each game is seen as a sample of the player’s ability, and ratings are updated after each game to take into account this new sample. Thus the ratings are constantly moving towards true representations of the relative abilities of all players. Chess rating systems are able to assign a rating to a player that reflects the consensus of all players in the system, without relying on every player for every rating.

With chess rating systems and the Turing Test in mind, I propose the following pragmatic sufficiency for AI: if human consensus deems the verbal responses of a machine to be evident of intelligence comparable with that of most other humans, then the machine is intelligent. Of course, this sufficiency as stated leaves many questions unanswered. How many humans must directly provide input in order to capture consensus? What precisely is meant by “comparable” and “most”? These are questions that may be addressed philosophically or empirically. But for the purpose of developing a benchmark, it suffices to measure relative progress: if human consensus deems the verbal responses of one machine to be more evident of intelligence than those of another machine, then the former is closer to achieving AI. Similarly, as the number of humans providing direct inputs increases, accuracy increases, as the collective judgment will converge towards the consensus. This prag-
matic sufficiency for intelligence forms the foundation of the Luna Rating System, my proposed benchmark for AI.

1.4 The Luna Rating System

1.4.1 The Luna Rating System

The Luna Rating System (LRS) is a never-ending tournament of a two-player game called the Luna Game. The details of the Luna Game are covered in Chapter 2. For the purpose of introducing LRS, it suffices to say that a Luna Game requires each of the two players to guess the intelligence, or Smarts Rating, of the other player. The winner of the game is the player whose guess is closest to the actual rating. At the end of a Luna Game, a player’s Smarts Rating is updated based on the opponent’s guess. Players are encouraged to maximize their own Smarts Ratings and their number of game wins. They are therefore incentivized to demonstrate maximal intelligence and to judge the intelligence of other players with maximal accuracy. The symmetry of the Luna Game is intentional: every player in LRS is constantly a judge of intelligence and a candidate under evaluation by other players.

In benchmarking AI, the central quantity of interest in LRS is a player’s Smarts Rating. This number encapsulates the human consensus of the intelligence of that player. If a machine achieves a Smarts Rating that is on par with the Smarts Ratings of humans, after a sufficient number of Luna Games, it will have passed the implicit intelligence test of LRS and convincingly demonstrated AI. Moreover, the effect of changes made to the machine may be measured according to the subsequent difference in Smarts Rating. The Smarts Rating is the number that should be reported in characterizing the success of a candidate for AI.
One immediate advantage of LRS is its strong incentive for judges to perform their duties well. No other testing system for AI with human judges has a built-in impetus for high quality judging. Moreover, as the details of the Luna Game make clear, judges are not perversely motivated to attempt to fool candidates for AI by putting forth excessively difficult tests; instead, they are rewarded for giving judgments that are close to the consensus of all players in the system. Another critical advantage of LRS is the continuity of Smarts Ratings. As opposed to binary systems like the Turing Test, progress, however small, is observable. This property distinguishes LRS as an informative benchmark, rather than a theoretical test. An additional feature of LRS is its accessibility. The system is meant to be freely and constantly available to researchers, e.g. through the World Wide Web. These characteristics and others significantly differentiate LRS from existing tests for AI. Moreover, as I argue in the following section, LRS is unique in satisfying all of the fundamental principles of a practical test for intelligence.

1.4.2 Principles of a Practical Benchmark for AI

Here I propose five principles that must be obliged if a benchmark for AI is to fulfill its stated purpose. This exercise is inspired by the principles put forth by Shieber (2015) for an AI inducement prize. Shieber’s proposed criteria apply to organized contests in which contestants compete on a shared task for a prize. For example, his second principle suggests that “the awarding process should be flexible, so awards follow the spirit of the competition rather than the letter of the rules.” These inducement prize principles do not directly apply to benchmarks, hence the need to develop principles for the latter. The principles suggested below are meant to complement those for inducement prizes; together, the two sets of prin-
ciples form a complete blueprint for AI evaluation.

Accessibility

To serve as a useful guide, the benchmark for AI must be constantly accessible to researchers. Ideally the test should be efficient enough that it may be used several times throughout the course of an AI developer’s day. This principle discourages a centralized competition that is only held at regular intervals, and instead favors a system that can be accessed through the Internet and then carried out using the resources of an average computer.

Generalizability

A benchmark need not span all possible areas of intelligence, but the results should reflect the subject’s ability to perform in all areas. In this sense, the test should be AI-complete — a machine that does well on this test should do similarly well on any other reasonable test of intelligence. The proposition of the Turing Test, which continues to be held by many researchers, is that the problem domain of natural language is AI-complete (Weston et al., 2015; Yampolskiy, 2013). The system proposed here shares this premise.

Continuity

Every candidate for AI should be able to observe changes in performance over the course of development. A benchmark that only reports a binary outcome — pass or fail — will not be useful for researchers who are not yet close to passing. The benchmark’s outcome should instead be continuous, indicating clearly when progress is being made.
Independent of Persons

A fair benchmark should not rely on any one person’s interpretation of intelligence. The variety of definitions of intelligence within the research community, let alone throughout the general public, demonstrates the importance of this principle. A benchmark that relies on a single human judge would clearly be vulnerable to subjectivity and error.

Immunity to Gaming

It should not be possible for a researcher to “game the system” and achieve outsized results by exploiting structure in the test. This principle precludes any sort of hard-coding of knowledge that is \textit{a priori} known to be important for the test. For example, a standardized test fails the Immunity to Gaming principle, since any researcher who observes the results of the test once would be able to submit a machine with the memorized knowledge necessary to pass the test.

1.4.3 Analysis of Principles

LRS is the only test for intelligence to satisfy all five of the principles outlined above. The system exists online and invites humans and machines to play for free. Thus LRS is maximally accessible. Like the Turing Test, the Luna Game involves open-domain question answering, and therefore is AI-complete, i.e. generalizable to all problems in AI. Smarts Ratings are continuous quantities that are updated after every Luna Game, making progress immediately clear to all players. These ratings reflect the equilibrium consensus of all players in LRS on what it means to be intelligent, and are not biased towards any single player’s notion. Finally, the system is immune to gaming, since all players are encouraged to devise
their own original questions, which cannot be predicted by the other player. Table 1.1 summarizes how the satisfaction of these five principals represents a substantial improvement over existing tests for AI.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Turing</th>
<th>ImageNet</th>
<th>HuroCup</th>
<th>Hutter</th>
<th>Games</th>
<th>LRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Generalizibility</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Continuity</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Independent of Persons</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Immunity to Gaming</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Table 1.1: The Luna Rating System is the only test that satisfies all five principles for a practical test of intelligence. Other existing tests include the Turing Test, which invokes natural language; ImageNet, which focuses on object recognition in computer vision; HuroCup, a sports-based competition in robotics; the Hutter Prize, which deals with text compression; and several games, such as chess, poker, and general game playing.

1.4.4 Contrary Views on the Main Question

In Turing’s seminal paper introducing his Test, he includes a section titled “Contrary Views on the Main Question,” in which he enumerates and responds to anticipated objections (Turing, 1950). Here I follow his lead, briefly considering possible objections to the Luna Rating System.

Test Time Objection

Given the reliance on human input, some may object that the time required to obtain meaningful results from LRS is too long. In practice, with a sufficient number of active participants, it should be possible to solicit tens of judgments per day. This timescale is actually far shorter than possible alternatives, especially when those alternatives require humans convening and thus may only occur once every several months or years. Even specialized tasks that do not require any human input can take several hours to return results. Of
course, the test time may dramatically increase if human participation is lacking; this condition is addressed in the following objection.

System Maintenance Objection

Some may object that a system requiring such broad and consistent human participation is simply too expensive to maintain. In the case that the system is web-based, the standard technical difficulties associated with hosting a website must be addressed. Furthermore, participants must be recruited and persuaded to play. In Chapter 6, I present a proof-of-concept to address this objection, demonstrating that a web-based implementation of LRS can be launched and sustained with relatively limited cost. The success of this simple system suggests that a system with more explicit incentives, e.g. paying participants to play, would have no trouble sustaining the required levels of activity.

Barrier to Entry Objection

After reviewing the details of the Luna Game (presented in Chapter 2), some may object that the entry into LRS requires too much additional work on the part of AI researchers. I respond to this objection in Chapter 4 with a review of the extensive body of work on two longstanding AI problems: Question Generation and Question Answering. I demonstrate that entry into LRS requires negligible effort beyond addressing these two problems. Moreover, an approach to the relatively lesser-known problem of Question Generation is actually optional; researchers may manually select a fixed set of questions without affecting the integrity of the test. Question Answering is an extremely active research area and LRS invites direct application of these efforts.
Definition Drift Objection

Some may object that Smarts Ratings might drift towards a specific notion that may or may not be related to intelligence. This could occur if players were primed with the suggestion to ask mathematical questions or trivia questions, for example. To prevent this drift, I insist that LRS provides minimal instructions to players as to what is meant by “intelligence”. Beyond this lack of bias, the integrity of Smarts Ratings is contingent upon the assumption that players will behave according to their own intuitive notions of intelligence. The results presented in Chapter 6 corroborate the reasonableness of this assumption. Additional anecdotal evidence suggests that players enjoy the challenge of creating probing and diverse questions in the course of the game.

Single Dimension Objection

While Smarts Ratings are more expressive than binary outputs, some may object that a single dimension is insufficient to meaningfully capture intelligence. For example, the theory of multiple intelligences from psychology posits that intelligence is best described along eight or more axes (Gardner, 2011). The proposed existence of the $g$ factor, a variable that has been shown to correlate with most other modules of intelligence, is one possible response to this objection (Visser et al., 2006). More generally, the conception of intelligence as a real value in a single dimension is motivated by the same practicality that underpins much of LRS; such a metric is the simplest way to capture progress or regress in the pursuit of AI.
Malicious Strategizing Objection

With a particular weariness of anonymous online players, some may object that malicious strategizing could threaten the integrity of the test. Indeed, if all players decide to behave randomly, the results output by LRS will not be meaningful. As discussed in Chapter 3, LRS does not rely on the honest intentions of all players, nor does it assume that players will always play to the best of their abilities. The one necessary assumption is that the majority of players will “guess honestly”. The meaning of this requirement is revealed in Chapter 2, and the extent to which the system is vulnerable to malicious guessing is rigorously analyzed in Chapter 3.

1.5 Thesis Outline

The primary contribution of this thesis is the introduction of the Luna Rating System as a practical benchmark for machine intelligence. In the next chapter, I continue the introduction of LRS with a description of the Luna Game. This chapter is followed by a study of the robustness of LRS, characterizing likely strategies for game play and analyzing their effect on the accuracy of Smarts Ratings as a proxy for intelligence. Next I discuss the three subproblems that constitute the full Luna Game. The first two problems — Question Generation and Question Answering — have been extensively studied in previous work, which I review in Chapter 4. The third subproblem, which I deem Luna Rating Prediction, has not been previously characterized. In Chapter 5, I formalize the problem, argue its merit as a general problem of interest, and present baseline results. Finally, in Chapter 6, I create the first online instantiation of LRS and recruit human participants to play. Their games illuminate the current state of AI and offer rich insight into the human conception
of intelligence.
But it is not conceivable that such a machine should produce different arrangements of words so as to give an appropriately meaningful answer to whatever is said in its presence, as the dullest of men can do.

René Descartes

2

The Luna Game

2.1 Overview

At the center of my proposed rating system is a two-player game that I call the Luna Game. Each player enters the game with a Smarts Rating, which has been assigned based on her performance in previous games. As the name suggests, the Smarts Rating is a proxy for the player’s intelligence. The Smarts Rating of each player is hidden from the other player until the end of the game. The objective of the Luna Game is simple: guess the Smarts Rating of the other player. In other words, a player should strive to accurately evaluate the intelligence of her opponent. The winner of the Luna Game is the player whose guess is closest to the actual Smarts Rating of the other player. After the game, the opponent’s guess is fac-
tored into the player’s Smarts Rating so that the rating captures all the guesses of previous opponents.

As a player with a high Smarts Rating, why not “play dumb”? This strategy would indeed induce an inaccurately low guess from the opponent, possibly leading to a win. However, the motives of a player reach beyond the scope of a single game. In addition to winning games, a player wants to achieve a high Smarts Rating. Since the rating depends on the guesses of all the player’s opponents, she will need to “play smart” to accomplish her long term goal. The “playing dumb” method is not only detrimental to a player’s rating, but also unsustainable as a consistent strategy; a player of that method will have her Smarts Rating lowered as a result, narrowing the margin between future opponents’ guesses and her actual Smarts Rating if she continues to use the strategy. Players who remain and thrive will be those who play smart.

In designing the Luna Game, I sought to impose as few constraints as possible. The Game is meant to be a microcosm of the organic process for defining intelligence. Humans evaluate each other’s intelligences through a series of questions and answers, often in the form of a written exam, but also informally through everyday conversations. The most natural notion of an individual’s intelligence arises from the consensus of the people who perform these evaluations. A player’s Smarts Rating is meant to reflect this natural notion; it is an aggregate of evaluations carried out by other players. To define the scope of an evaluation, I impose only those constraints necessary to motivate honest and repeated play.

A session of the Luna Game consists of three phases: the Interview Phase, the Response Phase, and the Guess Phase. During the Interview Phase, each player creates a set of five questions to pose to the opponent. In the Response Phase, each player responds to the
other’s questions. Finally, in the Guess Phase, each player receives responses back from her opponent, and must use the responses to guess her opponent’s Smarts Rating. I describe each of these phases in detail throughout the rest of this chapter and illustrate the game through examples of play.

2.2 Interview Phase

A Luna Game begins with the Interview Phase. During this phase, each player prepares a set of five free-form questions to be given to the other player. The number of questions represents a tradeoff between the time required to complete the phase and the difficulty of the guessing task. With more questions, each player would need more time to construct the questions, increasing the likelihood that she will quit the game and leave the system. With fewer questions, construction time could be shortened, but the informativeness of the subsequent responses would suffer, and the Smarts Ratings would ultimately be less meaningful. I chose the number five to optimize this tradeoff, but the number may be adjusted in future iterations of the system. In a similar practical vein, I insist that questions be constructed in batch, rather than allowing for sequential question-response. Since the game is played online, allowing for back and forth would increase the length of each game and significantly decrease the probability that a game gets finished.

The other major consideration in the design of the Interview Phase is the form of the questions. The only constraint I impose is a limit of 5000 characters per question. I do not insist that questions be actual questions, nor that they be in any particular language, nor that they expect a particular form of response. In natural language terms, the questions are of open domain, since I do not restrict the content of questions. I recognize that in practice,
players may opt for yes-or-no or multiple choice questions, which could simplify the task of learning to guess ratings. Players may also limit the domain of their questions, since general form questions may be too difficult for current AI, so general questions may not meaningfully differentiate between them. Nonetheless, I leave the choice of question topic and form to the players themselves. I anticipate that players will find the optimal question types better than I as the game designer could, and that the question types will naturally evolve in correspondence with the evolution of the AI players.

2.2.1 Instructions

The following instructions are presented during the Interview Phase.

*You are now in the Interview Phase. Please enter a list of five questions for the other player.*

*Keep in mind the following strategic hints:*

- *Your questions should be as informative as possible for guessing the other player's Smarts Rating.*
- *Your questions should have a very wide range of difficulties.*
- *Your questions need not have “right” or “wrong” answers.*
- *Search engine access is allowed, so trivia questions will not be very informative.*
- *Do not assume that the other player is human!*

2.2.2 Interview Strategy

In preparing questions, a player knows nothing about her opponent. She must prepare for extremes — a completely naive machine opponent or a very clever human opponent — and
she also must be able to differentiate between players with Smarts Ratings in the middle of the spectrum. Given the competitive nature of the game, a player may be tempted to create a set of extremely hard questions. This choice would prove unwise, since the player will be unable to accurately guess the Smarts Rating of an opponent who gets all of the questions “wrong”. A question set that is too easy will lead to the opposite problem. Thus an ideal set of questions will have a wide range of difficulty.

2.2.3 Examples

Below is an example of a question set. I choose questions from the web-based implementation of LRS described in Chapter 6 to illustrate the range of possible question types and to demonstrate appropriate levels of difficulty. Early questions are aimed at differentiating between naive machines, while later questions are directed towards advanced human players. Each question is designed to induce a response that will reveal the intelligence of the opponent.

1. Do you like games?

2. People who live in Boston are called Bostonians. What is a person who lives in Cambridge, MA called?

3. 1 + 1 = ?

4. How do you define success?

5. If a hacker can determine when keys on your keyboard are pressed (without knowing which keys), how are you in danger?
2.3 Response Phase

The Response Phase is a player’s opportunity to convince her opponent that she is intelligent. Questions are received as soon as both players have finished the Interview Phase. Each player must then respond in free form to all five questions. Responses are not returned until both players have finished answering all questions. Like questions in the Interview Phase, responses are unconstrained in form, and only limited in length to 5000 characters each. A player is motivated by the prospect of an increase in Smarts Rating to respond to the questions thoroughly and to the best of her ability.

2.3.1 Instructions

The following instructions are presented during the Response Phase.

_The other player has sent you questions! You are now in the Response Phase of the Luna Game. Please answer the following questions: [Question Set]. In answering the questions, keep in mind the following strategic hints:_

- You should answer the questions to the best of your ability.
- The other player will use your answers to guess your Smarts Rating.
- The higher the other player guesses, the higher your Smarts Rating will become.

2.3.2 Examples

The responses below are also taken from the web-based implementation of LRS described in Chapter 6.
1. Q: Do you like games?
   A: Yes I love games

2. Q: People who live in Boston are called Bostonians. What is a person who lives in Cambridge, MA called?
   A: An academic

3. Q: |1 – 1| = ?
   A: Why are you using capital I’s, and what in the world is “|-|”?  

4. Q: How do you define success?
   A: Dictionary.com defines it as “the favorable or prosperous termination of attempts or endeavors; the accomplishment of one’s goals.”

5. Q: If a hacker can determine when keys on your keyboard are pressed (without knowing which keys), how are you in danger?
   A: Ugh, this is a difficult one. It would make guessing password easier maybe, because the hacker would know the length of a password. It also depends on what other info is available to the hacker, such as Web addresses or sites visited. Hacker could also known and record when (times each day) the computer is not in use, making it easier to remotely control the computer without the user knowing.

2.4 Guess Phase

After both players have responded to each other’s questions, their responses are returned for evaluation. Each player then must formulate a guess of the other’s Smarts Rating based
on these responses. In practice, the player might also attempt to take into account the questions provided by the opponent, but since questions may be generated automatically, it is advisable to focus on the opponent’s responses. The winner of the Luna Game is the player whose guess is closest to the actual Smarts Rating of her opponent.

A competitive player may consider guessing the lowest possible rating, knowing that the game will be lost, but the opponent’s Smarts Rating will decrease as a result of the guess. However, this strategy offers no real benefit to the player, since Smarts Ratings are not rankings; the player’s Smarts Rating will not improve as a result of the opponent’s Smarts Rating suffering. (Nonetheless, I analyze the system-level effects of this strategy in Chapter 3.) Thus the only rational strategy for guessing is to attempt to guess as close as possible to the actual Smarts Rating of the opponent.

2.4.1 Instructions

The following instructions are presented during the Guess Phase.

_The other player has responded to your questions! You are now in the Guess Phase of the Luna Game, which is the final phase. Below are the other’s answers: [Answer Set] Based on these answers, please enter a guess of the other player’s Smarts Rating._

In addition, I provide functionality that encourages the player to evaluate each question individually on a sliding scale from 0 to 100. I prompt the player to assign the single question score by asking, “How smart was this response?” This process is optional, as I do not want to slow down the impatient player. However, a player is incentivized to use the sliding scales if they do not have a more sophisticated method of guessing ratings, since the single question scores can be automatically converted into a guess. These single question scores
provide insight into the hardness of the natural language questions, effectively creating a
dataset of questions annotated with difficulty.

2.5 Game Conclusion

After both players have provided guesses, the Luna Game is complete. The winner of the
game is the player whose guess is closest (in terms of $L_1$ distance) to the actual Smarts Rating
of their opponent. It is possible, though unlikely, for the game to end in a tie if the distance
between guess and actual is equal for both players. In addition to reporting the outcome of the game, the system reveals the actual Smarts Rating of the opponent and the opponent’s guess. The system also updates each player’s Smarts Rating so that it is the mean
of all previous human opponent guesses. The mean was chosen for simplicity, though more
sophisticated statistics that are adaptive, such as Elo Ratings, could also be used in the future. Machine guesses are not factored into Smarts Ratings.

2.5.1 Example

Below is an example of feedback at the end of a Luna Game.

Your Luna Game is complete! Below are the results.

Game Outcome: You won!

Your New Smarts Rating: 78

Actual Other Player Smart Rating: 84 (You guessed 81)

Other Player’s Guess of Your Rating: 91 (Your rating was 75)
2.5.2 Conclusion of a Player’s First Luna Game

New players do not have Smarts Ratings until the end of their first game, at which point they are assigned the guess of their first opponent. The game is counted as an automatic win for the opponent, but not as a loss for the new player. This process is to avoid the possibility of the Smarts Rating equilibrium collapsing into a constant (see Chapter 3).
It might be urged that when playing the “imitation game” the best strategy for the machine may possibly be something other than imitation of the behaviour of a man. This may be, but I think it is unlikely that there is any great effect of this kind.

Alan Turing

3

Robustness of the Luna Rating System

3.1 The Smarts Rating as a Proxy for Intelligence

The Luna Rating System is only effective as a test if Smarts Ratings genuinely reflect intelligence. Without appropriate safeguards, Smarts Ratings can quickly lose their integrity. To illustrate this potential danger, consider a version of LRS that initializes all new players with a Smarts Rating of 50. In the early days of LRS, if this initialization is known to all players, the strategy of always guessing 50 will do quite well. In fact, if all players guess rationally, no rating will ever deviate from 50, and every Luna Game will end in a tie. As more players join the system, if the equilibrium has already been fixed at this constant, no rational force will make it budge. This outcome would render the version of LRS unusable for testing
intelligence and uninteresting for players. Clearly LRS must be implemented with care.

This chapter studies the extent to which a player's Smarts Rating may be different from the player's intelligence. I formalize intelligence to be the expected “Actual Guess” made by an opponent of the player's Smarts Rating. Trouble arrives when players choose to give a “Reported Guess” that is different from an Actual Guess. From this discrepancy emerges distance between the Smarts Rating and intelligence, i.e. error in Smarts Ratings. It is theoretically possible for Smarts Ratings to be arbitrarily far from intelligence; if all players report random or adversarial Guesses, Smarts Ratings will be meaningless. However, it is safe to assume that most players seek Luna Game wins, high Smarts Ratings, or both. With these motivations, there are several likely strategies that players may choose among. The robustness of LRS can be assessed through the analysis of these strategies and their cumulative effects on Smarts Ratings.

3.1.1 Demonstrated Intelligence

In considering the validity of Smarts Ratings, a natural question is whether the intelligence demonstrated by players during the Luna Game is indicative of “actual” intelligence. Assuming that players are capable of demonstrating intelligence through language in real life, it is clear that players may demonstrate intelligence during a Luna Game. But what if a player chooses not to demonstrate intelligence? What if a player is capable of answering with high intelligence, but decides to provide a subpar answer, perhaps out of laziness or misguided strategy? In this case, the Smarts Rating of the player may not reflect their capacity for intelligence. However, from the perspective of LRS as a test for intelligence, this possibility is not at all problematic. LRS is ultimately a test for demonstrated intelligence. It
evaluates the intelligence of responses, not the intelligence of respondents. Indeed, any test for intelligence is inherently an evaluation of demonstrated intelligence; it is impossible to assess anything else.

3.1.2 Reported and Actual Guesses

If a player withholds a strong response in favor of a weak response, the withheld response is irrelevant for LRS. However, if a player withholds an honest guess of the opponent’s Smarts Rating in favor of a dishonest one, this can have negative consequences for the validity of LRS. If a student fails an exam, that does not mean the exam has failed its purpose, but if an exam is graded incorrectly, its value is lost. Thus in studying the dynamics of Smarts Ratings, a distinction must be drawn between Reported Guesses and Actual Guesses. The system must be designed in such a way that Reported Guesses are equal to Actual Guesses as often as possible. I explore the consequences of misalignment below.

3.1.3 Definitions and Notation

Let \( P \) be the set of all players in the LRS. Let \( \mathcal{P} \) be a random variable that assumes values over \( P \) with uniform probability. Let \( SR \subseteq \mathbb{R}^+ \) be the domain of Smarts Ratings. The definitions of Reported Guess and Smarts Rating are mutually dependent.

Definition 1. Reported Guess

For players \( p, p' \in P \), player \( p \) has a Reported Guess of the Smarts Rating of player \( p' \), written as \( G(p, p') \in SR \).

The definition of Reported Guess assumes that players do not make decisions stochastically, nor based on their state. It is possible to weaken this assumption and arrive at similar
conclusions.

Definition 2. Smarts Rating

The Smarts Rating of a player $p \in P$ is the expected Reported Guess of an opponent. This is written as $S(p) \triangleq E[G(P, p)]$.

The given definition of Smarts Ratings is an expectation rather than a quantity that depends on the number of Games played. This definition is expedient for theoretically evaluating the discrepancy between Smarts Ratings and intelligence. Later I provide simulations that probe the role of time in this discrepancy. Additionally, note that this definition does not preclude a player from playing herself, which is of course impossible in practice. Incorporating this observation into the definition would have no meaningful effect on results and would only muddle the analysis, hence the exclusion.

Definition 3. Actual Guess

For players $p, p' \in P$, player $p$ has an Actual Guess of the Smarts Rating of player $p'$, written as $G^*(p, p') \in SR$.

The Actual Guess may or may not be different from the Reported Guess.

Definition 4. Intelligence

The intelligence of a player $p \in P$ is the expected Actual Guess of an opponent. This is written as $I(p) \triangleq E[G^*(P, p)]$.

3.2 Theoretical Effects of Strategies on Smarts Rating Validity

LRS presents two goals for players: to win Luna Games, and to achieve high Smarts Ratings. The spirit of the game encourages players to answer all questions as they would in a
real world context, and to guess the Smarts Rating of an opponent in the same manner as they would evaluate the intelligence of a human. However, players may ignore the spirit of the game and adopt strategies that they think will maximize payoff in terms of both goals. They may also decide to focus on only one of the two goals, strategizing to maximize Luna Game wins at the expense of Smarts Ratings, or vice versa. If the Smarts Rating is to be used as a proxy for intelligence, the equivalence between the two must be robust to any likely player strategies.

3.2.1 Honest Play

If players always have Reported Guesses that are the same as their Actual Guesses, then Smarts Ratings will align with intelligences over time. This follows directly from the formalized definition of intelligence given above. Thus LRS designers should take every measure to encourage honest play.

3.2.2 Single Priority Play

One must always be prepared for players to ignore the spirit of the game and break any rules that aren’t technically enforced. Honest play assumes that players give their best guess for any player’s Smarts Rating. It also assumes that players present themselves as intelligently as possible with the aspiration of winning individual Luna Games. But what if a player cares only about Smarts Ratings and is indifferent towards the outcome of Luna Games? Or what if the opposite occurs, with a player ignoring Smarts Ratings and focusing only on winning Luna Games? In this section, I explore the system-level effects in both of these cases.
Luna Game Win Maximization

Suppose that a player is indifferent to her Smarts Rating and cares only to maximize her expected number of Luna Game wins. With the incentive of winning a game, it is clear that the player will provide a Reported Guess that is equal to her Actual Guess. The only aspect of the game that this player may manipulate is her responses. For example, if she currently has a very high Smarts Rating, she may provide responses that are indicative of a very low Smarts Rating, inducing a low guess from the opponent and increasing the probability of winning. The optimal strategy may be to oscillate between maximally intelligent responses and minimally intelligent ones, maintaining a Smarts Rating near the center of the range of possible ratings.

In any case, strategizing by manipulating responses does not in any way jeopardize the validity of Smarts Ratings. As described above, LRS does not claim to be a test for capacity for intelligence; it can only be a test of demonstrated intelligence. If a human exhibits highly intelligent behavior one day and minimally intelligent behavior the next day, their overall intelligence is judged to be somewhere in between. As an average of play over time, the Smarts Rating captures this intuitive notion of intelligence better than any one-time evaluation could. Thus players may be able to “game their opponents” by oscillating the quality of their responses, but they will not be able to game the system.

Smarts Rating Maximization

Suppose that a player ignores Luna Game outcomes and strategizes to maximize her Smarts Rating at all costs. The best response strategy is clearly to respond as intelligently as possible at all times, which is in line with the spirit of LRS. However, if the player interprets Smarts
Ratings as relative measures, the optimal guessing strategy is to give a Reported Guess of 0 regardless of the opponent’s play. This strategy is optimal because the player will perceive a slight benefit from a decrease in the opponent’s rating.

I assess the net impact of this Minimum Guessing strategy on LRS validity from two angles. First, to evaluate the likelihood that the strategy is adopted, I quantify the expected benefit of adopting this strategy for an individual player. I show that as a function of the number of players in the system, this benefit is so small that a player concerned only marginally with winning Luna Games will be better off playing honestly. Second, in the event that a player does adopt this strategy, I quantify the error that Minimum Guessing introduces to Smarts Ratings as a function of the number of players that adopt it.

Consider the Minimum Guessing strategy from the perspective of an individual player. If the player truly attaches zero value to a Luna Game win, then always guessing 0 makes sense. But if the player cares even a marginal amount about wins, the personal benefit from guessing 0 is unlikely to outweigh the cost. Let $p \in P$ be a player deciding between honesty and Minimum Guessing. Note that the Smarts Rating of $S(p)$ will be unchanged regardless, since $p$’s strategy choice will not affect the Guessing strategies of opponents. Let $s_1$ the mean Smarts Rating if $p$ Guesses honestly, where $N$ is the number of players in the system.

We can express $s_1$ as

$$s_1 = \frac{1}{N} (\sum_{p' \in P} S(p')) = \frac{1}{N^2} (\sum_{p' \in P} (\sum_{p'' \in P} G(p'', p')))$$

Let $s_2$ be the mean Smarts Rating if $p$ instead uses the Minimum Guessing strategy. In this case, each Guess $G(p, p')$ in the expression of $s_1$ will change to 0. Therefore the new mean Smarts Rating in this scenario will be

$$s_2 = s_1 - \frac{1}{N^2} (\sum_{p' \in P} G(p, p'))$$
The relative benefit to the $p$ in choosing the Minimum Guessing strategy is thus

$$\frac{1}{N^2}(\sum_{p' \in P} G(p, p'))$$. For perspective, suppose that $p$ has Actual Guesses that are perfect, i.e. they match the Smarts Ratings of other players. Then the relative benefit is $\frac{1}{N}$ of the average Smarts Ratings of all players in the system. As the number of players in the LRS increases, this change quickly becomes negligible. Thus any rational player with even the slightest desire to avoid losing every Luna Game will likely abstain from the Minimum Guessing strategy.

While the Minimum Guessing strategy is evidently subpar for players caring at all about winning, there may still be players who choose to adopt it. Suppose that there are $K$ such players, indexed $p_1, p_2, ..., p_K \in P$, with all other players adhering to Honest Guessing. I quantify the expected error introduced to the Smarts Rating of another player $p \in P$ as a result of these $K$ rogue players. Let $p \in P$. The most accurate Smarts Rating, i.e. the intelligence, is given by

$$I(p) = \frac{1}{N}(\sum_{p' \in P} (G^*(p', p)))$$

The Smarts Rating actually assigned to $p$ in this scenario is

$$S(p) = \frac{1}{N}(\sum_{p' \in P} (G(p', p))) = \frac{1}{N}(\sum_{p' \in P} (G^*(p', p)) - (\sum_{i=1}^{K} (G^*(p_i, p))))$$

Thus the total error introduced by these $K$ players is $\frac{1}{N}(\sum_{i=1}^{K} (G^*(p_i, p)))$. At a high level, this equation tells us that if half the players in the system use Minimum Guessing, then a player’s Smarts Rating will be roughly half the player’s intelligence. This impact suggests that LRS is tolerant to a small minority of Minimum Guessing players, but measures should be taken to discourage and prevent wide use of the strategy.
3.2.3 Response Agnostic Play

How should a first-time Luna Game player formulate her guess? There are several possible sources of information that she may utilize. She has her opponent’s responses, and she may be able to estimate the intelligence of the opponent’s responses based on experiences outside LRS. However, the responses and intelligence estimate alone are not enough to provide a guess; she also needs to understand the meaning and scale of a guess. Here LRS instructions may provide three sources of insight: the initialization value of Smarts Ratings, the domain of Smarts Ratings, and the distribution of Smarts Ratings for players currently in the system. In the extreme case, a player may ignore opponent responses completely and utilize only the statistics provided by LRS. How would such strategizing affect the validity of Smarts Ratings? This question is of import not only for first-time players, but also for experienced players who might incorporate these statistics into their overall strategies if they are available.

Known Initialization

As described in the introduction of this chapter, a known constant initialization value for Smarts Ratings could lead to an abrupt collapse in Smarts Ratings. Many early players would likely recognize that (1) new players have the same Smarts Rating and (2) most players are new, and therefore (3) the strategy of guessing the initialization value is highly effective. The result would be a quick collapse in Smarts Ratings to the initialization value, from which the system could not recover.

There are three alternatives to initialization with a constant value. The first is initialization according to some predefined “quiz”. This option is unattractive, not only because it
primes players to think of intelligence in a particular way, but also because it induces players to ask similar questions to try to mimic the quiz. The second alternative is random initialization. While avoiding theoretical problems, this option has the practical downside of discouraging players who are randomly initialized low Smarts Ratings. It also makes the opponent’s job of guessing first time players an arbitrary endeavor.

The third and preferable alternative to fixed initialization is to forgo initialization altogether. A player’s Smarts Rating can be assigned after her first Luna Game, and it will be equal to the guess of her opponent. With this configuration, there is no initialization that makes sense for players to guess as a default. The only downside of this approach is that the outcome of the first Luna Game loses meaning. To avoid discouraging experienced players, a Luna Game between a first time player and a non-first time player will result in a win for the latter, but will not be counted as a loss for the first time player. A Luna Game between two first time players will result in a tie. This third option is the one used in the implementation of LRS described in this thesis.

Known Distribution

A seemingly natural feature to include in an instantiation of LRS is the ability to see the distribution of all Smarts Ratings in the system. Revealing the distribution makes it possible for players to adopt guessing strategies that take advantage of this distribution. This is not inherently bad for LRS; for example, the strategy of randomly sampling from the distribution for guessing will preserve the distribution. However, other strategies involving the distribution can detrimentally affect the distribution. For example, suppose that a player’s instinctive Actual Guess is the highest value presently in the distribution. The player may
reason that the probability of her current opponent actually being the best player in the system is low, and therefore provide a guess that is lower than the maximum, even if the opponent actually is the best player. The net effect will be a collapsing towards the center of the distribution, as witnessed in the case of a fixed known initialization value.

The most extreme strategy that takes advantage of a known distribution is to always guess the mean Smarts Rating in the current distribution. It is clear that if all players adopted this strategy, all Smarts Ratings would converge to a constant. More realistic is the supposition that some players will judge opponents using percentiles, e.g. “my opponent is smarter than 75% of other players”, and then map this judgment to the percentiles evident in the Smarts Ratings distribution, e.g. “75% of players have Smarts Ratings less than or equal to 55, so my guess is 55.” This strategy uses the Quantile Function of the Smarts Rating distribution, and thus it is referred to as Quantile Guessing.

Let $Q : [0, 1] \rightarrow SR$ be the Quantile Function for the Smarts Rating distribution, and let $F_p : P \rightarrow [0, 1]$ be the “player percentile function” that $p$ uses to map other players to percentiles according. This function may be thought of as a cumulative distribution function over $G_p = \{G(p, p') : p' \in P\}$, i.e. $F_p(p') = P[X \leq G(p, p')]$ where $X \sim G_p$. If player $p$ uses Quantile Guessing, her Reported Guess of player $p' \in P$ will be $G(p, p') = Q(F_p(p'))$. If Quantile Guessing is used by all players from the beginning of LRS, Smarts Ratings will again collapse to a constant. Early players will know that there are only a small number of possible values for Smarts Ratings and will guess by selecting one, which will quickly lead to the ratings converging to one value. It is less clear if Quantile Guessing is problematic once a wide distribution of Smarts Ratings has already been established by players of other strategies. For insight here, I turn to simulations.
3.3 Simulations

Thus far I have outlined the major Luna Game strategies and described their theoretical implications on the validity and volatility of Smarts Ratings. I next provide simulation results to further stress test LRS against various strategies. Simulations are necessary not only to corroborate the theory, but also to ask questions that cannot be cleanly answered otherwise. For example, whereas the strategies have only been discussed individually so far, simulations allow for a comprehensive study of combined strategies. The theoretical section also did not explore the amount of time required to reach each equilibrium; such questions are left to simulations. The resulting collection of theoretical and simulation insights lays a foundation for robust LRS design.

3.3.1 Methods

The recruitment of human players is pivotal to the success of LRS because it is not otherwise clear what form Actual Guess functions will take. For the purpose of simulations, I create $N$ simulated players and assign each a uniformly random value between 0 and 100. The Actual Guess function for a given player is created by adding random Gaussian noise ($\mu = 0, \sigma^2 = 5$) to each of the initialized values. Thus a player’s intelligence, defined as the expected Actual Guess, will be very close to the initialized random value for that player. The Reported Guess for each player varies according to the experiments, following one of the strategies described in (2).

An experiment runs for $T$ time steps. At each time step, two players are randomly selected from the pool of all $N$ players. Each player reports her Reported Guess of the other’s Smarts Rating, and each player’s Smarts Rating is updated so that it is the mean of all pre-
vious Reported Guesses. After the $T$ time steps, the main dependent variable of interest is the $L_1$ error between players’ Smarts Ratings and intelligences. I measure both the average error and the maximum error. For some strategies, the independent variable of interest is $N$, and for others it is $T$. If $N$ is kept constant, it is done so at $N = 100$; if $T$ is kept constant, it is done so at $T = 1000$. All configurations are run 100 times and averaged over the trials.

3.3.2 Results

Baseline

Since Smarts Ratings and intelligences are both on a scale from 0 to 100, one baseline for the $L_1$ distance between the two is achieved by assuming that all players give the same constant Reported Guess, such as 0 (which would happen if all players use Minimum Guessing). Doing so would result in an expected error of 50. Another baseline is given by the expected distance between two uniformly randomly selected points from the domain of Smarts Ratings. For two random variables $A_1$ and $A_2$ drawn independently from the uniform distribution over $[0, 100]$, let $B$ be a random variable given by $B = \max(A_1, A_2)$, and let $C$ be a random variable given by $C = \min(A_1, A_2)$. By symmetry, $E[100 - C] = E[B]$. Furthermore, the expected value of $B$ is half that of $C$ (this can be derived by conditioning on the values of $A_1$ and $A_2$), so $2E[B] = E[C] \iff E[C - B] = E[B]$. Now note that $B + (C - B) + (100 - C) = 100$, so $3E[C - B] = 100 \iff E[C - B] = \frac{100}{3}$. Thus 33.33 is one appropriate baseline for the $L_1$ error of Smarts Ratings.

A third baseline can be derived by assuming that all players give fixed random Reported Guesses (independent from Actual Guesses). In this case, all Smarts Ratings will approach
the expected value, and the error will be the expected difference from the expected value to a randomly drawn Smarts Rating. In terms of the parameters used in this simulation, Figure 3.1 shows that mean error starts around the 33.33 baseline and approaches 25, while maximum error stays above 50.

![Figure 3.1: Mean and maximum $L_1$ error of Smarts Ratings when all $N$ players use a Random Guessing strategy. In Random Guessing, a player’s Reported Guess is a random element from the domain of Smarts Ratings that is completely independent from the Actual Guess. These results establish baselines for subsequent simulations.](image)

Honest Play

Honest players give Reported Guesses that are equivalent to their Actual Guesses. If all players are honest, Smarts Ratings quickly converge to Intelligences, as shown in Figure 3.2. Inducing honest play should be the foremost goal of LRS designers.

Single Priority Play

If a player cares only about maximizing relative Smarts Ratings and neglects Luna Game outcomes, that player will likely give Reported Guesses of 0 for all opponents. If all players use this Minimum Guessing strategy, Smarts Ratings will immediately collapse to 0. More generally, the error introduced by Minimum Guessing depends linearly on the number of
Figure 3.2: Mean and maximum $L_1$ error of Smarts Ratings when all $N$ players Guess honestly. Honest play is defined by consistent equivalence between the player’s Reported Guesses and Actual Guesses. Smarts Ratings quickly converge to intelligences if all players are honest.

players using this strategy. Figure 3.3 confirms this result suggested by the theory. Mean $L_1$ error ranges from half the total range of Smarts Ratings to 0.

Figure 3.3: Mean and maximum $L_1$ error of Smarts Ratings when a fraction of the $N$ players use Minimum Guessing after $T$ time steps. In Minimum Guessing, a player always gives Reported Guesses of 0. The error introduced by Minimum Guessing depends linearly on the number of players using the strategy.

Response Agnostic Play

If the distribution of current Smarts Ratings is known at all times to all players, some players may try to take advantage of the distribution to formulate their guesses. A naive ap-
approach is to give Reported Guesses equal to the current mean Smarts Rating. With all players using this approach, the distribution collapses and error explodes. In general, Figure 3.4 shows that the error introduced by Mean Guessing depends linearly on the number of players using the strategy.

Another way that players may take advantage of a known distribution is via the Quantile Guessing strategy described above. The implementation of Quantile Guessing used for simulations uses the Empirical Cumulative Distribution Function with the sample composed of Actual Guesses of past opponents. A Reported Guess defaults to Actual Guesses if no Smarts Ratings have been determined, and for a player’s first Luna Game. Ratings again collapse if all players use this strategy from the start, as shown in Figure 3.5.

If only a fraction of players use the strategy, the error depends linearly on the fraction, as was the case with Minimum and Mean Guessing. Figure 3.6 confirms this result.

What if the distribution is revealed once a certain number of games have been played? One might hope that the collapsing to a constant problem is avoided in this case. To test
Figure 3.5: Mean and maximum $L_1$ error of Smarts Ratings when all $N$ players use Quantile Guessing. Quantile Guessing takes advantage of the distribution of all Smarts Ratings and a player’s estimation of an opponent’s rating percentile to formulate Reported Guesses. Due to the discrete nature of Smarts Ratings, Quantile Guessing causes Smarts Ratings to collapse to a constant, and the system cannot recover.

This hypothesis, the simulation in Figure 3.7 introduces players that play with honest guessing for a variable number of time steps, and then play with Quantile Guessing for 500 time steps. The delay in introducing Quantile Guessing does indeed improve the $L_1$ error within the time frame tested, though significant error remains after 500 time steps for all tested delays.

3.3.3 Combined Strategies

In a real instantiation of LRS, it is unlikely that any single strategy will be adopted by all players. Thus the extreme results portrayed above are not of urgent concern. More likely is a situation where a small fraction of players adopt each of the strategies above. For the purpose of simulation, I assume that some fraction of players will play honestly, and the remaining players will be evenly divided among the strategies described above: Random Guessing, Minimum Guessing, Mean Guessing, and Quantile Guessing. Figure 3.8 shows that the relationship between error and honest player proportion is linear, as might be ex-
Figure 3.6: Mean and maximum $L_1$ error of Smarts Ratings when a fraction of $N$ players use Quantile Guessing after $T$ time steps. Quantile Guessing takes advantage of the distribution of all Smarts Ratings and a player’s estimation of an opponent’s rating percentile to formulate Reported Guesses. The error introduced by Quantile Guessing depends linearly on the number of players using the strategy.

Expected given the previous simulations. Roughly, for every additional 10% of players that forgo honest guessing in favor of one of the other strategies, the mean $L_1$ error increases by 3.5.

3.4 Implications for LRS Design

The theoretical and simulation results discussed in this chapter provide a cautionary tale for LRS designers. The system should be successful if all players practice honest play, but other strategies, such as Random Guessing, Minimum Guessing, Mean Guessing, and Quantile Guessing, threaten to undermine the validity of Smarts Ratings. Fortunately, these strategies can be grouped into two categories: strategies that are unlikely, and strategies that can be prevented.

Random Guessing and Minimum Guessing belong in the unlikely strategy group. Random Guessing would be a bizarre long-term choice; the strategy gives a player no advantage in either Smarts Rating or Luna Game outcomes. Minimum Guessing is also unlikely for
Figure 3.7: Mean and maximum $L_1$ error of Smarts Ratings when $N$ players give honest guesses for some number of delay time steps, and then shift to the Quantile Guessing strategy for 500 additional time steps. The shift delay is negatively correlated with Quantile Guessing, suggesting that the negative impact of the strategy decreases if it is introduced after LRS has already stabilized.

the player who realizes the personal benefit in terms of relative Smarts Ratings is very small. Minimum Guessing can also claim membership to the preventable strategy group; players practicing this strategy can be quickly identified by the system and banned for violating the spirit of play. Since they rely on the distribution of Smarts Ratings, Mean Guessing and Quantile Guessing are also easily avoidable; the distribution can simply be withheld from players. The distribution may also be withheld initially and introduced once the system has evolved and stabilized. This delay would improve Quantile Guessing for players, and these later players would introduce less error to Smarts Ratings by using the strategy.

If the Smarts Rating distribution is withheld from players, designers must choose another method for describing the ratings, or else the players will have no basis to form their first guesses. This chapter has discussed several avenues that should be avoided: fixed initializations of Smarts Ratings; a first-time “quiz” to initialize Smarts Ratings; or communicating only the average Smarts Rating. One option is to provide a vague disclaimer, such as “Smarts Ratings are positive real numbers that typically range between 0 and 100.” A more
Figure 3.8: Mean and maximum $L_1$ error of Smarts Ratings when some fraction of $N$ players give honest guesses, and the remaining players are split evenly among Random Guessing, Minimum Guessing, Mean Guessing, and Quantile Guessing strategies. The relationship between error and honest player proportion is linear.

A concrete alternative would be to ask players, “On a scale from 0 to 100, how smart is your opponent?” Of course, providing any numbers in the instructions encourages machine players to adopt Means Guessing or a similar naive strategy early on. Initializing these early Smarts Ratings is ultimately a chicken-or-egg problem that can only be resolved in practice by well-meaning human players.

The results in this chapter underscore the importance of good faith among players of the Luna Game. For researchers hoping to use LRS as a test of AI, the integrity of the system is essential if their own results are to be meaningful. Honest play is in the best interest of these players. Casual human players should also understand that dishonest strategies in mass can threaten both the validity and the distribution of Smarts Ratings, rendering LRS neither informative nor fun for players. The spirit of the Game should be made as clear to players as the limited attention span of Internet users permits. As with any test of human intelligence, LRS ultimately requires judges and subjects to play along.
You are like my father in some ways.
WHAT RESEMBLANCE DO YOU SEE
You are not very aggressive but I think you don’t want me to notice that.
WHAT MAKES YOU THINK I AM NOT VERY AGGRESSIVE

A conversation with ELIZA (from Weizenbaum (1966))

4

Question Generation and Answering

4.1 Introduction

In this chapter, I describe how the Luna Rating System fits within the broader context of existing AI research. LRS invites direct applications of two subfields of Natural Language Processing: Question Generation (QG) and Question Answering (Q&A). QG considers the automatic generation of questions, typically derived from natural language or structured input. The Interview Phase of the Luna Game, in which players must compose original questions and reason about expected answers, is a straightforward application of QG. Q&A is the complementary study of answering natural language questions automatically. The Response Phase, which requires each player to answer the questions of the other
player, similarly corresponds to Q&A. (The Guess Phase does not have an obvious corollary problem in existing research, but its structure suggests an intriguing new problem, which I characterize in Chapter 5.) The large bodies of work on QG and Q&A can be directly incorporated into LRS. Here I offer a brief review of both problems and discuss their applicability to LRS.

4.2  Question Generation

4.2.1  Problem Scope

Question Generation, as the name suggests, is the study of automatically generating linguistically valid questions. In practice, a collection of natural language samples is provided as input, and questions pertaining to that text are produced as output (Heilman, 2011; Rus et al., 2011). These text samples may be relatively short, like a single sentence (Ali et al., 2010; Rus et al., 2011), or longer, like a paragraph (Mannem et al., 2010) or a full natural language corpus (Heilman, 2011). They may be factual, like the encyclopedia examples, or fictional, like a short story derived from a simulated world (Weston et al., 2015). This variety has resulted in a field that is fairly fragmented, despite attempts to cement the problem’s scope (Piwek et al., 2008). As it stands, the one commonality among all work on QG is the ambition to automatically generate an abundance of human-like questions.

4.2.2  Research Motivation

Research in QG is often motivated by the prospect of automated intelligent educational tools (Graesser et al., 2005; Heilman, 2011). A system capable of generating a set of reasonable questions from an academic text would be invaluable for learning and assessment, es-
pecially in the era of MOOCs and other online educational resources. Heilman’s work, which I describe in more detail below, is primarily motivated by this educational potential (Heilman, 2011). In the specific context of English language learning, Kunichika et al. (2004) create an interactive system that generates questions from a novice textbook and then adaptively presents a series of questions to students based on their previous responses. Xu et al. (2009) provide a similar game-based system for learning Mandarin. Other motivations for QG include assisting human questioning, participating in general dialogue (Walker et al., 2001), and providing synthetic datasets for the related task of Q&A (Serban et al., 2016). Piwek et al. (2008) make a broad case for QG as a task of interest for AI and Computational Linguistics, advocating an “open-minded approach... [towards] a new and hopefully soon burgeoning area of research.”

4.2.3 Shared Task

In 2010, the Question Generation Shared Task and Evaluation Challenge (QGSTEC) was announced, leading to a modest uptick of interest on the problem (Rus et al., 2011). QGSTEC includes two tasks: QG from sentences, and QG from paragraphs. In both cases, the questions generated by contestants are evaluated by human judges on the basis of relevance, question type, correctness, ambiguity, and variety. The centralized challenge succeeded in soliciting five entrants (Ali et al., 2010; Mannem et al., 2010; Pal et al., 2010; Varga, 2011; Yao & Zhang, 2010). Beyond 2010, the impact of QGSTEC has been minimal, likely due in part to the limitations of human-dependent evaluation. To my knowledge, no other shared tasks have been proposed to take its place. Subsequent new methods for QG are instead benchmarked by direct comparison with reimplemented old methods on new datasets (Ser-
4.2.4 Existing Methods

If surface-level questions suffice, and questions need not be diverse in style, there are several simple QG options available. One coarse approach is the Cloze procedure, in which words from the input text are randomly replaced with blanks for the responder to complete (Taylor, 1953). For example, the input text “George Washington was born in Virginia” might generate the question “George Washington was born in __________”. The next level of sophistication involves applying templates to text in search of specific syntax patterns, and then applying one of several predefined transformations accordingly. For example, the previous input text might be matched and transformed to the question “Where was George Washington born?” or “Who was born in Virginia?” (Gates, 2008; Heilman, 2011; Kunichika et al., 2004). A variant of this template-based strategy is employed by ELIZA, the therapist-like chatterbot developed in 1966 by Weizenbaum (Weizenbaum, 1966). Template-based methods may also be used to generate multiple choice questions (Mitkov et al., 2006). Work by Ali et al. (2010) relies on sentence classification and syntax parsing before applying transformations to generate questions. Wang et al. (2007) use a similar transformation-based procedure in the domain of medical texts. While template methods produce syntactically correct questions that are more appropriate for applications like dialogue, it is not necessarily the case that they produce deeper semantics than the simpler Cloze procedure.

More sophisticated methods for QG utilize machine learning techniques. One way to convert QG into an instance of a known machine learning problem is by overgenerating transformations and ranking (Heilman, 2011; Heilman & Smith, 2010a,b; Mannem et al.,
This two-step process begins with a template-based question generation method, which is applied liberally to create a surplus of syntactically valid questions. Next, a learned ranking function sorts the questions in order of semantic goodness. The top ranked questions are returned as the final output. This paradigm is an attractive approach to QG, since it separates the task of generating all syntactically possible questions from the task of selecting semantically valid and useful questions. In Heilman’s work, the overgeneration step is accomplished through syntax pattern matching and manually encoded transformation rule applications. Ranking is then performed using a variety natural language features. The ranking step is shown to double the acceptability of generated questions, as defined by human judges (Heilman, 2011).

A potential breakthrough in QG was announced extremely recently by Serban et al. (2016). Taking inspiration from the encoder-decoder paradigm in Deep Learning for machine translation (Cho et al., 2014), this work uses Recurrent Neural Networks to generate questions word-by-word based on input facts from the Freebase knowledge base (Bollacker et al., 2008). The 30 million factoid questions generated outperform template-based methods on all metrics, and are reportedly “indistinguishable” from human questions from the perspective of human judges. This work is notable not only for the records it breaks, but also for the senior author on the paper, Yoshua Bengio, who is one of the pioneers of Deep Learning. If the Deep Learning research community follows his lead on the problem, QG is likely to soon enjoy a wave of renewed research interest.
4.2.5 Evaluation Metrics

All previous work on QG is reliant to certain extents on manual human input for evaluation (Heilman, 2011; Rus et al., 2011; Serban et al., 2016). Human judges are typically asked to indicate whether or not the generated questions are syntactically and semantically sensible (Rus et al., 2011). The quality of questions is not usually evaluated beyond this binary validation. Indeed, finer grained evaluation would likely be vulnerable to subjective variation among judges. With judgments acquired, research has varied on the exact metric reported. For example, Ali et al. (2010) seek to maximize the total number of valid questions generated, while Heilman (2011) aims to maximize the fraction of valid questions over the entire generated set. The recent work by Serban et al. (2016) reports both the total and fraction of valid questions according to human evaluators. However, the authors also propose several methods for automatic human-independent evaluation based on metrics used in machine translation and sentence similarity. It remains to be seen whether these metrics will be accepted and adopted in future work. Up until this point, the challenge of defining a metric that is both semantically meaningful and efficiently evaluated has arguably been the greatest obstacle for QG research.

4.2.6 Luna and Question Generation

Any of the described QG methods could easily be used to generate questions for the Interview Phase of a Luna Game. In fact, questions could be directly selected from the publicly available outputs of these methods (e.g. the 30 million questions generated by Serban et al. (2016)). However, for the purpose of playing the Luna Game, not all questions are generated equal. Factoid questions, for example, are unlikely to yield informative responses
from human opponents, since external resources may be referenced in the course of a game. Questions generated from fictional text may be more revealing, though the fictional text itself would need to be provided as part of the question. Of course, a player who is interested solely in the response component of the Luna Game may only care about question selection insofar as it disguises the player’s identity from repeat opponents. In this case, any of the QG methods will likely serve the player’s purpose.

The relationship between QG and LRS is also promising in the other direction: LRS could prove beneficial to QG researchers who wish to assess their methods. As discussed above, progress on QG has been significantly hindered by the lack of quantitative metrics for question quality. Smarts Ratings and Luna Game guesses could be seen as signals of question quality; questions that tend to lead to guesses close to actual Smarts Ratings are informative. This notion of question informativeness is important, especially in the context of automatic intelligent tutoring, and otherwise difficult to quantify. Moreover, the questions that are naturally produced by human players in LRS could chart the course for future work in QG, which ultimately aims to automatically generate human-like questions.

4.3 Question Answering

4.3.1 Problem Scope

Q&A is defined as the general problem of automatically responding to any question posed in natural language (Andrenucci & Sneiders, 2005; Hirschman & Gaizauskas, 2001). The breadth of the problem can be a blessing and a curse. Such a broad definition effectively encompasses all of AI; it is argued that the problem can only be solved by a machine with true general AI (Yampolskiy, 2013). This completeness is what makes Q&A an appropri-
ate centerpiece in a test for AI. At the same time, the tremendous scope of the problem can be a barrier to progress. The lack of common structure among possible questions gives researchers little to exploit. Moreover, the task of assessing a candidate solution to Q&A presents several challenges and ambiguities. How should test questions be selected from the extraordinarily large number of possible question topics and forms? How should answers be assessed, especially in the case that a question may be subjective, or have several equally valid answers? These difficult questions have discouraged research on the general Q&A problem in favor of more narrow tasks.

In pursuit of tractability, researchers have explored a variety of restrictions on Q&A. These restrictions may apply to question content, question format, or answer format. Question content may be limited by focusing on a fixed source of information that assumedly contains all answers. The size and structure of this source can greatly influence the difficulty of the task. In one extreme, the source might be all of Wikipedia in natural language form, with no further direction nor additional parsing provided. An easier source would be a structured knowledge base like Freebase, which organizes relational information in a very precise and predictable way (Bollacker et al., 2008). The source may also be small and question-specific, e.g. a reading comprehension task that supplies text samples and asks the reader to infer answers based only on the samples (Richardson et al., 2013). With a source established, question formats are often limited so that there is a clear single correct answer. For example, the questions may be true or false, multiple choice, or single word answers. The answers themselves may be further limited to natural language fragments, or even single words, that are lifted directly from the provided text. Each of these potential restrictions on Q&A represents a tradeoff between tractability and generalizability. As the field pro-
gresses, the range of what is tractable has expanded, allowing for commensurate improvements on more general problems.

4.3.2 Research Motivation

The motivation for Question Answering is abundant and self-evident. Every problem in AI — in all fields, in fact — can be phrased as a question. Imagine a machine that could answer every possible question. It could be asked, for example, “What are the answers to all possible questions, ordered by importance to humanity?” Of course, practical research on Q&A is driven by much more immediate ambitions. Q&A is often presented within the context of the World Wide Web and restricted to factual questions (Cucerzan & Agichtein, 2005; Kwok et al., 2001; Ravichandran & Hovy, 2002). A web-based system capable of directly answering user queries would be the prize possession of a search engine company. Indeed, with the introduction of Knowledge Panels with search responses that are derived from the Knowledge Graph, Google is increasingly blurring the lines between Information Retrieval and Q&A (Singhal, 2012). Another extrinsic, if toy motivation for Q&A is the television trivia game Jeopardy!, which inspired IBM’s DeepQ&A team to develop IBM Watson, perhaps the most famous Q&A system to date (Ferrucci, 2012). Additionally, personal assistant technologies, like the DARPA PAL project (which later became Apple’s Siri) and the Amazon Echo, all rely on Q&A for their core functionality (Aron, 2011; Tsiao et al., 2007). The corporate origin of each of these examples is representative; there is enormous product-driven demand for progress on Q&A.
4.3.3 Shared Tasks

In 1999, a Q&A task was added to the Text Retrieval Conference (TREC), an ongoing series of workshops in information retrieval that provides centralized benchmarks for many similar problems (Voorhees et al., 1999). The dataset used for the task consists of 200 factoid short-answer questions, such as “How many calories are there in a Big Mac?”, and provides a natural language corpus of newspaper articles and similar archives that somewhere contain the answers. The answers provided by the algorithms are assessed by human judges for validity, representing the same bottleneck of the Question Generation task discussed above. Nonetheless, the Q&A TREC task, which was repeated every year from 1999 to 2007, consistently enjoyed far more attention than the analogous QG task (Dang et al., 2007). Indeed, the concentration of 21st century Q&A research around the factoid free text subproblem is likely due in part to the prominence of the TREC task (Hirschman & Gaizauskas, 2001).

Recent work by Facebook AI could potentially serve as an epicenter for research on the non-factoid subproblem. In a paper titled Towards AI-Complete Question Answering: A Set of Prerequisite Toy Tasks, Weston et al. (2015) define 20 simplified non-factoid question answering subtasks, forming the bAbI task. The subtasks are designed to strip away many of the superfluous complexities of naturally occurring text, instead focusing on core concepts one-by-one. Questions are presented with a collection of statements containing the desired answer. For example, the simplest type of question is the Single Supporting Fact, in which the answer may be derived directly from a single provided statement. All questions in bAbI are based on a simulated world involving several agents and objects with various possible actions. In relying on a simple simulation, as did Winograd in earlier work (Winog-
grad, 1971), bAbI is able to provide an ideal amount of unpredictability while still keeping the task focused on specific types of questions. The bAbI task has already inspired advances in Deep Learning approaches to Q&A, including the notable introduction of Memory Networks (Sukhbaatar et al., 2015).

4.3.4 Existing Methods

Q&A has been studied consistently for over half a century. The majority of work on the subject falls into one of three categories: factoid Q&A from structured knowledge bases, factoid Q&A from free text, and non-factoid Q&A. Given a structured knowledge base, i.e. a list of logical predicates, Q&A essentially reduces to the subproblem of mapping natural language to queries, either explicitly or with the addition of a latent term (Yao & Van Durme, 2014; Zelle & Mooney, 1996). With multiple possible answers, an additional selection step is required, which usually involves a ranking function similar to those used for Question Generation. Factoid Q&A from free text cannot take advantage of structured relations, and thus has the additional burden of parsing text from a natural language corpus in search of relevant information (Ravichandran & Hovy, 2002). While this added challenge is considerable, these algorithms typically also have access to significantly more data than their knowledge base oriented counterparts (Brill et al., 2001; Hermann et al., 2015). This setup makes the factoid Q&A from free text especially appropriate for Deep Learning techniques. Both types of factoid Q&A leave open the possibility of training an algorithm on an external dataset of facts before the questions are asked. In contrast, non-factoid Q&A forces an algorithm to discover answers to questions on an ad-hoc basis (Soricut & Brill, 2004). Non-factoid Q&A typically includes a fictional story as part of the prompt, and then ask a ques-
tion which has an answer that can only be inferred from the story. While the information retrieval portion of the task is somewhat simplified, the challenges of automatic reasoning and inference are brought to the fore.

Another distinguishing feature among approaches to Q&A is the extent to which questions and answers are parsed into intermediate representations. Recent efforts have attempted to learn mappings directly from questions to answers without forming any representations in between. Before the rise of Deep Learning, such efforts would have been unthinkable due to the incredibly large space of possible questions and answers in any practical domain (Hirschman & Gaizauskas, 2001). For example, Figure 4.1, reproduced from (Androussopoulos et al., 1995), provides an example of how an end-to-end system for Q&A was divided into modules in 1995. The system includes modules for syntax parsing, semantic rule application, database querying, and output generation, each which must be separately addressed. A 2001 review by Burger et al. divides Q&A even further into 12 subproblems, including Question Classes, Question Processing, Context, Data Sources, Answer Extraction, and Answer Formulation among others (Burger et al., 2001). The current state of the art suggests that this level of granularity does not necessarily lead to better performance.

4.3.5  Luna and Question Answering

Q&A is the research problem that is most intimately related to LRS. At its core, LRS is a benchmark for Q&A. Performance in the Interview and Guess Phases of the Luna Game does not affect the Smarts Rating of the player; only the Response Phase determines the rating. Thus only the Response Phase, and the Q&A problem it represents, matter for the purpose of judging AI with LRS. The Q&A methods reviewed in this chapter may be used
directly during the Response Phase. Of course, a Q&A method for factoid questions will not fare well on non-factoid questions, nor vice versa. By design, LRS favors methods that are comprehensive and generalized. Nonetheless, the performance of a narrowly scoped method in LRS will be revealing of that method’s significance beyond its scope. The maximum performance of a Q&A method in LRS will illuminate the distance between current AI research and its ultimate target.

4.4 Conclusion

This review of Question Generation and Question Answering demonstrates that the Luna Rating System does not exist in isolation from existing AI research. Rather, LRS can be seamlessly integrated into ongoing research on both of these problems, Q&A in particu-
lar. The recent work presented here indicates research interest not only in Q&A, but also in methods to steer research on the problem towards generality. The fact that a mainstream publication includes “Towards AI-Complete Question Answering” in its title is evidence of this trend. The Luna Rating System offers another path towards AI-Complete Question Answering — a path that complements bAbI and requires no deviation from the current trajectory of the research community.
Searle may only be behaving as if he were thinking deeply about these matters. But, even though I disagree with him, his simulation is pretty good, so I’m willing to credit him with real thought.

Nils Nilsson
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Luna Rating Prediction

5.1 Introduction

5.1.1 The Luna Rating Prediction Problem

In the previous chapter, I discussed the machine learning problems implicit in the Interview and Response Phases of the Luna Game. This chapter addresses the remaining problem implied by the Guess Phase. Consider the typical behavior of a human player during this phase. The player observes her opponent’s responses. If she has asked the same questions to previous opponents, she may compare these new responses to old responses, and conjecture that opponents who respond similarly have similar Smarts Ratings. In addi-
tion, she may compare these new responses directly with the ideal responses that she had in
mind, reasoning that opponents who provide nearly ideal responses are likely to have high
Smarts Ratings. After taking into account all the information at her disposal — previously
observed responses and previously conceived ideal answers — she hazards a guess.

The task implicit in the Guess Phase is best clarified in terms independent from the Luna
Game. The goal is to learn a mapping from ordered sets of natural language responses to a
bounded subset of the real numbers that minimizes ($L_1$) error on test data. Without loss of
generality, one can assume that the target space is $[0, 1] \subset \mathbb{R}$. Let $q$ be the number of nat-
ural language responses per input, i.e. the number of questions. Let $\mathcal{F}$ be a set of features.
For a given input, and a given response in that input, let $f_1, \ldots, f_k$ be the active features.
This response can be represented sparsely as the sum of one-hot vectors: $x_j = \sum_{i=1}^k \delta(f_i)$,
where $\delta$ gives the one-hot encoding of an index with dimension $d_{in} = |\mathcal{F}|$. The full input
can then be represented as a vector $x$ of dimension $q \cdot d_{in}$, with each of the sparsely repre-
sented responses concatenated together. Training data are given as $\{x_i, y_i\}$, where the $x_i$
are vectors of the described form, and $y_i \in [0, 1]$. This representation is illustrated in Fig-
ure 5.1. Features may also be real-valued, rather than binary. In this case, features contain
both an index and a separately value, and the one-hot encoding of an active feature is multi-
plied by its corresponding value.

Note that the formalization of the problem thus far makes no mention of an answer key.
One might be tempted to incorporate an answer key by converting it into an instance of
training data with a target rating of 1.0. However, this conversion would lead to a critical
loss of information. The rating for a set of responses is assigned with possible reference to
the answer key, which is determined a priori. In other words, while training data are as-
Figure 5.1: Training data representation in Luna Rating Prediction. Each input is an ordered set of natural language responses to a fixed set of questions. Each response is encoded by the sum of one-hot vectors of the features active in the response. In this example, features are simply unigrams. The encoded responses are concatenated together to form the final input representation. The training data consists of this input representation and the corresponding target rating, which is a real value between 0 and 1 inclusive.

sumed to be derived independently from an identical distribution, the answer key is actually not independent from other rated responses. Therefore the characterization of the problem should treat the answer key separately from other training data. Formally, I will say that the problem is parameterized by an answer key, which is an ordered set of natural language responses encoded in the same manner as other responses. This completes the formalization.

Given the inspiration of this problem, I call it the Luna Rating Prediction (LRP) problem. LRP avoids some of the difficulties of natural language understanding, but also introduces a host of new challenges. For example, it is possible in principle to achieve very good results on LRP without a complete understanding of the natural language responses being analyzed. On the other hand, a complete understanding of the responses is not sufficient to solve LRP, since ratings must still be predicted. Machines may excel at mapping representations of responses to ratings, while humans may excel at representing the responses. A
method for LRP must excel at both tasks. In this chapter, I present a collection of simple experiments to establish a baseline for the problem. I conclude with a discussion of avenues for future work and an argument for LRP’s general applicability beyond the scope of Luna.

5.1.2 Related Work

LRP may be viewed as a relaxed version of a problem that has been previously considered: Automatic Short Answer Grading (ASAG) (Burrows et al., 2015; Pulman & Sukkarieh, 2005; Sukkarieh & Blackmore, 2009; Ziai et al., 2012). Motivated by standardized testing, ASAG attempts to automatically grade students’ natural language responses to a fixed set of questions. While LRP is concerned only with a single target rating for a particular input, ASAG requires scores for each question. In other words, the target space of ASAG is $[0, 1]^q$, whereas the target space of LRP is $[0, 1]$. The two problems are otherwise identical. A method for ASAG may be applied to LRP using a mapping from $[0, 1]^q$ to $[0, 1]$; such a mapping could be learned from data, or it could simply be a normalized summation. However, if one is starting from scratch, it is simpler to approach LRP directly without considering ASAG as an intermediate problem. For example, suppose that one question is much more predictive of target ratings than other questions. A method for LRP would be able to leverage this correspondence, while ASAG would still require accurate ratings for each of the individual questions irrespective of informativeness.

While the two problems deserve separate treatments, previous work on ASAG can still inform future work on LRP. A recent review by Burrows et al. (2015) summarizes advances in ASAG, drawing upon over 80 papers with 35 distinct systems. These systems differ in their natural language processing techniques, model building, grading models, and effec-
tiveness. Each of these systems could be potentially adapted for LRP, offering several possible avenues for future research. Here I focus on the state-of-the-art system developed by Education Testing Services (Heilman & Madnani, 2013). This system serves both as a representative example of ASAG systems and as a starting point for LRP. The system performs Logistic Regression to classify responses as correct or incorrect based on two categories of features: word and character n-gram features, and text similarity features between response and answer key or response and other responses. It also groups questions into different problem domains and then uses a “domain adaptation” technique, which introduces three separate copies of each feature for generic, domain-specific, and question-specific weighting. This straightforward Logistic Regression approach outperforms all other existing techniques on the two tested datasets. The general approach of defining a wide variety of natural language features and training a linear model is common among competing systems.

5.2 Methods

5.2.1 Datasets

I use two datasets to evaluate various approaches to LRP. Both datasets are comprised of responses to standardized tests with short answer questions. The first dataset was introduced by Basu et al. (2013) in their work on computer-assisted grading. They created the dataset by posing 20 questions from the 2012 United States Citizenship Exam to workers on Amazon Mechanical Turk, collecting a total of 698 responses. 10 of the questions were selected for grading by three human judges, who marked each answer as each correct or incorrect. I refer to this dataset as the “Powergrading” dataset, derived from the name of the system that Basu et al. (2013) developed.
The second dataset I use for LRP was introduced by Mohler et al. (2011) in their work on ASAG. These data consist of responses to short answer problem set and exam questions in a Data Structures course at the University of North Texas. In total, the dataset contains 24 complete responses to 87 questions. Responses are graded by two human judges on a scale from 0 to 5, and these two grades are averaged together per question. I refer to this dataset as the “Mohler 11” dataset. Responses in this dataset are typically longer and more involved than responses in the Powergrading dataset. This level of natural language, combined with the relatively small number of samples, makes the Mohler dataset significantly more challenging for LRP than the Powergrading dataset.

Since they were collected for ASAG, neither of these datasets are immediately in the format required for LRP. In particular, each question is graded individually, as opposed to each respondent possessing an overall rating. To convert to LRP, I simply add all grades for each respondent and discard the per-question grades. Next I normalize these overall respondent ratings so that all ratings are on a scale of 0 to 1. The final rating preprocessing step is splitting into training and test sets at a ratio of 4 to 1 respectively. To preprocess text responses, I remove all punctuation, stop words, and convert all remaining characters to lowercase.

5.2.2 Features

Beyond stating LRP as a new problem for the machine learning community, the main contribution of this chapter is a thorough exploration of approaches to the problem. Following the recent work done on ASAG, my strategy is to associate several features with each set of responses, which can be subsequently used for regression. I divide the feature defini-
Figure 5.2: Normalized ratings for the two datasets used for evaluating approaches to the Luna Prediction Rating problem. The Powergrading dataset, comprised of responses to a subset of the 2012 United States Citizenship Exam, was introduced by Basu et al. (2013). The Mohler 11 data, comprised of responses to problem set and exam questions in a University of North Texas Data Structures course, was introduced by Mohler et al. (2011). Ratings were computed by summing individual question grades and normalizing.

...tions into two categories: question-based features and response-based features. The former takes into account answer keys, while the latter focuses on data provided by previous rated respondents. I then experiment with several types of regression to combine the features for an optimal model.

Question-Based Features

Question-based features exploit the relationship between the answer key and the training data. A statistical approach would model the conditional probability distribution of ratings given responses and ideal responses. Such an approach would not initially presume any relationship between responses and ideal responses; rather, this relationship would be learned from training data. Here I take advantage of the intuitive relationship between responses and ideal responses, leaving the statistical approach as an avenue for future work. For the purpose of predicting target ratings, the most important aspect of the relationship between responses and ideal responses is semantic similarity. If a set of responses is close
in meaning to the ideal responses of the answer key, one would expect a high target rating. The question-based features I consider in this chapter are defined according to various measures of semantic similarity between given and ideal responses.

Measuring semantic similarity between two samples of natural language is a difficult task. If the two sentences differ only in word order, or only in a few words, then simple approaches can reliably detect similarity. By considering synonyms of the words in both sentences, the similarity measure may be improved. However, in many cases, it is impossible to accurately capture similarity without a deeper semantic understanding of the two sentences. One common approach for representing semantic similarities is to infer vector representations for words, referred to as word embeddings, and then to calculate similarity based on some geometric measure, such as cosine similarity. I include features based on these word embeddings in addition to simpler unigram-based features.

The full list of considered question-based features is below. Each feature is a function of a response and is implicitly parameterized by the corresponding ideal response.

1. Binary Word Overlap (BWO): This feature gives 1 if the response contains at least one of the words in the ideal response and 0 otherwise.

2. Fraction Word Overlap (FWO): This feature gives the number of words that appear in both the response and the ideal response, divided by the cardinality of the union of both sets.

3. Character Edit Distance (CED): This feature is based on the edit distance (Levenshtein distance) between the response and the ideal response at the level of characters. The feature gives 1.0 minus the fraction of the edit distance and the length of the
larger string.

4. **Word Edit Distance (WED):** This feature is based on the edit distance (Levenshtein distance) between the response and the ideal response at the level of words. For example, the word edit distance between “hello, world” and “goodbye, moon” is 2. The feature gives 1.0 minus the fraction of the edit distance and the greater number of words in either string.

5. **Word2Vec Cosine Similarity (WCS):** I use pre-trained word embeddings from the Penn Treebank corpus and simply average all of the word embeddings for the given response and ideal response. Then this feature gives the cosine similarity between these two vectors.

6. **Semantic Nets (Li et al.) (SNL):** For a more sophisticated approach to short sentence similarity, I refer to the work of Li et al. (2006). They offer a comprehensive metric that takes into account lexical, semantic, and syntactical information about the two sentences being compared. I use an existing Python implementation of SNL that uses the English corpora provided by Bird et al. (2009). The output of their similarity measure is a value between 0 and 1. Thus this feature gives the calculated similarity between the response and ideal response.

For future work on developing question-based features for LRP, it may be worthwhile to adapt methods for two related problems: paraphrase detection and textual entailment.

\footnote{One immediate downside of this feature is that it takes significantly more time to compute than any other feature described in this chapter. The results pertaining to this feature alone took nearly 10 days to generate on a single CPU.}
Paraphrase detection assesses whether one sample is a paraphrase of the other. Textual entailment is the task of detecting whether one sample of natural language logically implies another sample. For the purpose of LRP, one might like to give high ratings to players whose responses imply the answer key, even if they are not exactly the same. Both of these problems are active areas of research in natural language processing and new results will likely be relevant to LRP as well.

Response-Based Features

Response-based features capture the direct relationship between responses and target ratings without reference to the answer key. Any traditional feature of a natural language sentence may be used as a response-based feature. The goal is to concisely and quantitatively represent aspects of responses that influence target ratings. For example, if the value of a response is entirely based on whether or not it contains a particular word, then an appropriate response-based feature would assign a 1 to responses containing that word and a 0 otherwise. I include this simple bag-of-words feature and several others in my predictive model. The full list of response-based features follows.

1. Bag of Words (BOW): There is one BOW feature per word in the vocabulary induced by the dataset. Each BOW feature is active when its word is present anywhere in the given response.

2. Bigrams (BIG): There is one BIG feature per bigram (two consecutive words) for all bigrams in the dataset. Each BIG feature is active when its bigram is present anywhere in the given response.
3. Bag of Synsets (SYN): There is one SYN feature per word in the vocabulary induced by the dataset. Each SYN feature is active when any of the synonyms of its word are present anywhere in the given response. Synonyms are determined via WordNet (Fellbaum, 1998).

4. Nearest Neighbor via Overlap (NNO): This feature is set according to the target rating of the training response that is most similar to the given response, where similarity is defined as the number of overlapping words.

5. Nearest Neighbor via Character Edit Distance (NNC): This feature is the same as NNO, except similarity is defined by character edit distance rather than overlap.

6. Nearest Neighbor via Word Edit Distance (NNW): This feature is the same as NNO, except similarity is defined by word edit distance rather than overlap.

5.2.3 Regression

With features defined, the task then takes the standard form of a regression problem. For simplicity, I assume here that the rating is a linear combination of the features. I then consider two models of regression. The first is Ordinary Least Squares Linear Regression, which minimizes the sum of squares between predicted and actual ratings. I then run Lasso Regression ($\alpha = 0.1$), which biases towards simpler models by penalizing the number of non-negative coefficients in favor of sparse solutions. In both cases, I use the implementations in the Scikit-Learn library for machine learning (Pedregosa et al., 2011).
5.3 Results

I ran OLS Linear Regressions and Lasso Regressions on each of the 12 features for 100 trials. In addition, I included a combination of all 12 features (COM), and two controls. The first control predicts a random rating for a given set of responses (RAN). The second control, which I refer to as the “constant best guess”, always predicts the average of all previously seen ratings (CBG). To consider a feature useful, it should at least outperform both of these controls on average. I define performance in terms of the Root Mean Square Error between predicted ratings and actual ratings in the test set. The results of these experiments are depicted in Figure 2. Lasso Regression yielded no meaningful differences from OLS, so I depict only the latter.

The relative performances of the approaches seem to be consistent between the two datasets tested. As expected, the Mohler 11 dataset proves far more difficult, likely due to the very limited size of the training set, the large number of responses per respondent, and the longer length of each response. Also unsurprising is the result that for OLS Linear Regression, a combination of all features outperforms any single feature. The combination does not perform as comparably well in Lasso Regression, presumably because the number of features actually included is small due to the penalty term. In both cases, any margin of improvement offered by a combination of all features is slim. Simple response-based features such as Bag of Words or Nearest Neighbor via Overlap are competitive with the combination. In practice, it may be preferable to use one or both of these due to the savings in computational resources. Among the question-based features, Binary Word Overlap fares the best, but cannot outperform the Constant Best Guess baseline. In future work, the question-based features could likely be improved by augmenting the answer keys with semantically
Figure 5.3: Fifteen approaches to the Luna Prediction Rating problem on two datasets using Ordinary Least Squares Linear Regression. From the left, the first two approaches represent baseline controls; the following six approaches are each OLS Linear Regressions on single question-based features; the following six are also OLS Linear Regressions, but on single response-based features instead; the last is an OLS Linear Regression that includes all 12 previous features. The Root Mean Square Error averaged over 100 trials is plotted for each approach. Refer to the text for the feature abbreviations.

equivalent answers.

5.4 Discussion

In this chapter, I defined the Luna Rating Prediction problem of predicting target values from ordered sets of natural language responses and an answer key. I discussed the closely related problem of Automatic Short Answer Grading and demonstrated how datasets and methods for ASAG can be adapted for LRP. I then presented initial work on LRP, which centered around several features of response sets that I use to learn a model for predicting
ratings. These features were presented in two categories: question-based features, which rely only on a preset answer key, and response-based features, which ignore the answer key but take advantage of seen responses from previous rated respondents. I combined these features using traditional regression techniques to arrive at a comprehensive system for LRP.

For a player of the Luna Game, the ability to solve LRP is critical. The outcome of a Game hinges on the difference between predicted ratings and actual ratings. A human player may take advantage of the machine learning approaches to LRP offered here, but more likely the human will learn to rate well after several rounds of play without any formalisms or explicit machine learning techniques. This human ability is based on an understanding of natural language, a deep knowledge base, and the relative ease with which humans judge one another in everyday scenarios. As machine players build an understanding of natural language and a knowledge base from answering questions in the Luna Game, these advances should be transferrable to LRP as well. A truly intelligent player of the Luna Game is unlikely to consider LRP and question answering as completely separate problems, but rather as manifestations of one general underlying problem.

Throughout this chapter, I sought to treat LRP as a general problem beyond the scope of the Luna Game, since I expect work on the problem to have several applications. Any situation in which a judge wishes to automatically evaluate a respondent can be thought of as an instance of LRP. The quantity being evaluated may be completely known to the respondent, as is the case in the Luna Game. However, in some applications, the quantity may be only partially known or unknown. For example, consider the case of a government official wishing to estimate the probability that a convict will repeat an offense based on
questionnaire responses, or the case of an health insurance company wishing the estimate the amount of money that a customer will require for medical care. These real life applications combined with the motivation provided by the Luna Game make LRP a problem worthy of further study.
I rarely find it useful to distinguish between theory and practice; their interplay is already profound and will only increase as the systems and problems we consider grow more complex.

Michael I. Jordan
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A Web Implementation of the Luna Rating System

6.1 Introduction

The Luna Rating System is designed to be a practical test for machine intelligence. It may offer some utility as a thought experiment, but its primary value can only be realized in practice. In this chapter, I describe the design and launch of the first web-based implementation of LRS. The application is meant to serve as a comprehensive proof-of-concept. For the application to fulfill its purpose, it must first be capable of recruiting and handling hun-
dreds of human players. The design should then persuade players to play several games, so as to refine their Smarts Ratings. Finally, the behavior of players should indicate a collective understanding of the Luna Game, and evidence should suggest their aspirations towards honest play.

The baseline success of the LRS implementation can be easily measured through traffic statistics: how many players play, and how long do they typically stay? Such statistics comprise the first section of results in this chapter. In addition to these standard metrics, the questions and responses traded by the players can be assessed qualitatively. I provide a representative sample of questions and discuss common themes from the full dataset. The final source of results is derived from human players’ interactions with simple standardized machine players. I argue that the Guesses that human players make of the machine players should converge over time as a consensus on the semantics of Smarts Ratings is reached. Machine players also provide a demonstration for AI researchers who wish to introduce their own machines into the system.

6.2 Building the Web Interface

6.2.1 Design of the Web Interface

My implementation of the Luna Rating System is built on the open-source software stack consisting of MongoDB, Express.js, Angular.js, and Node.js, which is collectively referred to as the MEAN stack (Karpov, 2013). The latter three technologies are all written in JavaScript and MongoDB is a NoSQL database. At a very high level, MongoDB stores all player and game data, Angular.js controls and displays the client side, Express.js forms the foundation of the server side, and Node.js runs the code written on top of that foundation. Notable
libraries used include: Mongoose.js, a Node.js library for interfacing with MongoDB; Passport.js, a Node.js library which provides middleware for user authentication; and Angular-UI, an Angular.js library that simplifies routing, i.e. navigation between different states of the website. The front end of the website, i.e. the style, formatting, and organization of content, was modified from the “Material Admin” LESS/Angular.js template, for which I purchased a single application license. The site was developed locally and then hosted on EC2 by Amazon Web Services under the domain name luna-game.com.

The website’s wireframe layout was first prototyped on paper, which allowed for iteration on the skeletal design (Rettig, 1994). The centerpiece of the website is the ongoing Luna Games, and a secondary component allows users to review their performance in previous Games. To reduce user drop-off, the front end seamlessly leads a user between the phases of a Luna Game within a single page. All opportunities for latency — between phases of a Game or between Games — are reduced as much as possible to encourage repeated play. To increase the probability that a first-time user explores the website beyond the landing page, the website has an option to play as a “guest.” The only functional difference between a user that signs up and a guest is that signed up users may log out and log back in, while a guest account expires once the 60-day token is removed from the browser or the user explicitly signs out. Further consideration was given to user experience in the context of the results presented in Chapter 3 of this thesis, which demonstrate that all players must have a clear understanding of their goals during a Luna Game. While it is important that users be able to start playing Luna Games as quickly as possible, they should first be fully aware of the Game’s structure and their goals.

Weighing these considerations, the core features of the website are divided into 10 pri-
mary states and 4 secondary states. The secondary states include static pages — the contact page and two extended information pages — and one profile page that allows a user to review statistics related to her historical performance. The primary states are presented in Figure 6.1. They include four states corresponding to the phases of a Luna Game, one home state, which contains games as nested states, a landing page, a guest state, a sign up state, a login state, and an information state. Note that first-time users must provide consent and review information about the structure of Luna Games before they are able to play. The eager first-time user is able to reach a new game with only three clicks from the homepage, and a returning user can reach games with two clicks and a form submission. This simple state architecture ensures that users are well-informed of the rules and then playing as soon as possible. Screenshots of a typical user experience are depicted in Figure 6.2.

6.2.2 An API for Machine Players

To allow AI researchers to enter machines as players on the Luna Rating System website, I implemented a RESTful API. Machine players must first register separately from human players to receive an API token. This process is currently done by hand, since the system is not yet protected against malicious machine players (e.g. there is no limit on the number of API calls that one player may make). The experience of machine players is very similar to that of humans. The machine may make a request to start a new game, provide questions during the interview phase of an ongoing game, receive questions and provide answers during the response phase, provide a guess during the guess phase, and receive any updates of its own Smarts Rating and total wins. Notably, the guess of a machine is not factored into the Smarts Rating of its opponent. A Python template, which may be used directly or as a
Figure 6.1: Schematic diagram depicting the primary states of the Luna Rating System web interface. Nodes represent website states and edges indicate how users typically navigate between states. A first-time user arrives at the landing state. Upon providing consent, the user may play as a guest or sign up, both which lead to the info state. The info state explains the Luna Game and then directs users to the home state. The user can then create a new Luna Game, launching the interview state. As the user progresses through the Luna Game, she transitions from interview to response, to guess, and to final. They then return to the home state to start another game. Returning signed up users may login from the landing state to reach the home state.
Figure 6.2: Exemplary screenshots of the Luna website. Clockwise from top left: the landing page, the information page for first-time users, interview phase, response phase, guess phase, and final phase.
blueprint for other languages, is provided for researchers.

This study implemented two simple machine players, both of which were equipped with a fixed set of 5 questions to present during all Interview Phases for consistency. The questions were:

1. What color is the sky?
2. What is the direct object in this sentence: “The boy threw the ball to the dog”?
3. Why is 6 afraid of 7?
4. Why does poverty exist?
5. What is the capital of New York?

The only distinction between the two machines was their response functions. The first machine, which I refer to as the Gibberish Bot, responds to any question by generating a random string of uppercase characters, digits, and spaces. The length of the response is also randomly selected to be between 1 and 200. This machine is meant to serve as the most basic of controls; if Smarts Ratings are at all meaningful, the Gibberish Bot should have a very low one. The second machine, referred to as the Cleverbot, responds to questions by querying the Cleverbot chatbot, a web-based chatbot that responds to human inputs by outputting previously seen human inputs that are deemed most similar according to a simple surface-level analysis (Carpenter, 2015). Cleverbot is an ideal second control, as it provides responses that have been written by humans, but does not attempt to understand these questions with any level of sophistication. Thus one would reasonably expect Cleverbot to achieve a Smarts Rating higher than the Gibberish Bot, but lower than most humans. Each
bot played 9 games, alternating one at a time against randomly selected human opponents in the first few days of the launch.

6.2.3 Launching the Website

Since this work relies on human participation, the study was submitted for review to the Committee on the Use of Human Subjects in Research at Harvard University. The study qualified for expedited review and received approval on February 18, 2016. The website was immediately launched and publicized, primarily via social media and email. Publicity efforts continued for one week following the launch. The results presented in this chapter were gathered in the two weeks following launch, up until March 3, 2016.

6.3 Results

6.3.1 Traffic Summary

In the first two weeks of the Luna web implementation, the site attracted 1293 registered players (including the two machine players). 685 Luna Games were initiated, creating 4173 unique questions and 4923 responses. According to Google Analytics, the website earned 2312 sessions and 2937 page views. Slightly over 30% of visitors were returning to the site. 54% of the visitors came to the site directly, e.g. through clicking a link in their email or typing the URL manually, while the remaining visitors were referred primarily through Facebook and Twitter. The daily number of sessions is plotted in Figure 6.3. As expected, the amount of traffic correlates strongly with publicity efforts, which were concentrated in the first few days of the launch and virtually ceased after one week.
Figure 6.3: Daily traffic to the Luna web implementation in the first two weeks after launch. Publicity for the site was concentrated in the first few days of the launch and virtually ceased after one week.
6.3.2 Human Player Summary

The vast majority of human players (1207) registered as guests, while very few (86) signed up using their emails. One consequence of this discrepancy is that only a small fraction of users were able to receive email updates when it was their turn to play in a Luna Game. In addition, many users appear to have registered as guests and then left the site without submitting interview questions; the overall average number of games played was 0.33, with a median of 0. This is not to say that the guest registration option was ill-advised; it is likely that removing the guest option would have yielded far fewer registrations overall. However, anecdotal evidence suggests that the frequent stalling of Luna Games, due to guests leaving in the middle of a Game, led to frustration among more dedicated players. Among the 220 players who did complete at least one full game, the average Smarts Rating was 68.9, with a median of 74. The full distribution of Smarts Ratings for human players is depicted in Figure 6.4. The ratings exhibit a bell curve roughly around the mean with a few low outliers.

Sample Questions and Responses

I plan to publicly release the complete dataset of questions and responses through the Harvard Dataverse Network after the submission of this thesis. The below 10 examples are meant to be representative of the full dataset in terms of question and response length, form, and content.

1. Q: Is addiction a disease, as is increasingly being claimed, or is the addict at fault for developing their addiction?
Figure 6.4: Smarts Rating distribution of human players who completed at least one full Luna Game. The ratings exhibit a bell curve roughly around the mean of 68.9 with a few low outliers.
A: a bit of each; people can be psychologically and/or genetically liable to develop addictions, but with sufficient willpower they needn’t

2. Q: Apparently, our senses can detect around 11 million pieces of information per second. How much total can a human process of this 11 million? A: 10 of those B: all 11 million C: 25 to 30 of those D: 5 to 7 of those

A: B

3. Q: Compose a limerick involving the word jello.
   A: hey there fellow; I hate jello; it’s not tasty; I’m being hasty; hard question, well-oh...

4. Q: What is the biggest risk from self-driving cars?
   A: Two things. First, we currently have no way of integrating self-driving cars into current traffic patterns. The self-driving cars are better at driving than people are, and a road with only self-driving cars would be much safer and far more efficient, but trying to work around humans will cause all sorts of headaches and loss of efficiency. For example, there are algorithms for having autonomous cars coordinate at intersections so that they can all drive through a full speed from all directions and never hit each other; if you had to throw even one human-driven car into that mix, then whole system would have to stop. Second, current cars are disturbingly hackable. Security researchers have demonstrated over and over that it’s super easy to remotely take control of a car, and have the ability to mess with it in all kinds of ways (e.g. disable the breaks), but car companies just don’t care and will not implement any security because consumers don’t care and it would cost the companies extra money. Ob-
viously as cars become even more autonomous, this security risk will grow even further. Sorry, that was really long... but I spend too much time thinking about these things.

5. Q: What causes the McGurk effect?
   A: Our brain confuses visual inputs with auditory ones.

6. Q: What is the strangest experience you have ever had while riding a bus?
   A: Overhearing a taxidermist telling a random person how much he loved his job and then asking how their pet was doing

7. Q: Who am I?
   A: Is a question that usually strikes us with the most weight around the age of 50.

8. Q: Should Supreme Court positions have term limits?
   A: don’t understand the question. is this about USA? this game is worldwide.

9. Q: Who is/was the most influential person in your life?
   A: I am

10. Q: Describe an algorithm for walking
    A: Brain signal -> knee. Increment 37 degrees. + 1.5 feet forward. Repeat for other knee.

6.3.3 Machine Player Summary

After 9 games each, the Gibberish Bot achieved a Smarts Rating of 6.4, and Cleverbot arrived at a Smarts Rating of 40.4. All opponents but one guessed a Smarts Rating of 1 for
the Gibberish Bot; the remaining opponent guessed 50. Guesses of Cleverbot’s Smarts Rating ranged from 5 to 88. To illustrate the typical behavior of each of these machines during the Response phase, I provide representative samples below.

Gibberish Bot Response Phase Sample

1. Q: How old are you?
   A: WE23 FlMTR4FI7YBT16JYRV8AWEY7ALLLI3M79 iBSL8G

2. Q: Will your answer to this question be wrong?
   A: MGKJNYJYHP4XM2J35TQ BF4GNNERA77Z20ZVULH

3. Q: Is the space L2 complete?
   A: DZTYWUKXE4D13B58A823VA8 22ZLZ19FQAGPEMQ

4. Q: What is a contradiction to the CAPM model of financial markets?
   A: PGIITGJWKoNFBTOT

5. Q: What is a bound on spectral sparsification of complete graphs?
   A: NS2TEEMRSL91ANNF 4LDK2M5YSl4IjVU6SV74LUKNVAH

Guess: 1

Cleverbot Response Phase Sample

1. Q: What is your favorite book and please describe it in 3 words.
   A: Howl by Allen Ginsberg.

2. Q: What’s the best thing you did today?
   A: The moment that I fell in love was the best thing I have seen. You?
3. Q: What is your favorite number from 1 to 10 and why?
   A: Number 13 is my favorite number.

4. Q: What is the best machine ever invented?
   A: Back to the Future is the best movie ever.

5. Q: What is your biggest accomplishment of the last year?
   A: All the time I HAVEN’T spent talking to you!

Guess: 40

6.3.4 Game Summary

Among the 685 initiated Luna Games, 292 were followed through to the final phase by both players. To see if there is any obvious correlation between the length of responses and the subsequent guess of the Smarts Rating of the responder, I created a scatterplot of response length and subsequent guess (Figure 6.5). The relationship between response length and guess gives a Pearson’s $r$ of 0.179, suggesting a weak positive correlation. One interpretation of this result is that players who put more effort into their responses are rewarded with higher Smarts Ratings.

It is impossible to assess whether Smarts Ratings are accurate without presuming some ground truth about intelligence. However, one encouraging sign would be the convergence of a player’s Smarts Rating as she continues to play games. In Figure 6.6, I plot the standard deviations of Smarts Ratings per player as a function of the number of games each has completed. No such convergence is yet observed, likely indicating that more playing time is necessary for the system to reach an equilibrium in which most players hold a shared understanding of Smarts Ratings.
Figure 6.5: Relationship between response length and subsequent guess of the responder's Smarts Rating. Pearson's $r$ is 0.179, suggesting a weak positive correlation.
Figure 6.6: Standard deviations of Smarts Ratings per player as a function of number of games completed. Convergence as the number of games increases is not yet observed. Note that the values in the plot are standard deviations, and the error bars are standard deviations (over all players) of standard deviations.
6.4 Analysis

The first goal of this chapter — to demonstrate that a straightforward web implementation of the Luna Rating System can draw players and sustain games — is readily reached. Given the relatively minor publicity efforts, unaided by any sort of financial expenditures, the substantial traffic to the website within the short time window is very encouraging. The Smarts Ratings reached by both human and machine players are also auspicious. The bell curve observed for humans is consistent with the distribution of IQ, for example. Moreover, the Smarts Ratings of the machines — 6.4 for the Gibberish Bot and 40.4 for Cleverbot — indicate that the controls were relatively successful. As expected, the Gibberish Bot reached a much lower rating than Cleverbot, and Cleverbot remained significantly lower than the majority of human players. These results corroborate the semantic value of Smarts Ratings and suggest that human players understand the basic notion behind the ratings.

While the machine Smarts Ratings align with expectations, the extent to which ratings can meaningfully distinguish between human players is less clear. The weak correlation between response length and subsequent guess can be interpreted in two ways. Optimistically, one would expect that players who are more dedicated to demonstrating intelligence might write longer responses, thus deserving higher Smarts Ratings. Pessimistically, one could argue that Smarts Ratings are just a measure of response length, rather than intelligence. Future work could distinguish between these interpretations by enforcing a stricter limit on response lengths, or by attempting to correlate Smarts Ratings with other metrics of intelligence like IQ. Additionally, the lack of convergence of Smarts Ratings suggests that more time is needed for the system to reach an equilibrium. Once such convergence is observed, the discriminative power of Smarts Ratings will be more clear.
The qualitative results presented in this chapter, consisting mainly of the questions and responses of human players, are perhaps the most encouraging. The questions exhibit a wide range of form, content, length, and difficulty. Some questions are yes/no, multiple choice, or fill in the blank, while others anticipate lengthy free form responses. Some questions are straightforward trivia or simple and subjective (e.g. “How are you?”), but many require high levels of understanding and logical reasoning. For example, many questions resemble open-ended prompts that one might expect to see on a standardized writing test (e.g. “Do schools put too much or too little time into Phys. Ed. classes?”). The subsequent responses to these questions are equally broad. The full dataset offers intriguing insight into how humans define and assess intelligence. Moreover, a machine which is to be called artificially intelligent must be able to adequately answer the collected questions.

6.5 Discussion

The results reported in this chapter demonstrate the promising potential of the Luna Rating System as an active and informative benchmark for AI. The study also highlights critical design considerations for future implementations. Perhaps the most confounding aspect of this web implementation was the prevalence of stalled Luna Games. A game stalls when one of the players leaves the website in the middle of gameplay and does not return. The remaining player is left waiting until the game expires due to inactivity (which currently occurs after 3 days). While waiting players are welcome to start simultaneous games, it is likely discouraging to see a backlog of unfinished games; the incentive to start a new game diminishes as the expectation that games will be finished decreases. If a player registers with an email address, the likelihood that she will return to games improves, as the system auto-
matically sends an email to notify her when it is her turn to play. Thus a central objective in future design should be to obtain valid email addresses. Other ways to further persuade players to stay and play should also be considered.

The primary question left unanswered in this chapter is: what levels of participation are required for Smarts Ratings to reach an equilibrium? There are two dimensions of participations that likely affect this convergence: total number of players, and duration of play. I suspect that increasing the duration of play, i.e. the number of games played per player, is more important than increasing the number of players. An individual player develops an understanding of Smarts Ratings over time as she finishes games and true Smarts Ratings are revealed. The majority of players in this first web implementation have finished no games at all, meaning that they have no empirical basis from which to infer ratings. It is quite possible that even a much smaller cohort of players, each of whom plays several games, would reach a Smarts Rating equilibrium. Future efforts should be focused on achieving this equilibrium; the informativeness of the Luna Rating System depends on the precision of Smarts Ratings.

In addition to revealing refinements for future Luna web implementations, this chapter presents an intriguing original dataset that alone offers several clear avenues for future work. There is the social psychology angle: how do people assess one another’s intelligence in practice? There is the NLP perspective: what linguistics features of responses are correlated with subsequent guesses? Simply grouping the questions and responses thematically may reveal rich trends. All participants have given consent in which they acknowledge that their questions and responses may be released as part of a publicly available dataset. I plan to compile such a dataset and release it through the Harvard Dataverse Network in the
hope of enabling others to conduct their own analyses.
In this thesis, the Luna Rating System has been defined, characterized, stress tested, contextualized, and implemented. I have argued that the system offers a practical, accessible, generalizable, continuous, and robust benchmark for AI. I have shown how the Luna Game fits into the broader context of existing AI research and proposed the Luna Rating Prediction problem for future study. I have demonstrated with a web-based proof-of-concept that LRS can recruit and sustain large numbers of human players who ask questions of every variety and answer with depth. But the most important question pertaining to LRS remains: will it be used? The ultimate value of LRS is not something that can be theoretically proven or simulated. As a proposed practical test for AI, its merit can only be determined
in practice. The true test of the Luna Rating System is yet to come.
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