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Estimating Ground-Level PM$_{2.5}$ in the Eastern United States Using Satellite Remote Sensing
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An empirical model based on the regression between daily PM$_{2.5}$ (particles with aerodynamic diameters of less than 2.5 $\mu$m) concentrations and aerosol optical thickness (AOT) measurements from the multiangle imaging spectroradiometer (MISR) was developed and tested using data from the eastern United States during the period of 2001. Overall, the empirical model explained 48% of the variability in PM$_{2.5}$ concentrations. The root-mean-square error of the model was 6.2 $\mu$g/m$^3$ with a corresponding average PM$_{2.5}$ concentration of 13.8 $\mu$g/m$^3$. When PM$_{2.5}$ concentrations greater than 40 $\mu$g/m$^3$ were removed, model results were shown to be unbiased estimators of observations. Several factors, such as planetary boundary layer height, relative humidity, season, and other geographical attributes of monitoring sites, were found to influence the association between PM$_{2.5}$ and AOT. The findings of this study illustrate the strong potential of satellite remote sensing in regional ambient air quality monitoring as an extension to ground networks. With the continual advancement of remote sensing technology and global data assimilation systems, AOT measurements derived from satellite remote sensors may provide a cost-effective approach as a supplemental source of information for determining ground-level particle concentrations.

Introduction

Epidemiological studies around the world have found strong and consistent correlations between adverse health effects and levels of fine particles (PM$_{2.5}$, particles with aerodynamic diameters of less than 2.5 $\mu$m) measured at central monitoring stations, which serve as a major surrogate to actual population exposure level (1–3). In addition, health effects associated with particle exposure have shown no apparent threshold at lower concentrations (4). To date, assessments of chronic geographic variability among the observed results. The “New England” region included Maine, New Hampshire, Massachusetts, Connecticut, Vermont, and Rhode Island. The “mid-Atlantic” region included New York, New Jersey, Pennsylvania, Delaware, District of Columbia, Maryland, West Virginia, and Virginia. The “south Atlantic” region included North Carolina, South Carolina, Georgia, and Florida. In addition to PM$_{2.5}$ mass concentrations (reported in $\mu$g/m$^3$), site geographic location (latitude and longitude), land use,
and other site attribute information were also obtained. The sites were also classified according to their distance to the coast (i.e., ≤ 100 km away or > 100 km away), since a previous study indicated that mixing height growth is heavily influenced by the land–ocean interaction of the atmosphere in areas located within 100 km from the coast (17).

(2) MISR Level 2 Aerosol Data Collection and Processing. For the current analysis, MISR AOT data covering the east coast was downloaded from the Atmospheric Sciences Data Center at NASA Langley Research Center (http://edc.larc.nasa.gov/). The mean and standard deviation of the AOT measurements from each 3 × 3 MISR region (a 17.6 × 17.6 km² MISR pixel is called an MISR region) centered at a given EPA site were calculated and matched with the PM$_{2.5}$ measurement taken at that site on the same day. Studies have shown a relatively high degree of spatial homogeneity of PM$_{2.5}$ concentrations over a 24 h period (18). Extreme variability of AOT values within the 3 × 3 MISR regions may indicate that cloud screening prior to AOT retrieval in some of the MISR regions was insufficient or that the MISR retrieval algorithm could not identify the particle composition in certain regions. To limit the impact of erroneous spatial variation in AOT measurements, we require each 3 × 3 region to have at least three AOT measurements. In addition, the upper limit of the coefficient of variation (standard deviation divided by mean AOT) calculated from those valid 3 × 3 regions was set to be less than 0.5 to further reduce the likelihood of data contamination.

(3) GEOS-3 Assimilated Meteorological Field Processing. The GEOS-3 meteorological fields were given at 1° latitude × 1° longitude resolution (integrated to 2° × 2.5° in this study due to data storage limitations) and 30 sigma vertical layers. The bottom 10 layers were centered at approximately 10, 50, 100, 200, 400, 600, 900, 1200, 1700, and 2300 m above ground. The mean relative humidity (referred to as RH, %) within the lower troposphere (roughly the lower 3 km of atmosphere) and planetary boundary layer height (referred to as PBL, km) were used in this analysis. These parameters were first interpolated to 10–11 a.m. values, and subsequently matched to EPA MISR measurements.

(4) Data Integration and Randomization for Model Development and Testing. To preserve a subset of the monitoring data for statistical model validation, the monitoring dataset was divided into two subsets according to site ID numbers that are randomly assigned by EPA. Observations from the sites with odd ID numbers (N = 1315) were used to fit an empirical model between PM$_{2.5}$ and MISR AOT and other factors (called “the model dataset”), while those with even ID numbers (N = 1190) were used for model validation (called “the validation dataset”). As seen in Figure 1, site ID numbers do not exhibit any notable pattern regarding their geographic locations. In addition, no autocorrelation was found between consecutive MISR EPA observations in each site since observations were spaced, on average, 30 days apart. Finally, since the repetition of MISR AOT measurements varies between 2 and 9 days, the matching process between MISR regions and ground PM$_{2.5}$ monitoring sites which also have various measurement schedules (daily, every third day, every sixth day) serves as a random sampling of PM$_{2.5}$ concentrations over a given area on the ground. As a result, all the data points regardless of their temporal and spatial distribution may be treated as independent observations. Thus, we believe that the data points finally collected are randomly divided into the model dataset and validation dataset. To confirm this, we also used a complete randomization approach in data division, which generated highly comparable results. Therefore, it is not further discussed.

(5) Model Result Visualization. To display the model results in a geographical information system (GIS), all available MISR data (~40000 measurements), EPA data (~10000 measurements), and GEOS meteorological fields were integrated into seasonal means in 1° × 1° grids that cover the entire study area (Figure 1). The empirical model developed in the current analysis was applied to this gridded dataset, and the geographical pattern of the predicted surface PM$_{2.5}$ concentrations were compared with seasonal mean EPA observations.

(b) Model Development. As an indicator of the abundance of particles in the vertical air column, AOT is defined as the integral of aerosol extinction coefficients (σ$_{ext}$) along the vertical atmospheric column from the ground to the top of the atmosphere:

$$AOT = \int_{\text{ground}}^{\text{top}} \sigma_{\text{ext}}(z) \, dz$$  \hspace{1cm} (1)
TABLE 1. Definition of All Categorical Variables Used in Estimating PM$_{2.5}$ Concentration with MISR AOT and Mixing Height

<table>
<thead>
<tr>
<th>variable</th>
<th>level</th>
</tr>
</thead>
<tbody>
<tr>
<td>region</td>
<td>New England</td>
</tr>
<tr>
<td></td>
<td>mid-Atlantic</td>
</tr>
<tr>
<td></td>
<td>south Atlantic</td>
</tr>
<tr>
<td>season</td>
<td>winter (Dec-Feb)</td>
</tr>
<tr>
<td></td>
<td>spring (Mar-May)</td>
</tr>
<tr>
<td></td>
<td>summer (June-Aug)</td>
</tr>
<tr>
<td></td>
<td>fall (Sept-Nov)</td>
</tr>
<tr>
<td>site location</td>
<td>rural</td>
</tr>
<tr>
<td></td>
<td>suburban</td>
</tr>
<tr>
<td></td>
<td>urban</td>
</tr>
<tr>
<td>distance from the coast</td>
<td>within 100 km</td>
</tr>
<tr>
<td></td>
<td>beyond 100 km</td>
</tr>
</tbody>
</table>

where $\sigma_{ext}$ can be calculated using the extinction cross-sectional area, $C_{ext}$, which is a function of particle size and complex refractive index $m$, and the particle size distribution, $n(r)$:

$$\sigma_{ext}(z) = \int_{0}^{2.5\mu m} C_{ext}(r,m) n(r) \, dr \quad (2)$$

Equations 1 and 2 show that the particle composition, size distribution, and vertical profile are key factors that link MISR AOT measurements with ground-level PM$_{2.5}$ concentrations. These factors were modeled by using several variables in the regression model. Airborne and ground-level measurements have shown that the majority of particle mass loading resides in the lower troposphere and the particle mass distribution below the planetary boundary layer tends to be more homogeneous due to the active mixing (19–22). Therefore, GEOS-3 PBL data were included in the regression model as a continuous variable to represent particle vertical distribution. The impact of aerosol composition and size distribution on the association between ground-level PM$_{2.5}$ concentration and MISR AOT was expressed by a series of categorical variables such as geographical location, season, etc.

The empirical regression model used in the current analysis can be expressed as

$$[\text{PM}_{2.5}] = \left( e^{\beta_0 + \beta_1(\text{variable}_1) + \beta_2(\text{variable}_2) + \ldots + \beta_m(\text{variable}_m)} \right) \times \left( e^{\rho_{\text{RH}}(\text{RH})} \right) \times \left( e^{\rho_{\text{AOT}}(\text{AOT})} \right) \times \left( e^{\rho_{\text{PBL}}(\text{PBL})} \right)^{\text{PBL}} \quad (3)$$

The dependent variable on the left-hand side, $[\text{PM}_{2.5}]$, is the 24-hour average ground-level PM$_{2.5}$ concentration measured at various monitoring sites in 2001. The independent variables on the right-hand side include RH, AOT, and PBL, which are geographically matched to each PM$_{2.5}$ measurement, as well as various categorical variables (variable$_1$ through variable$_m$) listed in Table 1. The parameters $\beta_0$ through $\beta_m$ are regression coefficients for variable$_1$ through variable$_m$. Likewise, $\rho_{\text{RH}}$, $\rho_{\text{AOT}}$, and $\rho_{\text{PBL}}$ are regression coefficients for RH, AOT, and PBL, respectively. An exponential function of RH was used to account for the superlinear growth of particle size with increasing relative humidity (23, 24). It should be noted that, for eq 3 to be valid, we assumed that the particle vertical profile is smooth and particle concentrations at different altitudes are correlated to the surface concentration. Equation 3 was linearized by log-transforming both sides, which resulted in the following model form:

$$\ln([\text{PM}_{2.5}]) = \beta_0 + \beta_1(\text{variable}_1) + \ldots + \beta_m(\text{variable}_m) + \beta_{\text{RH}}(\text{RH}) + \beta_{\text{AOT}} \ln(\text{AOT}) + \beta_{\text{PBL}} \ln(\text{PBL}) \quad (4)$$

This model form provides a stronger physical background and more flexibility and predicting power as compared to a previous study, where a simple linear regression model was fitted between AOT and PM$_{2.5}$ concentrations (14). All statistical analyses were conducted using the SAS system (SAS Institute Inc., Cary, NC). Model parameter estimates were presented with three decimal places or at least one significant digit. The statistical significance of parameter estimates was reported at the $\alpha = 0.05$ level.

Results and Discussion

(a) Descriptive Statistics. Histograms of the various parameter distributions showed that, for both the model and the validation datasets, AOT, PM$_{2.5}$, PBL, and RH data were unimodal and log-normally distributed (Figure 2). As a result, geometric means and standard deviations are also reported in the summary statistics. Since the summary statistics for the modeling and validation datasets were highly comparable, only the dynamic range and seasonal pattern of the modeling dataset are presented (Table 2). The annual mean PM$_{2.5}$ concentration for all sites of 14.0 $\mu$g/m$^3$ was slightly lower than the ambient annual air quality standard of 15 $\mu$g/m$^3$ for the United States. The overall mean AOT was 0.12.

There was strong seasonal variability for all of the variables. Mean AOT values were 50–100% larger in the spring (0.16 ± 0.10) and summer (0.19 ± 0.12) as compared to the fall (0.10 ± 0.07) and winter (0.08 ± 0.04). Likewise, AOT values exhibited a broader dynamic range in the summer and the fall than the other two seasons. The PM$_{2.5}$ mass concentration was approximately 20% higher during the winter (14.19 ± 9.53) and the summer (15.72 ± 9.25) as compared to the spring (11.89 ± 5.94) and the fall (13.84 ± 8.36). The largest and the most variable mixing height values were found in the summer with the lowest and least variable values in the winter, due to the seasonal variation of solar radiation levels. With the exception of slightly lower springtime RH values, the average RH values were comparable in all seasons, except during the spring, when RH values were lower than in the other seasons.

(b) Regression Analysis. The empirical model described in eq 4 was fitted using the model dataset. Overall, the model results were highly significant ($p < 0.0001$), explaining 43% of the variability in corresponding ground-level PM$_{2.5}$ concentrations. MISR AOT, PBL, RH, and all the categorical variables listed in Table 1 were found to be highly significant predictors of PM$_{2.5}$ ($p < 0.0001$) (Table 3). Concentration impact factors (CI factors) for the categorical variables were calculated as the exponentials of the parameter estimates. A CI factor can be interpreted as the impact of a categorical variable at a certain level on the association between MISR AOT and PM$_{2.5}$ as compared to the reference level of this factor.

The estimated power of AOT (0.447 ± 0.022) was positive and less than 1, indicating surface PM$_{2.5}$ concentrations varied sublinearly with MISR AOT measurements. The greater variability of the observed MISR AOT values is likely due to the fact that AOT measures particle abundance within the entire atmospheric column. Both photochemical reactions, which occur mainly within the boundary layer, and the long-range transport of particles, which occurs in the free troposphere, can have substantial impacts on AOT values. As a result, MISR AOT measurements exhibited a greater variability as compared to ground-level PM$_{2.5}$ concentrations, which are less influenced by long-range transport of particles.

The significance of PBL in predicting surface PM$_{2.5}$ concentrations reflects the difference in the particle vertical profile within and above the boundary layer. Fine particles tend to be more homogeneous within the boundary layer due to convective mixing as compared to particles in the free troposphere. Fine particles emitted from the surface are diluted within the boundary layer as PBL increases, resulting in a lower PM$_{2.5}$ concentration. This may explain the negative
The negative parameter estimate of the exponential of RH ($-0.634 \pm 0.115$) indicated that the same AOT values would correspond to lower PM$_{2.5}$ concentrations as RH increases. This result shows that the model provides a correction for the humidification effect on particle light extinction. MISR measures AOT at ambient meteorological conditions. Under high relative humidity (RH > 70%), which was observed frequently in this study, hygroscopic particles such as ammonium sulfate and ammonium nitrate can grow 2–10 times in size, resulting in a dramatic increase of their light extinction efficiencies ($23, 24$). In contrast, PM$_{2.5}$ measurements correspond to dry particle mass, since filter storage and weighing are conducted under controlled RH conditions (at 40% RH). As a result, the same AOT values at high RH levels will correspond to smaller particle dry mass as compared to those at low RH conditions. It should be noted that the actual particle size does not grow strictly exponentially and depends on the particle composition. Therefore, the exponential form of RH is a simplified representation of the particle growth effect based on the regression statistics.

The impact of particle size, composition, and vertical distribution on the association between MISR AOT and PM$_{2.5}$ concentrations is also reflected by the categorical variables. Possible interpretations of the impact of these variables are given below. The effect of season was highly significant ($p < 0.0001$), with the association between PM$_{2.5}$ and AOT found to be significantly weaker in the spring as compared to the other seasons. The CI factor of 0.74 for the spring indicates that the predicted PM$_{2.5}$ was approximately 26% lower in the spring than in the fall, with all other parameters being equal. This could be because the particle vertical distribution in the spring is generally different from those in the other seasons. During the spring, for example, long-range transport of Asian dust can significantly increase the particle concentrations in the free troposphere ($25$), resulting in a larger proportion of particles above the boundary layer as compared to those of the other seasons. Because the particle mass loading below the boundary layer determines the surface PM$_{2.5}$ concentration, similar AOT levels will predict a lower surface PM$_{2.5}$ concentration in the spring as compared to the other seasons. The CI factor of 0.85 for New England region suggests that MISR predicts lower PM$_{2.5}$ levels in the New England region as compared to the other regions. It has been shown that PM$_{2.5}$ concentrations in the New England region are heavily impacted by transported pollutants from distant industrial and urban sources in the mid-Atlantic and mid-

FIGURE 2. Histograms of primary variables in modeling (left panel, $N = 1315$) and validation (right panel, $N = 1190$) datasets, respectively.
western U.S. as well as southern Canada (26, 27). As a result, more sulfate particles from transported precursors such as SO2 and less carbonaceous particles may be found in particle mixtures throughout New England. Sulfate particles generally have higher light extinction efficiencies than carbonaceous particles, especially under high relative humidity conditions (24). Consequently, under the same meteorological conditions, lower particle concentrations in the New England region will be needed to achieve the same AOT level in the other two regions.

Other variables being equal, MISR predicts lower PM2.5 concentrations for rural sites (CI factor 0.74) as compared to those at suburban (CI factor 0.92) and urban sites (reference state, CI factor 1.0). Urban sites are generally characterized by greater anthropogenic PM2.5 emission sources than suburban or rural sites. Therefore, a larger proportion of particle mass at urban sites is nitrate and carbonaceous particles, which are typically generated from mobile source emissions, as compared to that at rural sites (28). As previously mentioned, sulfate particles have higher light extinction efficiencies than carbonaceous particles. Consequently, a
larger amount of particle mass is needed to achieve the same AOT level in urban areas as in rural areas. The particle composition in suburban sites may be influenced by both long-range transport and local emissions. Therefore, a slight correction effect is noted.

Other variables being equal, MISR also predicts lower PM$_{2.5}$ concentrations at coastal sites (CI factor 0.82) as compared to inland sites. Previous research has shown that the warm conveyor belts (i.e., moist air streams that rise ahead of surface cold fronts), which can lift ground-level pollutants to the upper troposphere and then transport them over the continents, most frequently originate in the boundary layer of the eastern seaboards of North America and Asia, close to the heavy anthropogenic emissions (29). Therefore, it is possible that a larger proportion of particles reside at higher altitude in the coastal region as compared to the inland region in this study. Similar levels of AOT will correspond to lower surface PM$_{2.5}$ concentrations at coastal sites, therefore, than at inland sites given the fact that the particle mass loading below the PBL determines the surface PM$_{2.5}$ concentration.

Partial $F$ tests (30) indicated that the independent variables MISR AOT and PBL, which measure the total particle abundance and its distribution, are the two most important predictors of PM$_{2.5}$ concentrations. RH and each of the categorical variables make comparable contributions to the predictability of the regression model. However, they each contribute significantly less than MISR AOT or PBL. Further analysis revealed that MISR AOT and PBL are able to explain approximately 18% and 15% of the variation in PM$_{2.5}$ concentration, respectively, measured by the accumulative change of $R^2$. The rest of the variables together help explain approximately 10% of the variation.

(c) Model Validation. Bootstrapping was used to test the stability of the regression coefficients. The population of the 2505 data points was randomly sampled 1000 times with a sample size of 1300. Each random sample was used to fit the regression model presented in eq 4, and the corresponding regression coefficients were recorded. The mean and standard deviation of the regression coefficient for each variable in eq 4 were calculated from this population. None of the regression coefficients presented in Table 3 are significantly different

FIGURE 4. Scatter plots of predicted vs observed PM$_{2.5}$ mass concentrations at rural sites (upper panel), suburban sites (middle panel), and urban sites (lower panel). The adjusted $R^2$, parameter estimates, and $p$ values of the estimates were calculated when PM$_{2.5}$ concentrations greater than 40 $\mu g/m^3$ were excluded. The 1:1 line (dashed) is shown as a reference. The regression line is shown as a thick solid line, and the upper and lower bounds (factor of 2) are shown as thin solid lines.

FIGURE 5. Scatter plots of predicted vs observed PM$_{2.5}$ mass concentrations in the mid-Atlantic and south Atlantic regions (upper panel) and in the New England region (lower panel). The adjusted $R^2$, parameter estimates, and $p$ values of the estimates were calculated when PM$_{2.5}$ concentrations greater than 40 $\mu g/m^3$ were excluded. The 1:1 line (dashed) is shown as a reference. The regression line is shown as a thick solid line, and the upper and lower bounds (factor of 2) are shown as thin solid lines.
from the bootstrapping estimates at the $\alpha = 0.05$ level except the regression coefficient of ln(PBL) ($-0.361$), which is slightly beyond the 95% confidence interval ($[-0.365, -0.461]$). The robustness of the regression coefficients is likely due to the relatively long residence time of fine particles in the atmosphere, which results in smooth spatial and temporal variation of PM$_{2.5}$ concentrations over large geographic regions. In addition, a significant proportion of PM$_{2.5}$ is generated by photochemical reactions. Emission patterns and the meteorological conditions that control these photochemical reactions also vary slowly and smoothly over time and region. As a result, different datasets randomly sampled from the same region will likely produce consistent and stable regression coefficients.

To evaluate the model performance, the regression model developed in the previous section was applied to the validation dataset to generate predicted PM$_{2.5}$ concentrations. On average, predicted PM$_{2.5}$ concentrations were 1.2 $\mu g/m^3$ lower than the observations. Differences decreased to 0.4 $\mu g/m^3$ when PM$_{2.5}$ concentrations greater than $40\mu g/m^3$ were removed. A linear regression between predicted and observed PM$_{2.5}$ concentrations yielded an $R^2$ of 0.48 (Figure 3). The model RMSE was $\pm 6.2\mu g/m^3$ for a mean PM$_{2.5}$ concentration of 13.8 $\mu g/m^3$. Overall, model predictions were within a factor of 2 of the monitored values, when PM$_{2.5}$ concentrations were less than $40\mu g/m^3$. The model substantially underestimated PM$_{2.5}$ concentrations at higher concentrations ($>40\mu g/m^3$). This could be because over 98% of the PM$_{2.5}$ concentrations are below $40\mu g/m^3$ in the modeling dataset. Therefore, current parameter estimates do not sufficiently represent the association between PM$_{2.5}$ and the independent variables at higher PM$_{2.5}$ concentrations. In addition, higher daily average PM$_{2.5}$ concentrations were often strongly influenced by pollution episodes that occur during a short period of the day. The impact of these episodes may not be captured within the MISR measurement time window (10–11 a.m. local time). As a result, MISR AOT measurements cannot sufficiently represent the daily average PM$_{2.5}$ concentrations under such circumstances. The predicted vs observed regression slope approached 1.00 and intercepts were insignificant when those high observations were excluded (again, less than 2% of the total data). Additionally, the model RMSE was reduced to 5.3 $\mu g/m^3$ for a mean PM$_{2.5}$ concentration of 13.2 $\mu g/m^3$ when these high PM$_{2.5}$ concentrations were excluded. Since current air quality models, including Eulerian box models (31), Lagrangian plume models (32), and 3-D Eulerian models (33–35), have been shown to agree within 17–46% of ground-based measurements, the results from our regression model are comparable with these models.

Model predictions and observations were not significantly different in urban sites. The largest discrepancy between model predictions and observations existed in rural sites where observations were 2.1 $\mu g/m^3$ (20%) greater than model predictions. When observed PM$_{2.5}$ concentrations greater than $40\mu g/m^3$ were removed, regressions at both suburban and urban sites had slopes close to 1 with insignificant intercepts (Figure 4). In addition, model predictions and observations did not significantly differ in New England. However, the agreement between the model and observations was weaker in New England than elsewhere (Figure 5). After PM$_{2.5}$ concentrations greater than $40\mu g/m^3$ were removed, the model agreed well with observations in the mid-Atlantic and south Atlantic regions with an insignificant intercept and a slope very close to 1.
(d) Visualization of Model Results. As seen in Figure 6, PM$_{2.5}$ concentrations exhibited strong seasonal and spatial variation, with the levels generally decreasing toward the coastal region in all seasons except in the winter. During the winter, PM$_{2.5}$ concentrations ranged between 10 and 15 µg/m$^3$ in the majority of sites across the study area, with the exception of eastern Pennsylvania and New Jersey, where PM$_{2.5}$ concentrations ranged between 15 and 20 µg/m$^3$. During the spring, the areas of higher PM$_{2.5}$ concentrations shifted southward, with the concentrations in New England generally below 10 µg/m$^3$, between 10 and 15 µg/m$^3$ throughout the mid-Atlantic and south Atlantic regions, and between 15 and 20 µg/m$^3$ in Georgia. Overall pollution levels were the highest during the summer, with the PM$_{2.5}$ concentrations between 15 and 20 µg/m$^3$ in the entire mid-Atlantic and northern south Atlantic regions. PM$_{2.5}$ levels above 20 µg/m$^3$ were found in many sites near Pittsburgh and Atlanta. The spatial pattern in the fall was similar to that in the spring except that its overall PM$_{2.5}$ concentration was slightly lower.

MISR AOT measurements exhibited strong seasonal and spatial variations which were often different from ground-level PM$_{2.5}$ observations (Figure 7). During the winter, most of the study area had AOT levels below 0.10 except in western New York and Pennsylvania, where AOT levels were between 0.1 and 0.15. The AOT level in the spring was generally higher than in the winter. As previously analyzed, the higher AOT values in southern New England were probably caused by Asian dust events. AOT levels along the coast were generally higher than in the inland region. In addition, AOT measurements did not show higher concentrations in New Jersey and Maryland in the winter as PM$_{2.5}$ concentrations did. High AOT values (0.25—0.50) were observed across the mid-Atlantic region and along the coast of the south Atlantic region. This is probably due to the influence of long-range transport of African dust above the mixing height (36). The overall AOT level was the lowest and uniform in the fall (0.05—0.10).

Surface PM$_{2.5}$ concentrations were predicted from gridded seasonal mean AOT measurements and GEOS meteorological fields using the empirical model discussed in the previous sections (regression coefficients listed in Table 3). The predicted PM$_{2.5}$ concentrations showed spatial characteristics similar to the observations in the winter, summer, and fall, with a slight overestimation in coastal North Carolina in the summer (Figure 8). In the spring, the model substantially underestimated observations over the mid-Atlantic region and Georgia by approximately 5—10 µg/m$^3$. Overall, predicted PM$_{2.5}$ concentrations tended to be slightly lower than the observations. This is probably because EPA sites are primarily clustered in populated and more polluted areas while seasonal AOT values were calculated from all available MISR measurements that provided a complete coverage of the entire study area. These results suggest that mixing height and relative humidity information as well as the categorical variables is crucial in the association between AOT values and ground-level PM$_{2.5}$ concentrations.

In conclusion, this study shows the promising potential of air quality models driven by satellite remote sensing and...
global assimilated meteorological fields. There are several advantages to models utilizing this approach. First, these models do not require the extensive resources to develop source emission inventories necessary for conventional computational air quality models. In many of the most polluted areas in the world, emissions inventories are often not available. Second, since satellite remote sensing data and assimilated meteorological fields are internally consistent and available globally, models using these datasets may be applied to national or even global scale studies with relatively simple calibration. Finally, the advancement of remote sensing technology and enhancement in our understanding of the chemistry and transport of atmospheric particles will quickly improve model performance. Clearly, the empirical model cannot be used to replace the compliance monitoring network since coverage is not guaranteed due mainly to cloud cover and a narrow observation time window. However, it could serve as an important extension of ground measurement networks providing supplemental PM$_{2.5}$ concentration estimates for use in population health effect studies in which an unbiased long-term dataset with complete spatial coverage is extremely important. This capability is particularly useful in areas without existing ground-level monitoring capabilities. Furthermore, the use of satellite-based air pollution information may also help in reconfiguring and refining existing ground monitoring networks.

The overall $R^2$ of 0.43–0.48 suggests that a substantial amount of variability in PM$_{2.5}$ concentrations is not explained by this model. This limited model predictability can be attributed to the lack of accurate information on particle size distribution, composition, and vertical profile, as well as the accuracy and resolution of input data. The performance of this empirical model can be enhanced by using higher quality versions of MISR data as well as higher resolution meteorological data. The latest generation of GEOS meteorological fields with spatial resolution as high as $0.25^\circ \times 0.25^\circ$, which will be made available soon, can also help improve the model performance. Finally, information about the vertical distribution of particle mass will make it possible to further improve the developed model.

**Acknowledgments**

This research is funded by the Herbert Winokur Jr. Fund, Harvard University Center for the Environment (HUCE) Research Project Award, and Harvard-EPA Center on Particle Health Effects (Grant R827353-01-0). We thank Peter Rogers at Harvard DEAS for his thoughtful comments on methodology development. We also acknowledge Dr. John Evans, Jim Sullivan, and Steve Melly at the Harvard-EPA Center, Bob Yantosca at the Harvard Department of Earth and Planetary Sciences, and Tesh Rao and David Mintz of the EPA’s Office of Air Quality Planning and Standards for their assistance. Finally, we thank the MISR science team for their technical support on MISR data. The United States Environmental Protection Agency through its Office of Research and Development collaborated in the research described here. It has been subjected to Agency review and approved for publication.

**Literature Cited**


Received for review April 28, 2004. Revised manuscript received February 1, 2005. Accepted February 2, 2005.

ES049352M