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Abstract

In 2007, Engel’s proposal of long-lived coherence in photosynthesis precipitated substantial efforts to understand the role of quantum effects in biology. While much progress has been made in the last decade, the timescale, type, and functional importance of coherence coupled to thermal vibrations remains poorly understood.

In this dissertation, I simulate and disentangle excitation dynamics in the presence of complex vibrational environments for a light-harvesting protein and a synthetic dimer, both of which are controversial. I develop new techniques and leverage substantial computational resources to employ accurate \textit{ab initio} methods that were previously considered prohibitively expensive.

I examine phycobiliprotein PC645, a light-harvesting complex found in cryptophyte algae and, contrary to previous literature, I show that the protein’s key function proceeds via an incoherent mechanism. For the first time, I extract spectral densities from \textit{ab initio} molecular dynamics (AIMD) combined with density functional theory excited state calculations. I obtain the first-ever quantitative reproduction of experimental linear spectra from first principles for a pigment-protein complex and find that stronger than expected environmental vibrations control the pathways of excitation transport. I generalize my findings using a model vibronic dimer, defining regimes of vibronic transport and demonstrating that biological systems are outside of the coherent regime.

I then investigate three controversial synthetic fluorescein heterodimers that were engineered with the goal of providing a model system for understanding coherent energy
transfer in multichromophoric systems. I extract Hamiltonians and spectral densities using AIMD and find electronic couplings an order of magnitude larger than previously thought. I calculate coherence dynamics and a trajectory of 2D spectra and demonstrate that electronic coherence persists for just 100-150 femtoseconds, after which long-lived vibrationally driven coherences persist for hundreds of femtoseconds. Thus, I resolve the controversy and confirm that while electronic coherence can be engineered in artificial molecular systems, it will not persist for a picosecond, as previously claimed.

Leveraging \textit{ab initio} methods, I have extracted mechanistic detail and clarified the presence and functional relevance of coherence in two controversial systems. However, significant experimental and computational challenges remain to enable the rational design of next-generation materials for light-harvesting and energy transport.
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Introduction

Photosynthesis is one of the natural wonders of the world, and is arguably the most important chemical process on our planet. Photosynthetic light-harvesting provides the vast majority of the energy that drives life on earth, creates all of the necessary organic compounds for life, and maintains the oxygen content of the atmosphere on which most organisms depend. Furthermore, over the course of evolution, natural photosynthesis has adapted to incredibly different conditions, allowing photosynthetic organisms to thrive at very high and very low temperatures, vastly different altitudes, in fresh, salt, and brackish water, and both when there is far too much light and when there is almost no light at all. These organisms, in turn, provide the foundation for totally unique ecosystems that facilitate earth’s wonderous biodiversity.

The immense importance of photosynthesis to humanity has made it a frequent area of research for biologists and chemists over the last century. Beyond merely satisfying intellectual curiosity, a thorough understanding of different types of photosynthesis could allow us to bioengineer crops with higher yield\(^1\) and could lead to novel bioinspired technologies. More specifically, learning how nature efficiently captures and transports energy could allow us to improve our equivalent technologies, an essential step towards curbing the human-induced climate change that threatens the entire planet. However, if our goal is to determine the mechanisms that facilitate efficient light-harvesting, then the systems of particular interest are algae and bacteria that survive under very low-light conditions and have thus evolved particularly efficient photosynthetic machinery.

The process of photosynthetic light-harvesting in bacteria begins with the absorption of a photon in an antenna complex made from proteins containing optically-active pigments such as bacteriochlorophyll or phycobilins. This generates a bound electron-hole pair, known as a Frenkel exciton, which represents a pigment in its excited state. The exciton
then migrates through various pigment-containing biological complexes until it reaches the reaction center, where the excitation energy is used to drive the formation of a molecule containing a high-energy chemical bond which carries redox potential to down-stream metabolites.

The organism for which natural light-harvesting has been most rigorously studied is green sulfur bacteria, which can survive in very low light and exhibits photosynthetic machinery with high quantum efficiency. Following the absorption of a photon in the antenna complex, the resulting exciton migrates through the chlorosome to the base plate and through the Fenna-Matthews-Olsen (FMO) complex to the reaction center. Since FMO serves as the last link in the energy transfer cascade, it is assumed to be the most efficient energy transporter. FMO is by far the most studied protein that performs excitation energy transfer (EET), in part because it was the first pigment-protein complex (PPC) to be structurally analyzed by x-ray spectroscopy.

In 2007, Engel et al. probed the energy transfer dynamics of FMO using 2D echo spectroscopy and observed long-lived off-diagonal oscillations that they interpreted as evidence of wave-like excitation transport. Their argument was twofold: they suggested that an excited state could remain a coherent quantum superposition delocalized over multiple chromophores fluctuating at physiological temperatures for up to a picosecond, and they proposed that such a long-lived coherence could functionally enhance excitation energy transport (EET) in photosynthesis. Engel precipitated a massive research effort to better understand quantum effects in biology, and the resulting field eventually became known as excitonics.

Engel’s work was immediately controversial, in part due to his use of 2D echo spectroscopy. 2D echo spectra simultaneously probe all possible excitation pathways and all relevant coupled environmental vibrations, making them extremely information-rich while convoluting their analysis. The controversy thus prompted the use of theoretical methods that can disentangle the pathways present in experimental 2D spectra, allowing
for corroboration or contradiction of experimentally assigned mechanisms. Unfortunately, simulating the exciton dynamics of multiple pigments (eight, in the case of FMO) bound in a fluctuating protein scaffold at physiological temperature is incredibly computationally demanding and necessitates uncontrolled approximations that may yield unreliable results. Despite the limitations, theoreticians were eventually able to show that coherence between purely electronic excited states could not last a picosecond in biological systems. It was instead proposed that long-lived 2D oscillations were due to the interplay between electronic excitations and environmental vibrations, which came to be known as vibronic coherence. Soon afterwards, vibronic coherence was suggested to be functionally relevant for EET in both the photosynthetic reaction center and in phycobiliprotein PC645.

In this dissertation, I simulate and disentangle the excitation dynamics in the presence of complex vibrational environments for phycobiliprotein PC645. I also apply an equivalent procedure to examine three synthetic fluorescein dimers that were engineered to be a model system for investigating exciton coherence. I have gone beyond the standard approximations in the field by developing new techniques and leveraging substantial computational resources to employ reliable ab initio methods that were previously considered too costly.

In the first part of this dissertation, I demonstrate that a signal processing technique called super-resolution can reduce the computational effort required to extract accurate spectral densities by a factor of four. A spectral density defines the frequency-dependent coupling of an excited state to its thermal environment. Spectral densities and the system Hamiltonian, which defines the excited state energies and their electronic coupling, are the necessary ingredients for simulating excitation dynamics at finite temperature. Both components can be extracted by propagating an equilibrated nuclear dynamics trajectory and performing thousands of excited state and electronic coupling calculations on geometry snapshots at regular intervals. Averaging the excitation energy and coupling
trajectories yields the system Hamiltonian, while constructing and Fourier-transforming energy-gap correlation functions from the excited state trajectories yields the site spectral densities. Exciton dynamics can then be propagated with a range of different open quantum systems methods with accuracies proportional to their computational cost.

In the second part of this dissertation, I simulate the excitation dynamics of phycobiliprotein PC645, a light-harvesting complex found in cryptophyte algae that is one of the two systems for which vibronic coherence has been assigned functional relevance. I instead show that the protein’s key action, directly down-converting excitations from the highest-energy pigments to the lowest-energy pigments, proceeds via an incoherent mechanism. For the first time in the field of excitonics, I extract spectral densities from \textit{ab initio} molecular dynamics (AIMD) combined with QM/MM time-dependent density functional theory (TDDFT) excited state calculations, resolving the potential energy surface mismatch that has plagued all previous atomistic spectral densities. I then employ a high-performance implementation of the numerically-exact hierarchical equations of motion (HEOM) non-Markovian exciton dynamics method\textsuperscript{12–14} to simulate spectra and dynamics. I obtain the first-ever quantitative \textit{ab initio} reproduction of experimental linear spectra for a pigment-protein complex and also find that stronger than expected coupling to environmental vibrations critically controls the pathways of excitation transport. Finally, I generalize my findings using a model vibronic dimer, defining regimes of vibronic transport and demonstrating that vibronic coherence cannot be functionally relevant in biological systems.

In the third and fourth parts of this dissertation, I simulate the excitation dynamics of three controversial synthetic fluorescein heterodimers. The dimers were engineered with the goal of providing a model system for investigating coherent energy transfer in multichromophoric systems and were found to exhibit long-lived 2D off-diagonal oscillations.\textsuperscript{15} I extract Hamiltonians and spectral densities at great computational cost, again using AIMD, and observe electronic couplings to be an order of magnitude larger.
than previously thought. I find that large couplings critically modify the coherent frequencies and yield excellent agreement between simulated and experimental linear spectra. I then simulate coherence dynamics and a trajectory of 2D spectra and demonstrate that electronic coherence persists for just 100-150 femtoseconds, after which long-lived vibrationally driven coherences persist for hundreds of femtoseconds. Thus, I resolve the controversial nature of the coherence in these fluorescein dimers and confirm that while electronic coherence can be engineered in artificial molecular systems, even under ideal conditions it will not persist for a picosecond, as previously claimed.

I hope that the findings outlined in this dissertation will help shift the field of excitonics away from being focused entirely on the importance of coherence in photosynthetic light-harvesting. I instead propose that research should be focused on developing more reliable experimental techniques for probing energy transfer dynamics than 2D echo spectroscopy and more efficient computational techniques for simulating excitation dynamics than those I employed, which required years of real and computational time to treat only two systems. In concert, these advances would allow us to finally understand larger and more important systems, such as the photosynthetic reaction center, and would also allow smaller systems to be treated en masse in screening applications. This, in turn, would accelerate the development of next-generation excitonic technologies that can help us to improve our energy efficiency and contribute to critical efforts to avoid catastrophic climate change.
1

Accelerating the Computation of Bath Spectral Densities with Super-resolution

Apart from minor modifications, this chapter originally appeared as:


1.1 Abstract

Quantum transport and other phenomena are typically modeled by coupling the system of interest to an environment, or bath, held at thermal equilibrium. Realistic bath models are at least as challenging to construct as models for the quantum systems themselves, since they must incorporate many degrees of freedom that interact with the system on a wide range of timescales. Owing to computational limitations, the environment is often modeled with simple functional forms, with a few parameters fit to experiment to yield semi-quantitative results. Growing computational resources have enabled the construction of more realistic bath models from molecular dynamics (MD) simulations. In this paper, we develop a numerical technique to construct these atomistic bath models with better accuracy and decreased cost. We apply a novel signal processing technique, known as super-resolution, combined with a dictionary of physically-motivated bath modes to derive spectral densities from MD simulations. Our approach reduces the required simulation
time and provides a more accurate spectral density than can be obtained via standard Fourier transform methods. Moreover, the spectral density is provided as a convenient closed-form expression which yields an analytic time-dependent bath kernel. Exciton dynamics of the Fenna-Matthews-Olsen light-harvesting complex are simulated with a second order time-convolutionless master equation, and spectral densities constructed via super-resolution are shown to reproduce the dynamics using only a quarter of the amount of MD data.

1.2 Introduction

Irreversible processes such as solvation, energy transfer, and chemical binding have received renewed interest in recent years. Because these processes involve large systems with many degrees of freedom, the typical approach to studying these processes is the open quantum systems formalism, in which the degrees of freedom are partitioned into a system of interest and a bath held at thermal equilibrium. It is commonly assumed that the system only couples weakly to the bath, making the precise nature of the bath a secondary concern in the physical theory. For example, in studying the energy transfer dynamics in a system of chromophores embedded in a protein framework, each chromophore is individually coupled to many thousands of atoms in the protein, but the system-bath formalism dramatically simplifies all of these couplings in order to make the dynamics tractable. Renewed interest in the strong and intermediate coupling region, relevant for energy transfer in the exciton dynamics of light-harvesting complexes, has lead to various studies on the precise influence of the bath on the higher systems. Higher order phonon processes, non-Markovian effects and structures in the exciton-phonon coupling change the energy transfer. Thus, details in the bath are relevant and need to be taken into account in realistic simulations. Accordingly, our goal in this paper is to apply a recent signal-processing technique known as super-resolution to obtain realistic atomistic models of environments containing thousands of atoms at
feasible computational expense. With these atomistic bath models in hand, one can begin to evaluate the importance of a realistic bath model in a physical theory.

In the approach to open quantum systems employed in this work, we model the bath by an ensemble of noninteracting harmonic oscillators. The central mathematical object of such a model is the spectral density, \( J(\omega) \), which gives the frequency-dependent strength of system-bath coupling. The spectral density can be understood as the density of bath oscillator states at each frequency. Owing to computational limitations, most studies of open quantum systems assume an extremely simple functional form for the spectral density, such as a single broad peak covering all relevant excitonic transitions of the system. With the goal of providing more physically accurate bath models and dynamics, Valleau \textit{et al.} has previously obtained atomistic spectral densities for the Fenna-Matthews-Olson (FMO) complex from combined Molecular Dynamics (MD)\textsuperscript{47,48} and time-dependent density functional theory (TDDFT)\textsuperscript{49} simulations. However, the difficulty of this more realistic approach is the high computational cost of running expensive TDDFT calculations at every step in an MD simulation. In order to obtain a spectral density of sufficient resolution, the MD-TDDFT simulation must be run for over 40 picoseconds (ps),\textsuperscript{50} which may become computationally intractable for larger systems.

To make progress, we first observe that a typical vibrational bath is not an arbitrary function but rather a relatively sparse collection of damped harmonic oscillators. Sparsity enables us to apply a novel numerical technique known as super-resolution in order to reconstruct the spectral density from much shorter MD-TDDFT simulations. Super-resolution has been applied to a broad range of scientific problems, including image\textsuperscript{51} and video compression,\textsuperscript{52} image denoising,\textsuperscript{53} astronomy,\textsuperscript{54} microscopy,\textsuperscript{55} and medical imaging.\textsuperscript{56} To our knowledge, this paper is the first application of super-resolution to quantum dynamics. Super-resolution provides a provably convergent algorithm for the reconstruction of signals from limited time-domain measurements using a total variation minimization procedure. Super-resolution is related to compressed
Compressed sensing is a technique designed to recover sparse signals from randomly-sampled data by minimizing the $L_1$ norm of an underdetermined system of linear equations. Compressed sensing works by finding the sparsest signals consistent with the underdetermined system of equations. This usually involves an optimization problem. Despite its success in many applications, the $L_1$-norm minimization of compressed sensing can result in spurious signals as it emphasizes the sparsity of the solution only.

Super-resolution is a numerical method that shares the spirit of compressed sensing. The difference between superresolution and compressed sensing stems from both the choice of objective function and sampling technique. It was developed to recover sparse signals from nonrandomly undersampled data. By minimizing the $L_1$-norm of the gradient of the function in addition to the $L_1$ norm of the function itself, super-resolution allows for smoother solutions to the sampling problem.

Because of the ample experimental and theoretical data to compare against, we apply super-resolution to the FMO light-harvesting complex of *C. tepidium* but emphasize that this technique is broadly applicable. While this paper focuses on a vibrational bath which perturbs the energies of molecular electronic states, the techniques we introduce are generic for any model of a bath which is based on time-correlation functions.

### 1.3 Super-resolution of Spectral Densities

In this section, we briefly review the procedure for simulating the dynamics of open quantum systems and computing spectral densities from combined MD-TDDFT simulations. We then apply the theory of super-resolution to accelerate and improve the accuracy of these computations. Computing spectral densities from atomistic calculations, rather than from semi-empirical functional forms, enables the inclusion of molecular vibrations and other physical effects (such as solvation effects) to produce a more realistic bath model. Super-resolution, in turn, brings the construction of these atomistic bath
1.3. Super-resolution of Spectral Densities

models into the realm of computational feasibility.

Armed with our more realistic bath model, we will employ a second-order
time-convolutionless master equation (TCL-2) to simulate the dynamics of FMO
monomer, allowing us to evaluate the physical impact of different approximations to the
spectral density. TCL-2 includes non-Markovian effects up to second order in the
system-bath coupling. By comparing TCL-2 with exact methods like the hierarchical
equations of motion (HEOM) we show that most of the relevant effects of the structured
spectral density of the FMO complex are captured by TCL-2. Here we use TCL-2, since it
is numerically more treatable than HEOM, in particular for structured spectral densities
where HEOM becomes cumbersome and requires a high performance GPU
implementation. We employ the equation of motion:

\[
\frac{d\rho_I(t)}{dt} = -\frac{i}{\hbar} [H_I, \rho_I] \\
- \frac{1}{\hbar^2} \sum_n \int_0^t \! \! \! d\tau D_n(t - \tau) [H_{In}(t), [H_{In}(\tau), \rho_I(t)]]
\]

\[
D_n(t) = \int_0^\infty \! \! \! d\omega J_n(\omega) \left[ \coth \left( \frac{\hbar \omega}{2} \right) \cos(\omega t) - i \sin(\omega t) \right]
\]

where \( H \) is the system Hamiltonian, \( \rho \) is the system density matrix, \( D \) is our bath kernel,
the subscript \( I \) indicates that we are in the interaction picture, the summation runs over
all sites, and \( J(\omega) \) is the spectral density computed via super-resolution. The
bath kernel is heavily dependent on our spectral density, causing it to play a central role
in our dynamics. Therefore, a more physical bath picture should provide more physically
intuitive dynamics.

In our atomistic bath model, molecular vibrations in the environment (e.g. a protein
framework or solvation effects) create fluctuations in the energy gaps between the ground
and excited states of the system (e.g. a set of chromophores). These time-dependent
energy gaps are computed from TDDFT calculations run on each of the chromophores at
each step of the MD simulation. The key object in the computation of spectral densities is
the correlation function of the energy gap time series,

\[ C(t) = \text{Tr}_b[\hat{\Delta}(t)\hat{\Delta}(0)\hat{\rho}_b], \quad (1.3) \]

where \( \hat{\Delta}(t) \) is the time-dependent energy gap between the ground and the first excited
state of the system (as calculated with TDDFT), \( \hat{\rho}_b \) is the density matrix of the bath at
thermal equilibrium, and \( C(t) \) is the correlation function obtained after tracing over all
the modes of the bath. We discretize this equation by using an unbiased autocorrelation
function,

\[ C_k = \frac{1}{N-k} \sum_{i=1}^{N-k} (\Delta_i - \bar{\Delta})(\Delta_{i+k} - \bar{\Delta}), \quad (1.4) \]

where \( \bar{\Delta} \) is the mean energy gap and \( i \) and \( k \) denote discrete time indices. Note that \( C_k \)
involves comparing energy gaps that are \( k \) time steps apart (\( \Delta_i \) and \( \Delta_{i+k} \)), and \( N-k \) is
the total number of included comparisons.

The frequency-dependent spectral density, \( J(\omega) \), is typically obtained by computing the
Fourier transform of the correlation function.\(^{47} \) From the definition of \( C_k \) above, it is easy
to check that the correlation function is real and symmetric \( (C_k = C_{N-k}) \), which implies
that the Fourier transform should be real and symmetric as well. Because quantum
mechanical spectral densities must instead be antisymmetric and obey detailed balance, it
is necessary to introduce a prefactor that enforces these two properties. Many choices are
possible,\(^{91} \) but Valleau et al. have previously shown that a harmonic prefactor, \( \beta \hbar \omega/2 \),
produces the most physical temperature dependence.\(^{47} \) With this choice, the spectral
density becomes the cosine transform

\[ J(\omega) = \frac{\beta \hbar \omega}{2} \int_{-\infty}^{\infty} \cos(\omega t)C(t)dt, \quad (1.5) \]

which characterizes the frequency-dependent coupling strength of the system to all of the
1.3. Super-resolution of Spectral Densities

nuclear vibrational modes.

The standard approach to performing this integral is the fast Fourier transform. Unfortunately, the fast Fourier transform requires sampling on a uniform grid at the Shannon sampling rate. This means that a relatively long time series, $C(t)$, must be computed in order to obtain good resolution of the spectral density in the frequency domain. Given the computational cost of MD simulations, and the even greater expense of running TDDFT calculations on top of these simulations, any method which can reduce the required length of the time series $C(t)$ unplugs the computational bottleneck in deriving physically-accurate atomistic spectral densities. That is our main goal in this paper.

While reducing the amount of time required to reproduce $J(\omega)$ we also choose a basis of functions which has a convenient physical form. When decomposed into a basis of damped cosines,

$$g_{ij}(t) = e^{-\gamma_i t} \cos(\Omega_j t),$$  \hspace{1cm} (1.6)

the function $C(t)$ is smooth and sparse. This allows for the use of the machinery of super-resolution.

To apply the super-resolution method, we discretize in time and cast our task as an inversion problem

$$C_k = \lambda_{ij} e^{-\gamma_i t} \cos(\Omega_j t_k),$$  \hspace{1cm} (1.7)

where we seek the basis expansion coefficients $\lambda_{ij}$ and have assumed Einstein summation convention over repeated indices. This can be rewritten as

$$C_k = A_{ijk} \lambda_{ij},$$  \hspace{1cm} (1.8)

where

$$A_{ijk} = e^{-\gamma_i t} \cos(\Omega_j t_k)$$  \hspace{1cm} (1.9)
is a matrix of damped cosines, and \( \lambda_{ij} \) is the set of basis coefficients we seek to recover.

The central idea of super-resolution is that the sparsity of \( \lambda_{ij} \) enables its full recovery even when the system \( C_k = A_{ijk} \lambda_{ij} \) is underdetermined, which is to say the number of time samples \( C_k \) is significantly smaller than the number of total expansion coefficients \( \lambda_{ij} \) we seek to recover. Hence, we can recover the expansion coefficients on a dense grid of frequencies \( \Omega_j \) and damping coefficients \( \gamma_i \) from fewer time samples \( C_k \). Of the many possible solutions to our underdetermined system, super-resolution simply selects a balance between the smoothest and sparsest (with an emphasis on smoothness) set of basis expansion coefficients. Formally, this is done by finding the vector \( \lambda_{ij} \) that minimizes

\[
\arg\min_{\lambda_{ij}} \left\{ \| \nabla \lambda_{ij} \|_1 + \mu \| \lambda_{ij} \|_1 \right\}
\]

subject to \( \| A_{ijk} \lambda_{ij} - C_k \|_2 < \eta \),

where the subscript 1 represents the \( L_1 \) norm (sum of absolute values), \( \mu \) represents a sparsity penalty, \( \nabla \lambda_{ij} \) represents the total variation norm, and \( \eta \) represents the solution tolerance. By minimizing \( \| \nabla \lambda_{ij} \|_1 \), or total variation term, we are enforcing smoothness in the time domain on the reconstructed signal. This throws out the “peaky” solutions that can appear with compressed sensing.\(^{53,57}\) The total variation norm also provides us with a provably exact technique for recovering peak position at the expense of peak amplitude,\(^{54}\) which solves one of the issues seen previously with compressed sensing.\(^{53}\)

Recovering the expansion coefficients \( \lambda_{ij} \) in this manner by solving an underdetermined matrix inversion problem takes advantage of the natural sparsity of the problem and, as we will see in the next section, enables the construction of a well-resolved spectral density with far less time-domain data. Even more attractive, with the \( \lambda_{ij} \) coefficients in hand, it is possible to construct an analytical representation of the spectral density by taking the cosine transform of the basis functions \( g_{ij}(t) \) and applying the appropriate prefactors:

\[
J(\omega) = \frac{\lambda_{ij}}{\sqrt{\pi}} \left( \frac{\beta \hbar \omega \gamma_i}{\gamma_i^2 + (\omega - \Omega_j)^2} + \frac{\beta \hbar \omega \gamma_i}{\gamma_i^2 + (\omega + \Omega_j)^2} \right),
\]

(1.11)
where the Einstein summation convention has again been assumed. This is an analytical representation of the spectral density in Drude-Lorentz form, and it explicitly provides the oscillation frequencies which characterize the system-bath coupling. We note that the Drude-Lorentz basis naturally provides us with a width parameter, $\gamma$, that can be understood as the lifetime of oscillations in the bath. This is seen by examining the time dependent formula, Eq. (1.7), where this $\gamma$ parameter determines the strength of damping. It is important to note that in the limit as $\gamma \rightarrow 0$, we recover the cosine basis in the time domain and a Dirac delta distribution in the frequency domain. By using this super-resolution technique in concert with the Drude-Lorentz basis, we see that we can recover a small set of peaks with physically-relevant information. Additionally, the parameters that characterize the Drude-Lorentz spectral densities can be input directly into both TCL-2 and HEOM without any additional parameter fitting or numerical integration.

1.4 Numerical Methods

We employ the proposed Drude-Lorentz super-resolution method described above and apply it to a monomer of the Fenna-Matthews-Olsen (FMO) photosynthetic energy transfer complex of the green-sulfur bacterium $C.\ tepidium$. The FMO monomer is a system of seven chlorophyll molecules which are excitonically coupled to each other, as well as to the vibrations of the atoms in the protein framework. It functions as a molecular excitonic wire, passing excitons from the light harvesting antenna complex to the reaction center, where a biochemical cascade is initiated.

To create spectral densities for the FMO complex, we use the MD-TDDFT results of Shim et al. The calculations were done in an isothermal-isobaric ensemble at 77 K using the AMBER force field. These calculations began with a 2 ns equilibration before performing the production computations. The production steps ran for a total of 40 picoseconds with a 2 femtosecond timestep, and the optical gap was calculated for each
Figure 1.1: Comparison of the spectral density for site 1 of the FMO complex as a function of time and technique for spectral density recovery. Compared to the fast Fourier transform at 40 ps, much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling by a factor of four.
Figure 1.2: Comparison of the coherences between excitonic eigenstates 1 and 3 as a function of time and technique for spectral density recovery. Compared to the fast Fourier transform at 40 ps, the 10 ps Drude-Lorentz decomposition introduces a slight shift in oscillation frequency, but nevertheless yields more accurate dynamics than the equivalently-sampled fast Fourier transform at 10 ps.
Figure 1.3: Comparison of the populations for sites 1-3 as a function of time and technique for spectral density recovery. Compared to the fast Fourier transform at 40 ps, the 10 ps Drude-Lorentz decomposition recovers the overall shape and provides much more faithful dynamics than the equivalently-sampled fast Fourier transform at 10 ps.
1.5. Results

fragment every 4 femtoseconds using TDDFT with the BLYP\textsuperscript{[17, 18]} functional in the 3-21G basis set in Q-Chem.\textsuperscript{[19]}

To perform super-resolution numerically, we require an algorithm which minimizes the total variation norm to solve the minimization problem described by eq. (1.10). In our implementation, we use the two step iterative shrinkage thresholding (TwIST) algorithm,\textsuperscript{[70, 71]} which combines computational efficiency with strong convergence. To construct the measurement matrix $A$ described in eq. (1.9), we must select a grid of possible frequencies ($\{\Omega_j\}$) and linewidths ($\{\gamma_i\}$). In our implementation, we use a grid of frequencies ranging from 0 to 2000 cm$^{-1}$ in 2 cm$^{-1}$ intervals, and a grid of linewidths ranging from 0 to 160 cm$^{-1}$ in 6 cm$^{-1}$ intervals. We assume that our calculations are converged when $\eta < 10^{-7}$ (in eq. (1.10)), or the solution vector remains constant for 100 iterations. Finally, we perform an $L_2$ minimization of $A_{ijk}\lambda_{ij} - C_k$ while freezing the recovered nonzero basis functions, allowing us to further minimize the error. We refer to this procedure as debiasing because it partly removes the bias towards sparsity and smoothness introduced by the $L_1$ minimization. This debiasing procedure reduces our solution tolerance to $\eta < 10^{-9}$, allowing convergence to a better solution. It is important to note that, in general, the super-resolution technique is robust to an over-complete basis.

1.5 Results

Figure 1.1 shows the results of employing the Drude-Lorentz super-resolution method to recover the spectral density for site 1 of FMO. The figure compares Drude-Lorentz super-resolution with 10 ps of MD to a standard fast Fourier transform approach with both 10 and 40 ps of MD. We take the fast Fourier transform with 40 ps of MD as our standard for comparison. By comparing the two methods with 10 ps of MD, it is clear that super-resolution resolves more features of the spectral density than the standard fast Fourier transform from the same amount of time-domain data. Moreover, super-resolution captures most of the features of the fast Fourier transform with the full 40 ps of MD: we
see the expected CO stretch at 1600 cm\(^{-1}\), which we attribute to the amides in the protein scaffold, as well as all of the other major peaks in the spectral density. We attribute a significant amount of the error in our spectral density reconstruction to the fact that the truncated MD series does not explore the phase space as thoroughly in only 10 ps.

The Drude-Lorentz basis also provides significant sparsity gains in comparison to the cosine basis: we require only 56 Drude-Lorentz peaks to create the spectral density given in Figure 1.1. This sparsity provides a significant computational advantage for excitonic propagation in both hierarchical equations of motion (HEOM)\(^{80}\) and second order time-convolutionless master equation (TCL-2) approaches because the propagations scale factorially and linearly, respectively, as a function of the number of peaks included. In the excitonically accessible regime of 0-540 cm\(^{-1}\), we recover only 20 Drude-Lorentz peaks, and six of them have amplitudes that are two orders of magnitude smaller than the rest. These Drude-Lorentz peaks can be entered directly into master equation simulations, including HEOM codes, without the need to perform any intermediate fitting.\(^{81}\) In summary, super-resolution yields a well-resolved spectral density using less time-domain data than is required by the standard fast Fourier transform approach and precludes the need for additional fitting.

As mentioned above, the TCL-2 propagation of the exciton dynamics of the FMO complex, with the Hamiltonian coming from,\(^{73}\) was carried out using the Drude-Lorentz spectral densities obtained from super-resolution. We propagated 1 ps of dynamics and obtained the populations of sites 1-3, as well as the coherence between sites 1 and 3. Figure 1.2 shows the coherence between excitonic eigenstates 1 and 3 as a function of time. Compared to the 40 ps fast Fourier transform, we see that the 10 ps Drude-Lorentz super-resolution more faithfully reproduces the coherence dynamics, both in terms of the oscillation frequency and the overall damping. The fast Fourier transform with 10 ps of MD data introduces serious overdamping as well as a significant shift in oscillation frequency. In contrast, the Drude-Lorentz expansion with 10 ps of MD data introduces
only a small shift in oscillation frequency, resulting in more accurate coherence dynamics overall. We attribute most of the discrepancies to slight relative differences in the reorganization of each site between spectral densities constructed with 10 and 40 ps of MD data. It appears that while the oscillations are extremely sensitive to the relative reorganization energies between the sites, the damping is more dependent on the fine structure of the spectral densities. The Drude-Lorentz super-resolution (10 ps MD-TDDFT data) reproduces the coherence life-times obtained by fast Fourier transform recovered using all 40 ps of MD-TDDFT data – representing a factor of four improvement.

The contrast between the two approximation techniques becomes even more significant when we simulate dynamics beginning with an exciton fully localized on site 1. In Figure 1.3, we have plotted the populations of the first three sites as a function of time. The Drude-Lorentz expansion with 10 ps of MD yields good qualitative agreement with our standard of comparison. The fast Fourier transform on 10 ps overestimates population transfer to site 3 at short times and grows much more quickly from there, whereas the Drude-Lorentz expansion slightly under predicts the population transfer at long times. We attribute these errors in the asymptotic behavior to slight differences in the reorganization energies for the spectral densities of each of the sites: Since each site is embedded in a different environment, the reorganization process of the individual pigments is different. This sensitivity affects overall dissipation, and even small changes in the spectral density of the Drude-Lorentz expansion (10 ps) when compared to the standard of comparison affects energy relaxation. Beyond that, the Drude-Lorentz expansion is capable of reproducing the oscillations at 0.2 and 0.4 ps in the data for sites 1 and 2, whereas the fast Fourier transform reproduces them less faithfully. In summary, the Drude-Lorentz super-resolution technique provides us with much more physical behavior.
1.6 CONCLUSIONS

We have shown that the Drude-Lorentz super-resolution method provides significant computational advantages for the construction of atomistic bath models. In particular, the super-resolution calculations require only 10 ps of MD-TDDFT simulations to obtain reasonable atomistic spectral densities and system dynamics; this is one quarter the amount of data needed in standard fast Fourier transform-based calculations. Ultimately, this will permit the use of more physically accurate calculations or larger systems. Given the computational expense of running TDDFT calculations at every MD simulation step, we believe that the super-resolution method will enable the treatment of larger systems than previously possible.

One of the most significant advantages of our super-resolution method is the decomposition of these atomistic spectral densities into a naturally-sparse basis of Drude-Lorentz oscillators. This makes it easy to perform fast master equation simulations within either the TCL-2 or HEOM formalisms by exploiting analytic integrals of the spectral density. Beyond this, we also directly extract physically-important parameters such as the coherence lifetimes of all the oscillators in the bath. In the future, it is easy to imagine turning this technique on its head to create new spectral densities in a constructive fashion from a set of Drude-Lorentz oscillators.
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Figure 1.4: Comparison of the spectral density for site 2. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.

J.N.S. acknowledges support from the Department of Defense (DoD) through the National Defense Science & Engineering Graduate Fellowship (NDSEG) Program. A.A.G. thanks the Corning Foundation.

1.8 Supplementary Information
Figure 1.5: Comparison of the spectral density for site 3. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.
Figure 1.6: Comparison of the spectral density for site 4. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.
Figure 1.7: Comparison of the spectral density for site 5. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.
Figure 1.8: Comparison of the spectral density for site 6. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.
Figure 1.9: Comparison of the spectral density for site 7. We assume our basis to compare against is the fast Fourier transform at 40 ps and can see that much of the fine structure is easily recovered by super-resolution in the Drude-Lorentz basis, even with significant undersampling.
Table 1.1: Comparison of $L_2$ fits done by Kreisbeck et al. against ours in the excitonically accessible region

<table>
<thead>
<tr>
<th>fast Fourier transform</th>
<th>Drude-Lorentz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \gamma )</td>
</tr>
<tr>
<td>12.9325</td>
<td>149.473</td>
</tr>
<tr>
<td>23.3477</td>
<td>379.902</td>
</tr>
<tr>
<td>12.9826</td>
<td>246.711</td>
</tr>
<tr>
<td>11.2336</td>
<td>11.6004</td>
</tr>
<tr>
<td>11.2924</td>
<td>402.653</td>
</tr>
<tr>
<td>11.5613</td>
<td>417.323</td>
</tr>
<tr>
<td>12.9243</td>
<td>507.176</td>
</tr>
<tr>
<td>23.4460</td>
<td>45.761</td>
</tr>
<tr>
<td>13.8991</td>
<td>208.986</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Local protein solvation drives direct down-conversion in phycobiliprotein PC645 via incoherent vibronic transport

Apart from minor modifications, this chapter originally appeared as:


2.1 Abstract

Mechanisms controlling excitation energy transport (EET) in light-harvesting complexes remain controversial. Following the observation of long-lived beats in two-dimensional electronic spectroscopy of PC645, vibronic coherence, the delocalization of excited states between pigments supported by a resonant vibration, has been proposed to enable direct down-conversion from the highest-energy states to the lowest-energy pigments. Here, we instead show that for phycobiliprotein PC645 an incoherent vibronic transport mechanism is at play. We quantify the solvation dynamics of individual pigments using ab initio QM/MM nuclear dynamics. Our atomistic spectral densities reproduce experimental observations ranging from absorption and fluorescence spectra to the timescales and
selectivity of down-conversion observed in transient absorption measurements. We demonstrate that bilin solvation controls EET pathways and that direct down-conversion proceeds incoherently, enhanced by large reorganization energies and a broad collection of high-frequency vibrations. We thus suggest that engineering local solvation dynamics represents a potential design principle for nanoscale control of EET.

2.2 INTRODUCTION

Understanding the solvation dynamics of multiple pigments in a heterogeneous medium is essential for being able to control excited state dynamics in artificial materials. Natural photosynthesis demonstrates this capability in light-harvesting complexes, which exert nanoscale control over excitation transport between pigments via the protein environment. However, at present, it is not possible to experimentally disentangle excitation dynamics from the many timescales of the vibrational bath, which include intramolecular pigment vibrations, fluctuations of neighboring amino acids, reorganization of proximate biological water, and reorganization of the bulk water solvent. Thus, quantitatively connecting the atomic scale motions of the pigment-protein environment to the dynamics of excitation transport in light-harvesting complexes remains a grand challenge at the interface of materials science and chemical physics.

It has long been speculated that simple design principles connect the complex atomic structure of pigment environments to the regulation of EET pathways in LHCs. Recently, there has been growing interest in understanding the role of the vibrational environment in enhancing transport between energetically detuned pigments. The presence of a vibration with the same frequency as the pigment energy gap can enhance transport either coherently, via delocalization, or incoherently, via discrete hopping. Long-lived beat signals in nonlinear spectroscopic measurements of multiple LHCs have been interpreted as evidence for vibronic coherence, the delocalization of excited states between pigments (excitons) supported by a long-lived resonant vibration. To
date, vibronic coherence has been proposed to enhance transport between energetically remote states in two excitation transport processes associated with light-harvesting: charge separation in the reaction center and direct down-conversion in the bilin-containing protein PC645. Here, we instead show that for phycobiliprotein PC645 an incoherent vibronic transport mechanism is at play. We find that flexible bilins, unlike rigid chlorophylls, exhibit large reorganization energies tuned by individual bilin-protein environments, suggesting that phycobiliproteins undergo incoherent energy transfer enhanced by the presence of a broad collection of high-frequency, intramolecular vibrations.

In vivo, PC645 absorbs high-energy photons and down-converts the excitation to facilitate efficient transfer to the reaction centers of photosystem I and II. Transient absorption measurements on isolated proteins reveal that photoexcitation of the high-energy core dihydrobiliverdins (DBVs, Figure a blue and green), is followed by transfer to the low-energy phycocyanobilin 82s (PCB82s, Figure a red and cyan), skipping the energetically intermediate mesobiliverdins (MBVs, Figure a brown and magenta). Direct down-conversion cannot be explained by inter-pigment electronic couplings, suggesting that the vibrational dynamics determined by local protein environments influence the pathways of EET.

Quantifying the ultrafast vibrational dynamics of specific chromophores in LHCs remains a challenge for both theory and experiment. Using a combination of linear and non-linear spectroscopic data, one can parameterize a model that describes the local vibrational environments of each pigment. However, multiple distinct vibrational environments quickly lead to an intractable number of free parameters. Atomistic nuclear dynamics simulations have the potential to bypass the inverse problem but have not previously managed to quantitatively reproduce spectroscopic signals, thus restricting their ability to inform on biological function.

For the first time, we successfully connect unique pigment-protein vibrational
environments to spectroscopic signals by incorporating pigment forces calculated with ground-state density functional theory (DFT). We extract bilin reorganization energies with a wider spread and larger average value than previously expected, allowing for quantitative reproduction of linear spectra in the absence of free parameters. Additionally, our EET simulations yield transfer pathways and timescales in good agreement with experimental transient absorption measurements. To generalize our findings, we examine the simplest representative model system, a dimer with a resonant vibration, and define a ratio that distinguishes between the coherent and incoherent transport regimes. We find that transport between bilins in PC645 occurs incoherently, suggesting that Förster spectral overlaps tuned by local bilin-protein environments control EET and enable direct down-conversion.

2.3 RESULTS AND DISCUSSION

2.3.1 *Ab Initio* Simulations of Protein Solvation Reproduce Linear Spectra

To understand the role of the local pigment environments in controlling EET, we first characterize the atomistic origin of the bilin solvation dynamics. The excitation energy of a pigment bound in a protein pocket, given as the difference between the ground and first excited state energies, fluctuates due to the nuclear motions of the chromophore, the surrounding protein residues, and the proximate water. Simulating excitation energy fluctuations requires performing nuclear dynamics that sample the ground-state potential energy surface (PES) and calculating the excitation energy at regular intervals. These fluctuations can be characterized by a spectral density that describes coupling of the electronic excited state to a continuous distribution of vibrational modes. Given the significant computational cost of obtaining nuclear forces quantum mechanically (QM), previous calculations have always used classical or semi-empirical molecular mechanics.
Figure 2.1: PC645 and computational methodology for spectral density construction. a, Structure and reorganized energy levels of PC645, where we have defined a bilin color scheme that remains consistent throughout. Gray lines in the energy level diagram are drawn schematically to represent the exciton eigenstates of the core DBVs (blue and green) due to the significant excitonic coupling of 319.4 cm\(^{-1}\), more than three times larger than any other coupling in PC645. b, For each bilin, we simulate 50 ps of mixed QM/MM nuclear dynamics in which that bilin is treated quantum mechanically, while the remaining protein is treated with a classical force field. c, We construct energy-gap trajectories by calculating full TDDFT excited states for each bilin on geometries extracted at two femtosecond intervals from our QM/MM trajectories. d, We construct an energy-gap correlation function for each bilin and Fourier transform to obtain eight unique bilin spectral densities.

(MM) force fields to propagate nuclear dynamics for entire LHCs. However, in many cases, the MM PES sampled during nuclear dynamics differs substantially from the QM PES on which excitation energies are defined, causing the calculated spectral densities to report incorrect vibrational frequencies and coupling amplitudes.

We construct spectral densities using nuclear dynamics calculated on an \textit{ab initio} QM/MM PES that combines bilin nuclear gradients calculated using DFT with an MM force field to treat the surrounding protein environment (Figure 2.1b), thereby resolving the mismatch between nuclear dynamics trajectories and excited state calculations.
2.3. Results and Discussion

Figure 2.1 provides an overview of our procedure for constructing spectral densities. For each bilin, we construct energy-gap trajectories (Figure 2.1c) by calculating excitation energies with time-dependent density functional theory (TDDFT) on 20,000 geometries extracted at two femtosecond intervals from our 40 picosecond (ps) QM/MM production runs. Fourier transforms of the two-time correlation functions of the energy-gap trajectories define unique spectral densities that characterize individual bilin environments (Figure 2.1d). We note that while TDDFT often incorrectly predicts absolute excitation energies, cancellation of error results in good descriptions of the curvature of the potential energy surface that we depend on here. 

Spectroscopic signals and EET dynamics depend intimately on the solvation dynamics of individual chromophores. The solvation capacity of the local vibrational environment is quantified by the total reorganization energy ($\lambda$) of the spectral density which measures the energy dissipated as the chromophore relaxes following excitation. Previous studies have assumed that all bilins have identical spectral densities and assigned a reorganization energy of either 260 cm$^{-1}$, 314 cm$^{-1}$, or 480 cm$^{-1}$. Our spectral densities, shown in gray in the subpanels of Figure 2.2, reveal larger reorganization energies ($\langle \lambda \rangle = 909$ cm$^{-1}$) and significant variations between different bilins. The spread in our reorganization energies ($\lambda = 627 - 1414$ cm$^{-1}$) is consistent with the presence of three chemically distinct bilins with different conjugation lengths and either one or two covalent protein linkages. The variability of the reorganization energies between chemically identical bilins bound in distinct protein environments (e.g. MBV$_A$ and MBV$_B$) demonstrates the importance of the protein scaffold in determining the local solvation dynamics. On the other hand, all eight bilin spectral densities show a peak near 1650 cm$^{-1}$ which is consistent with the assignment of a long-lived 1580 cm$^{-1}$ mode as intramolecular C=C or C=N vibrations in broad-band transient absorption measurements.

Incorporating the \textit{ab initio} QM/MM spectral densities into absorption and fluorescence simulations (solid black lines) results in excellent agreement with experimental spectra.
(open grey circles), as shown in Figure 2.2. We note that the negative features observed in simulated spectra are unphysical but do not impact the quality of the lineshapes (Figure 2.3). To account for both the large reorganization energies and the multiple timescales of vibrational relaxation encoded in the structure of our spectral densities, we employ numerically exact hierarchical equations of motion (HEOM), implemented in QMaster. HEOM has been shown to yield realistic simulations of exciton dynamics in LHCs, but its computational complexity limits our spectral densities to including a total of 24 Drude-Lorentz peaks for full-system simulations, each representing a distributions of bath modes. We construct four classes of abridged spectral densities for each bilin starting with Class 1 (eight or nine peaks per bilin) and successively coarse-graining to incorporate fewer peaks until we reach Class 4 (two peaks per bilin). Peak parameters for all spectral densities are given in Table 2.1–2.5. Abridged spectral densities used for spectroscopic calculations are shown with our consistent bilin color scheme in the subpanels of Figure 2.2. We justify our abridged spectral densities by comparing simulated monomer absorption and fluorescence spectra, as described in supplementary information section 2.7.2. Supplementary information section 2.7.3 discusses the system Hamiltonian, ab initio transition dipole moments, details of the fluorescence simulations, and inhomogeneous broadening.

We validate our spectral densities by comparing to two features of the experimental spectra: the Stokes shift, defined as the frequency difference between the highest energy fluorescence peak and the lowest energy absorption peak, and the overall width of the absorption spectrum. Together, these observables are quite sensitive to the distribution of reorganization energies between the different bilins of PC645. Employing the lowest energy bilin spectral density for all pigments, such as would be extracted from a fluorescence line-narrowing experiment, results in an absorption spectrum with a full-width at half maximum (FWHM) that is 25% too small (Figure 2.10). The absorption spectrum contracts in this case because we underestimate the reorganization energies of
2.3. Results and Discussion

Figure 2.2: Comparison between absorption and fluorescence simulated with atomistic spectral densities and experimental spectra. Unabridged (gray) and abridged (colored) bilin spectral densities are shown in the subpanels, where the latter are used for spectroscopic simulations. Each spectral density panel is labeled with the bilin name and the calculated reorganization energy $\lambda$. The main panel compares the calculated absorption and fluorescence spectra (solid black lines) with experimental spectra (open circles).

If we instead use the average of the eight bilin spectral densities for all pigments, we obtain an absorption spectrum with a Stokes shift that is $55\%$ too large (Figure 2.11). The Stokes shift expands because we substantially overestimate the reorganization energy of the PCB82s that dominate the fluorescence and low-energy absorption features. Thus, $18\%$ error between the experimental and simulated Stokes shift and very good agreement with the overall absorption linewidth represents a strong validation of the solvation dynamics encoded in our atomistic spectral densities.
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Figure 2.3: EET pathways and down-conversion rates simulated with HEOM. Arrow thickness is proportional to the exciton flux leaving the DBV core integrated over one picosecond after an initial photoexcitation with (a) 30% or (b) 100% of calculated reorganization energy. The corresponding rates from the DBV core to both PCB82s are reported below each panel.

To the best of our knowledge, in the absence of free parameters, Figure 2.2 represents the closest reported agreement between experimental lineshapes and ab initio simulations of absorption and fluorescence spectra for pigments in a heterogeneous environment.

2.3.2 Protein Solvation Drives Down-Conversion

The spectral density connects the atomistic dynamics of the bilin vibrational environment to both spectroscopic lineshapes and EET pertinent to light-harvesting.

Having validated our atomistic QM/MM spectral densities against absorption and fluorescence spectra, we now confirm that they also describe the experimental observables associated with direct down-conversion in PC645. Experimental transient absorption measurements, combined with global kinetic analysis, indicate that initial excitation of the DBV core is followed by direct transport to the low-energy PCB82 pigments with a rate of 1.7 ps$^{-1}$.[119,120] Neither the rates nor selectivity of direct down-conversion have been successfully reproduced using previously estimated unstructured spectral densities.[121]
2.3. Results and Discussion

Here, we show that numerically exact HEOM simulations combined with our spectral densities predict pathways and rates of down-conversion that accurately reproduce experimental results.

The large reorganization energies of our QM/MM spectral densities are essential for correctly predicting the selectivity of transport from the DBV core to the low-energy PCB82s. Simulated EET pathways following photoexcitation of the DBV core are shown in Figure 2.3a and 2.3b. Arrow thickness in Figure 2.3 is proportional to exciton flux, the net amount of excitation that is transferred from the DBVs to an acceptor pigment in a 1.0 ps interval following photoexcitation. We perform exciton flux calculation using Class 2 spectral densities for the MBVs and Class 4 spectral densities for the remaining pigments (supplementary information section 2.7.2). In Figure 2.3a we rescale the spectral densities to match the average magnitude of reorganization energy used in previous simulations ($\langle \lambda \rangle = 260 \text{ cm}^{-1}$, labeled 30%). In the presence of a smaller average reorganization energy, the more weakly solvated DBV core primarily transports excitation to the energetically adjacent MBV$_B$, qualitatively reproducing previous results$^{119}$. EET simulations using the full reorganization energy (Figure 2.3b, labeled 100%), however, show enhanced direct transfer to the low-energy PCB82s, in reasonable agreement with global kinetic analysis of transient absorption measurements.

In addition to influencing selectivity, the large reorganization energies also increase the rate of direct down-conversion. HEOM is a non-Markovian theory, and as a result, the rates of transport vary as a function of time in response to changes in the vibrational energy distribution. We extract a best-fit rate of down-conversion from HEOM simulations using Class 1 spectral densities with a four-site model containing only the core DBVs and the low-energy PCB82s (supplementary information section 2.7.3). Class 1 spectral densities (e.g. Figure 2.6a) explicitly incorporate the high-frequency mode ($\sim 1650 \text{ cm}^{-1}$) previously assigned to an intramolecular bilin vibration. The rescaled spectral densities (Figure 2.3a, 30%) result in a transport rate of 0.8 ps$^{-1}$, substantially
Figure 2.4: Regimes of coherent and incoherent vibronic transport. a, Energy levels of a detuned model dimer with a vibration on the acceptor pigment that is resonant with the site energy gap. The yellow shading represents the possible delocalization between the donor and the vibrationally excited acceptor states. b, Rate of transport from donor to acceptor as a function of the reorganization energy of the low-frequency background ($\lambda_{\text{deph}}$), where $E_D - E_A = 250$ cm$^{-1}$, $V = 2.75$ cm$^{-1}$, $\lambda_{\text{vib}} = 24.7$ cm$^{-1}$, $\Omega_{\text{vib}} = 274.7$ cm$^{-1}$, and $\gamma_{\text{vib}} = 0.125$ cm$^{-1}$. Calculated rates of transport are shown for HEOM with a high-frequency vibration (HEOM with vib, solid black line), HEOM without vibration (HEOM no vib, solid purple line), and Förster with vibration (Förster with vib, dashed red line). The solid gray area represents the vibronic enhancement arising from the presence of the high-frequency vibration. The green, orange, and red squares represent the population dynamics shown in panel c. c, The acceptor population dynamics following the donor excitation are plotted for $\lambda_{\text{deph}} = 0.01, 0.1, 1$, and 10 in blue, green, orange, and red, respectively. The first oscillation of purely coherent dynamics is plotted as a dashed black line. The population dynamics calculated using Förster theory for $\lambda_{\text{deph}} = 10$ is plotted as a dashed gray line. d, Mechanism of incoherent vibronic enhancement of transport, in which a nearly-resonant vibration can generate a vibronic sideband in the absorption (black) that can enhance overlap with the fluorescence. Absorption and fluorescence lineshapes in the absence of a high-frequency vibration are shown in purple.

slower than the experimentally observed 1.7 ps$^{-1}$. However, using the full reorganization energy of our spectral densities (Figure 2.3b, 100%), we find the simulated rate of transport to be 1.6 ps$^{-1}$, within 8% of the experimental value.
2.3.3 **Down-Conversion Occurs via an Incoherent Vibronic Mechanism**

We have demonstrated that HEOM simulations using our atomistic spectral densities reproduce both the linear spectra and the rate of direct down-conversion in PC645. However, the question remains: what are the mechanistic principles connecting bilin vibrational environments to regulation of EET pathways? In particular, the relative importance of short-lived, low-frequency, intermolecular motions versus long-lived, high-frequency, intramolecular vibrations remains controversial. In this section, we assess how the mechanism of EET in PC645 arises from the interplay of inter-pigment couplings with structured spectral densities. First, we introduce the simplest representative model system that captures the essential features of vibronic transport in the presence of a long-lived high-frequency vibration and define a ratio that distinguishes between the coherent and incoherent transport regimes. Second, we demonstrate that PC645 experiences incoherent vibronic transport and that the long-lived near-resonant vibration assigned to support vibronic coherence is not essential for efficient transport. Finally, we show that generalized Förster theory explains the mechanism of transport in PC645, consistent with recent work on other PPC aggregates, and that local protein solvation enables direct down-conversion by controlling Förster spectral overlaps.

The transition from coherent to incoherent vibronic transport is governed by the ratio of the vibronic coupling \( V_{vib} \) to the rapidly relaxing component of the pigment reorganization energy \( \lambda_{deph} \). Figure 2.4a depicts an energetically detuned dimer with a long-lived resonant high-frequency vibration on the low-energy acceptor pigment (further details in supplementary section 2.7.5). In brief, we define the basis as a direct-product of three indices: the electronic state of the acceptor \( |g_a\rangle, |e_a\rangle \), the electronic state of the donor \( |g_d\rangle, |e_d\rangle \), and the vibrational state of the acceptor on either the ground- or excited-state harmonic oscillator \( |0_g\rangle, |0_e\rangle, |1_e\rangle \). Assuming the energy gap between the
donor \((|g_a, e_d, 0_g⟩)\) and the acceptor \((|e_a, g_d, 0_e⟩)\) is large compared to \(\lambda_{deph}\), rapid excitation transport cannot occur (purple line, Figure 2.4b) unless a vibrationally excited acceptor state \((|e_a, g_d, 1_e⟩)\) is generated by a bridging high-frequency mode (black line, Figure 2.4b). Vibronic coupling \((V_{vib}, eq. (2.1))\) between the nearly degenerate states relevant for vibronic enhancement (gray area, Figure 2.4b) is described by the product of the electronic coupling \((V)\) with the Frank-Condon factor.

\[
V_{vib} = V \cdot \langle 1_e | 0_g \rangle \sim V \cdot \sqrt{\frac{\lambda_{vib}}{\Omega_{vib}}} \tag{2.1}
\]

The vibronic coupling \((V_{vib})\) facilitates delocalization between the donor and acceptor. In contrast, the component of the pigment reorganization energy that relaxes faster than the timescale of transport \((\lambda_{deph})\) drives excitations to localize on individual pigments. Therefore, when \(V_{vib} \gg \lambda_{deph}\), transport is coherent (i.e. aided by delocalization) and initial dynamics rise and oscillate (blue/green lines, Figure 2.4c) on a timescale determined by \(V_{vib}\) (black dashed line, Figure 2.4c). However, when \(\lambda_{deph} \approx V_{vib}\) (orange line, Figure 2.4c) dynamic localization inhibits the initial coherent rise. Finally, when \(\lambda_{deph} \gg V_{vib}\) (red line, Figure 2.4c) complete localization results in incoherent hopping that can be described by Förster theory,

\[
K_{ac-d} = \frac{|V|^2}{\pi \hbar^2} \text{Re} \left[ \int_0^\infty A_a(t) F_d^*(t) dt \right] \tag{2.2}
\]

where \(A_a(t)\) is the absorption lineshape of the acceptor and \(F_d(t)\) is the fluorescence lineshape of the donor. In the incoherent regime \((\lambda_{deph} \gg V_{vib})\) HEOM and Förster theory predict identical transport rates (red dashed line, Figure 2.4b) and dynamics (grey dashed line, Figure 2.4c), assuming vibrational relaxation is not too slow. Thus, the presence of a resonant, intramolecular vibration can enhance incoherent transport by providing a vibronic sideband that increases the absorption/fluorescence overlap (Figure 2.4c). We note that the general conclusions drawn from this model hold whether
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Figure 2.5: Direct down-conversion in PC645 is driven by incoherent vibronic transport. a, Four different PCB82C spectral densities that we use to examine the impact of the high-frequency vibration on direct down-conversion. While cyan represents the case where the high-frequency vibration has been removed entirely, it is also implicitly added to the following three cases in which the high-frequency vibration is shown by itself for clarity: the vibration in its original position in our QM/MM spectral densities (black), the vibration shifted to be in resonance with the DBV_D - PCB82C site energy difference (1550 cm\(^{-1}\), dashed gray), the vibration shifted to be in resonance with the low-energy DBV exciton - PCB82C energy difference (1220 cm\(^{-1}\), black circles). Note that all four sites present in our population dynamics simulations use their individual spectral densities, but the changes to the high-frequency peak are equivalently applied to the other three sites. b, Population dynamics of a four-site system containing the DBVs and PCB82s. Lines representing the sum PCB82 population are labeled by their representation in panel a. c, An energetic depiction of down-conversion where site energies are fully reorganized and arrows represent the combined flux from the DBV core to the MBVs or PCB82s. The flux arrow from DBVs to PCB82s is labeled with the effective transport rate obtained from theory and experiment. Note that excitons are drawn schematically to represent DBV delocalization. d, Kubo monomer absorption for MBV_B (magenta), Kubo DBV core fluorescence (gray), and absorption / fluorescence overlap weighted by the coupling to the lowest energy DBV exciton (outlined magenta). e, Kubo monomer absorption for PCB82C (cyan), Kubo DBV core fluorescence (gray), and absorption / fluorescence overlap weighted by the coupling to the lowest energy DBV exciton (outlined cyan).

or not the vibration is placed on the acceptor, the donor, or both (supplementary information section [link]).
We find that direct down-conversion in PC645 occurs in the incoherent regime of vibronic transport. Limited delocalization between the DBVs due to their strong electronic coupling and the many timescales of vibrational relaxation complicates the assignment of both $\lambda_{\text{deph}} \gg 250 \text{ cm}^{-1}$ and the electronic coupling between the DBVs and PCB82s $\sim 50 \text{ cm}^{-1}$, as described in supplementary information section 2.7.9. On the other hand, the high-frequency vibration on each of the DBVs and PCB82s has a Frank-Condon factor of $\sim 0.25$, supporting a vibronic coupling of at most $12 \text{ cm}^{-1}$. Taken together, we find that the ratio of $\lambda_{\text{deph}}$ to the vibronic coupling in PC645 has a lower bound of 20, indicating the dominance of incoherent transport. Thus, since the energy gap between the DBV fluorescence and PCB82 absorption maxima is larger than their peak widths (supplementary information section 2.7.11), we find that direct down-conversion in PC645 occurs in the incoherent vibronic regime. Given the order of magnitude difference between the lowest estimate of $\lambda_{\text{deph}}$ and the vibronic coupling, our assignment of incoherent vibronic transport is robust to even substantial variation in Hamiltonian parameters (supplementary information section 2.7.12).

The presence of long-lived oscillations in nonlinear spectroscopic measurements led to the suggestion of functionally relevant vibronic coherence in PC645. However, recent work has demonstrated that oscillatory vibronic signatures in 2D electronic spectra do not necessarily imply a role of vibronic coherence in excitation energy transfer. We directly probe the role of vibronic coherence in PC645 by manipulating the high-frequency vibration previously assigned to support vibronic signatures and demonstrate that it is not required for efficient transport. Coherent vibronic transport is known to exhibit a sharp resonance condition as a function of the vibrational frequency. The resonance condition arises because vibronic delocalization between the donor and the vibrationally excited acceptor only occurs when the energy gap is smaller than, or the same order of magnitude as, the vibronic coupling (i.e. $V_{\text{vib}} \sim 12 \text{ cm}^{-1}$). In the case of PC645, partial delocalization in the DBVs means that there are two possible resonance conditions to
consider depending on whether the DBV core eigen- or pigment-states act as the donor. To explore the possible resonance conditions, we examine population dynamics calculated in a four-site model containing only the DBVs and PCB82s. We use Class 1 spectral densities with four possible positions of the high-frequency mode (Figure 2.5a): the original positions (\(\sim 1650 \text{ cm}^{-1}\)), the DBV\(_D\)-PCB82\(_C\) site energy difference (1550 cm\(^{-1}\)), the low-energy DBV exciton-PCB82\(_C\) energy difference (1220 cm\(^{-1}\)), and the complete removal of the high-frequency peak. We observe minimal differences in the resulting population dynamics (Figure 2.5b). An additional exhaustive scan of the peak position between 1100 cm\(^{-1}\) and 1800 cm\(^{-1}\) shows no greater variations in population dynamics. We have therefore demonstrated the absence of a sharp resonance condition, further supporting our assignment of incoherent vibronic transport.

Consistent with the incoherent transport regime, Förster theory captures the dominant contributions to the rate of down-conversion in PC645. In order to describe incoherent transport in the presence of strong coupling between DBVs, we use a generalization of Förster theory\(^{129}\) that treats excitations within the DBV core as delocalized but assumes transport out of the core can be described as an incoherent hop. Due to rapid exciton relaxation within the DBV core, the rate of transport out of the core is determined by the overlap between the lowest-energy DBV exciton fluorescence and the absorption spectra of the remaining pigments. We simulate absorption spectra for the non-DBV pigments using Kubo lineshapes, which are exact for local excitations. We simulate the low-energy DBV exciton fluorescence using an extension of Kubo theory,\(^{129,133,134}\) which neglects the localization of excitons resulting from vibrational fluctuations (Figure 2.15). Generalized Förster theory predicts a rate of 1.4 ps\(^{-1}\), within 15% of the HEOM result (Figure 2.5c).

Using generalized Förster theory, we can explain the relative mechanistic role of low-frequency, intermolecular vibrations and high-frequency, intramolecular vibrations in controlling direct down-conversion in PC645. To understand the impact of bilin vibrational environments on transport rates and pathways, we examine the
absorption/fluorescence overlap between the DBV core (grey lines) and either PCB82\(_C\) (cyan, Figure 2.5d) or MBV\(_B\) (magenta, Figure 2.5e). The Stokes shift of the DBV core (~280 cm\(^{-1}\)) enhances the energetic overlap with the lower-energy pigments and dramatically increases the overall rates of transport. Despite almost perfect alignment of the DBV fluorescence with the MBV absorption spectra, excitation is preferentially transported to PCB82s due to the presence of broad vibronic sidebands. In contrast to the narrow resonance condition associated with coherent vibronic transport (width on the order of \(|V1_e|0_g\rangle|\)), the existence of wide absorption and fluorescence features allows for incoherent vibronic enhancement with a broad resonance condition (width on the order of the homogeneous linewidth). Finally, we note that given the importance of the Stokes shift in determining the rate and pathways of excitation transport, the demonstration of modified local solvation dynamics for chemically identical bilins within PC645 represents a potential design principle for nanoscale control of EET.

2.4 Conclusion

The inability to connect pigment-protein solvation dynamics and regimes of EET has previously concealed the underlying design principles at play in photosynthetic LHCs. We have demonstrated how specific features of the pigment vibrational environments in PC645 exert nanoscale control of EET pathways and enable direct down-conversion. We accessed the atomistic origin of local solvation for each bilin using \textit{ab initio} QM/MM nuclear dynamics. Our simulations identified disparities between bilin vibrational environments, which had not been sucessfully extracted from experimental measurements, yielding excellent agreement with absorption and fluorescence spectra. In contrast to previous interpretations, we have identified that down-conversion proceeds via an incoherent vibronic transport mechanism where:

- excitations are localized on individual bilins (except for the DBV core) and transport occurs via incoherent hops,
• direct down-conversion is enhanced by large reorganization energies and the presence of a wide collection of high-frequency vibrations that induce broad vibronic sidebands.

Thus, our findings predict that coherent vibronic transport is not present in bilin-containing cryptophyte algal antenna complexes.

The incoherent vibronic mechanism assigned here to PC645 is far more robust to imperfections than its coherent counterpart and could act as a blueprint for the design of artificial excitonic materials. Recent advances in biomimetic light-harvesting technologies have demonstrated novel architectures, e.g. metal-organic frameworks (MOFs) and DNA origami, that can precisely place pigments within a hierarchically organized assembly. To fully realize nanoscale control of EET, we must iteratively simulate and design the local vibrational environments of pigment-scaffold architectures. However, the complexity of our current procedure is infeasible for high-throughput application, pointing towards the need for new and more efficient computational strategies and approximations.

2.5 Methods

We perform eight QM/MM nuclear dynamics simulations where the forces on one bilin are constructed from ground-state DFT calculations for each trajectory. We begin each QM/MM trajectory with 10 picoseconds of equilibration followed by 40 picoseconds of production run. We construct energy gap trajectories for each bilin using time-dependent density functional theory (TDDFT) calculations on geometries sampled every two femtoseconds, for a total of 20,000 geometries per bilin. We use the energy gap trajectories to construct two-time correlation functions and then Fourier transform to obtain the spectral density for each bilin. Overall, the eight 50 picosecond QM/MM trajectories took over nine months to run, and cost more than two million CPU hours. The details of the initial geometry preparation, separation of the quantum from classical regions, excited-state energy calculations, and the construction of the spectral densities is
described in supplementary information section 2.7.10.

Exciton dynamics simulations were performed with the QMaster software package that provides a high-performance implementation of HEOM, which runs flexibly on both GPU and CPU architectures. HEOM fluorescence calculations used a development version of QMaster. All HEOM results presented were run at a hierarchy depth of six except for rate calculations, which were run at a hierarchy depth of five (supplementary information section 2.7.4).
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2.7 Supplementary Information

2.7.1 System Hamiltonian

We describe energy transfer using a Frenkel exciton Hamiltonian and assume that only one of the pigments is excited at a time. The Hamiltonian of the single exciton manifold reads

\[ H_{\text{ex}} = \sum_{m=1}^{N} \varepsilon_{m}^{0} |m\rangle\langle m| + \sum_{m>n} J_{mn} (|m\rangle\langle n| + |n\rangle\langle m|). \]  

(2.3)

Here \(|m\rangle\) denotes the state in which pigment \(m\) is excited while the other pigments remain in the electronic ground state. \(J_{mn}\) denotes the electronic coupling between the excited states on pigments \(m\) and \(n\).

The pigments are coupled to the protein environment modeled by a set of independent harmonic oscillators

\[ H_{\text{phon}} = \sum_{m,i} \hbar \omega_i b_{i,m}^\dagger b_{i,m}, \]  

(2.4)

and we assume a linear coupling of the exciton system to the vibrations

\[ H_{\text{ex-phon}} = \sum_{m} |m\rangle\langle m| \sum_{i} \hbar \omega_{i,m} d_{i,m} (b_{i,m} + b_{i,m}^\dagger). \]  

(2.5)

The reorganization energy, \(\lambda_{m} = \sum \hbar \omega_{i,m} d_{i,m}^2/2\), is added to the exciton energies in eqn (2.3), \(\varepsilon_{m} = \varepsilon_{m}^{0} + \lambda_{m}\). The phonon mode dependent coupling strength is captured by the spectral density

\[ J_{m}(\omega) = \pi \sum_{\xi} \hbar^2 \omega_{\xi,m}^2 d_{\xi,m}^2 \delta(\omega - \omega_{\xi,m}) \]  

(2.6)

which can also be defined as a sum of Drude-Lorentz peaks of form

\[ J(\omega) = \sum_{i=1, s=\pm}^{N_{\text{peaks}}} \frac{\lambda_{i} \gamma_{i} \omega}{2} \frac{1}{\gamma_{i}^2 + (\omega + s \Omega_{i})^2}. \]  

(2.7)

where \(\lambda_{i}\) is the peak reorganization energy, \(\gamma_{i}\) defines the peak width, \(\Omega_{i}\) defines the center frequency, and \(\beta\) is the inverse temperature. The PC645 system Hamiltonian was
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constructed by Mirkovich et. al assuming an identical spectral density for all sites with a reorganization energy of 478.24 cm$^{-1}$. In order to combine the Mirkovich Hamiltonian with our spectral densities, we need to modify the diagonal elements, which denote the excited state energy of each chromophore plus the reorganization energy of that chromophore as defined above. To account for the reorganization energies of our unique spectral densities, we subtract off 478.24 cm$^{-1}$ from each site energy and add the corresponding reorganization energy of that bilin’s spectral density, preserving the underlying $\epsilon^0_m$ values obtained previously.

2.7.2 Spectral Densities

While HEOM is numerically exact, large reorganization energy values require substantial hierarchy depth to ensure convergence. The particularly large reorganization energies of the MBVs require a depth of $N_{\text{max}}=6$ for all full-system calculations presented in this manuscript, which restricts us to including a total of 24 bath modes over all eight sites and necessitates coarse graining of our spectral densities. We construct four classes of abridged spectral densities for each bilin that include successively fewer peaks. Construction is guided by four metrics:

- L1 and L2 norms of error between the abridged and unabridged spectral densities
- the relative distribution of reorganization energy along the frequency axis, e.g. how much of the reorganization energy is contained between 0 and 200 cm$^{-1}$ versus between 200 and 400 cm$^{-1}$, etc
- monomer absorption and fluorescence lineshapes
- three-site population dynamics, including the core DBV bilins along with each other site in turn

We note that no experimental data of any kind was referenced during spectral density construction. Leveraging all five of these metrics simultaneously allows us to
systematically and optimally reduce complexity while preserving essential observables given the constraints.

We define the first and most accurate set of spectral densities as Class 1, and these include either eight or nine peaks depending on the bilin. Class 1 spectral densities have enough peaks to accurately capture the majority of the sharp features observed in the unabridged spectral densities, but contain too many bath modes to be applied to full-system calculations given the numerical complexity of the hierarchical equations of motion exciton dynamics method. Class 2 spectral densities include either five or six peaks depending on the bilin and therefore can only accurately represent some of the sharp features observed in the unabridged spectral densities. Despite the limitations, simulations with Class 2 spectral densities are able to accurately reproduce absorption, fluorescence, and population dynamics obtained from simulations with the more accurate Class 1 spectral densities. Class 3 and Class 4 spectral densities contain three and two peaks, respectively, and cannot accurately capture any of the sharp features observed in the unabridged spectral densities. Spectral densities of all four classes for \( \text{PCB}82C \) are shown in Figure 2.6, while spectral density parameters for all classes and all bilins are given below in Table 2.1-2.5.

We construct Class 1 spectral densities by trying to minimize L1 and L2 error with respect to the unabridged spectral densities while also preserving the relative distribution of reorganization energy. Class 1 spectral densities are too complex for use in full-system calculations, but we can use them to run monomer HEOM calculations up to a hierarchy depth of Nmax=12 for precise convergence. As seen in Figure 2.7 for \( \text{PCB}82C \), monomer simulations with the Class 2 spectral density (blue) are able to reproduce absorption and fluorescence lineshapes and Stokes shift obtained from simulations with the Class 1 spectral density (red). While the Class 3 and Class 4 spectral densities cannot reproduce the lineshape or Stokes shift, the addition of a peak near zero frequency in Class 3 compared with Class 4 dramatically improves both observables, as shown in Figure 2.7.
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Figure 2.6: Four spectral density classes for $PCB82_C$. a, Class 1, nine peaks. b, Class 2, five peaks. c, Class 3, three peaks. d, Class 4, two peaks.

Figure 2.7: Monomer absorption and fluorescence. a, All four classes of spectral densities for $PCB82_C$ with Class 1 (nine peaks) shown in red, Class 2 (five peaks) shown in blue, Class 3 (three peaks) shown in green, and Class 4 (two peaks) shown in magenta. b, Monomer absorption (solid) and fluorescence (dashed) calculated with HEOM using the four classes of spectral densities. Stokes shifts are depicted graphically above.

This demonstrates the importance of accurately capturing the pure dephasing rate, which is defined as the spectral density slope at zero frequency, since it directly impacts the optical dephasing time which influences Stokes shift. We were able to obtain Class 2
2.7. Supplementary Information

Figure 2.8: Three-site population dynamics. a, Three classes of $MBV_B$ spectral densities with Class 1 shown in solid, Class 2 shown in short dashed, and Class 4 shown in long dashed. We note that Class 3 have dynamics identical to Class 4 spectral densities. b, Three-site population dynamics from the DBV core (blue and green) to $MBV_B$ (magenta) using the three different classes of spectral density for the $MBV_B$, while Class 4 spectral densities were used for the DBV core. c, Three classes of $PCB82_C$ spectral densities with Class 1 shown in solid, Class 2 shown in short dashed, and Class 4 shown in long dashed. d, Three-site population dynamics from the DBV core (blue and green) to $PCB82_C$ (cyan) using the three different classes of spectral density for the $PCB82_C$ while Class 4 spectral densities were used for the DBV core.

spectral densities that accurately reproduced both lineshape and Stokes shift obtained from Class 1 spectral densities for all eight bilins. As seen in Figure 2.8, while we found population dynamics to be less sensitive to spectral density structure compared with spectroscopy, MBV bilin population dynamics in particular remained susceptible to changes in the spectral density structure. Therefore, full system population dynamics and population flux simulations presented in the main text use Class 2 spectral densities for MBVs and Class 4 spectral densities for all other bilins.
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#### Table 2.1: Class 1 spectral density parameters for DBVs and MBVs.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda (cm^{-1})$</th>
<th>$\gamma (cm^{-1})$</th>
<th>$\Omega (cm^{-1})$</th>
<th></th>
<th>$\lambda (cm^{-1})$</th>
<th>$\gamma (cm^{-1})$</th>
<th>$\Omega (cm^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBV(_C)</td>
<td>95.8</td>
<td>7.50</td>
<td>5.95</td>
<td>DBV(_D)</td>
<td>114.0</td>
<td>10.50</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>148.2</td>
<td>90.00</td>
<td>110.0</td>
<td></td>
<td>120.0</td>
<td>70.00</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>63.0</td>
<td>16.00</td>
<td>352.0</td>
<td></td>
<td>52.0</td>
<td>50.00</td>
<td>310.0</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>37.00</td>
<td>540.0</td>
<td></td>
<td>24.2</td>
<td>13.00</td>
<td>480.0</td>
</tr>
<tr>
<td></td>
<td>40.0</td>
<td>40.00</td>
<td>740.0</td>
<td></td>
<td>15.4</td>
<td>12.00</td>
<td>599.0</td>
</tr>
<tr>
<td></td>
<td>71.6</td>
<td>55.00</td>
<td>945.0</td>
<td></td>
<td>70.0</td>
<td>55.00</td>
<td>898.0</td>
</tr>
<tr>
<td></td>
<td>183.6</td>
<td>80.00</td>
<td>1330.0</td>
<td></td>
<td>186.6</td>
<td>80.00</td>
<td>1370.0</td>
</tr>
<tr>
<td></td>
<td>96.0</td>
<td>30.00</td>
<td>1620.0</td>
<td></td>
<td>90.4</td>
<td>25.00</td>
<td>1660.0</td>
</tr>
<tr>
<td>MBV(_A)</td>
<td>107.4</td>
<td>6.50</td>
<td>5.0</td>
<td>MBV(_B)</td>
<td>162.0</td>
<td>10.20</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>268.0</td>
<td>40.00</td>
<td>60.0</td>
<td></td>
<td>200.0</td>
<td>50.00</td>
<td>53.0</td>
</tr>
<tr>
<td></td>
<td>264.0</td>
<td>100.00</td>
<td>255.0</td>
<td></td>
<td>131.0</td>
<td>43.00</td>
<td>180.0</td>
</tr>
<tr>
<td></td>
<td>48.0</td>
<td>30.00</td>
<td>530.0</td>
<td></td>
<td>66.0</td>
<td>18.00</td>
<td>355.0</td>
</tr>
<tr>
<td></td>
<td>200.0</td>
<td>80.00</td>
<td>800.0</td>
<td></td>
<td>150.6</td>
<td>140.00</td>
<td>643.0</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>14.00</td>
<td>1010.0</td>
<td></td>
<td>50.0</td>
<td>16.00</td>
<td>881.0</td>
</tr>
<tr>
<td></td>
<td>376.0</td>
<td>90.00</td>
<td>1300.0</td>
<td></td>
<td>12.0</td>
<td>20.00</td>
<td>1010.0</td>
</tr>
<tr>
<td></td>
<td>160.0</td>
<td>25.00</td>
<td>1640.0</td>
<td></td>
<td>245.8</td>
<td>90.00</td>
<td>1320.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.0</td>
<td>25.00</td>
<td>1660.0</td>
</tr>
</tbody>
</table>
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Table 2.2: Class 1 spectral density parameters for PCBs.

| PCB158\(_C\) | | PCB158\(_D\) | | PCB82\(_C\) | | PCB82\(_D\) |
|---|---|---|---|---|---|---|---|
| \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) | \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) | \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) |
| 128.0 | 15.00 | 14.0 | 154.0 | 7.50 | 6.0 | 128.0 | 15.00 | 14.0 |
| 80.0 | 30.00 | 105.0 | 60.8 | 34.00 | 69.0 | 80.0 | 30.00 | 105.0 |
| 46.0 | 18.00 | 197.0 | 110.6 | 72.00 | 275.0 | 46.0 | 18.00 | 197.0 |
| 118.0 | 55.00 | 330.0 | 24.0 | 20.00 | 545.0 | 118.0 | 55.00 | 330.0 |
| 56.0 | 25.00 | 550.0 | 150.0 | 84.00 | 725.0 | 56.0 | 25.00 | 550.0 |
| 185.2 | 88.00 | 780.0 | 24.0 | 15.00 | 888.0 | 185.2 | 88.00 | 780.0 |
| 14.0 | 9.00 | 1014.0 | 12.0 | 10.00 | 1005.0 | 14.0 | 9.00 | 1014.0 |
| 242.2 | 80.00 | 1300.0 | 332.6 | 80.00 | 1260.0 | 242.2 | 80.00 | 1300.0 |
| 104.6 | 23.00 | 1635.0 | 158.0 | 60.00 | 1600.0 | 104.6 | 23.00 | 1635.0 |
| | | | | | | | | |
| PCB82\(_D\) | | | | | | | | |
| \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) | \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) | \(\lambda(cm^{-1})\) | \(\gamma(cm^{-1})\) | \(\Omega(cm^{-1})\) |
| 79.6 | 10.50 | 9.5 | 63.4 | 8.00 | 5.0 | 8.0 | 15.00 | 1665.0 |
| 30.4 | 12.00 | 42.0 | 92.0 | 80.00 | 70.0 | 220.0 | 80.00 | 1305.0 |
| 131.2 | 150.00 | 223.0 | 28.0 | 24.50 | 220.0 | 332.6 | 80.00 | 1300.0 |
| 30.0 | 25.00 | 515.0 | 70.0 | 80.00 | 488.0 | 104.6 | 23.00 | 1635.0 |
| 40.0 | 62.00 | 743.0 | 58.0 | 65.00 | 810.0 | 40.0 | 62.00 | 743.0 |
| 33.0 | 25.00 | 888.0 | 16.0 | 16.00 | 1009.0 | 33.0 | 25.00 | 888.0 |
| 8.0 | 15.00 | 1015.0 | 220.0 | 80.00 | 1305.0 | 8.0 | 15.00 | 1015.0 |
| 244.8 | 80.00 | 1305.0 | 80.0 | 22.00 | 1675.0 | 244.8 | 80.00 | 1305.0 |
| 80.0 | 25.00 | 1665.0 | 80.0 | 22.00 | 1675.0 | 80.0 | 25.00 | 1665.0 |
Table 2.3: Class 2 spectral density parameters.
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### Table 2.4: Class 3 spectral density parameters.

<table>
<thead>
<tr>
<th></th>
<th>DBV&lt;sub&gt;C&lt;/sub&gt;</th>
<th></th>
<th>DBV&lt;sub&gt;D&lt;/sub&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>Ω(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>95.8</td>
<td>7.50</td>
<td>5.95</td>
<td>114.0</td>
<td>10.50</td>
</tr>
<tr>
<td>372.8</td>
<td>250.00</td>
<td>400.0</td>
<td>267.0</td>
<td>350.00</td>
</tr>
<tr>
<td>279.6</td>
<td>120.00</td>
<td>1400.0</td>
<td>291.6</td>
<td>120.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MBV&lt;sub&gt;A&lt;/sub&gt;</th>
<th></th>
<th>MBV&lt;sub&gt;B&lt;/sub&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>Ω(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>107.4</td>
<td>6.50</td>
<td>5.0</td>
<td>162.0</td>
<td>10.20</td>
</tr>
<tr>
<td>800.0</td>
<td>350.00</td>
<td>400.0</td>
<td>609.6</td>
<td>350.00</td>
</tr>
<tr>
<td>536.0</td>
<td>120.00</td>
<td>1400.0</td>
<td>331.8</td>
<td>120.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>PCB158&lt;sub&gt;C&lt;/sub&gt;</th>
<th></th>
<th>PCB158&lt;sub&gt;D&lt;/sub&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>Ω(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>128.0</td>
<td>15.00</td>
<td>14.0</td>
<td>154.0</td>
<td>7.50</td>
</tr>
<tr>
<td>499.2</td>
<td>350.00</td>
<td>400.0</td>
<td>381.4</td>
<td>350.00</td>
</tr>
<tr>
<td>346.8</td>
<td>120.00</td>
<td>1420.0</td>
<td>490.6</td>
<td>140.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>PCB82&lt;sub&gt;C&lt;/sub&gt;</th>
<th></th>
<th>PCB82&lt;sub&gt;D&lt;/sub&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>Ω(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>λ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>γ(cm&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>79.6</td>
<td>10.50</td>
<td>9.5</td>
<td>63.4</td>
<td>8.00</td>
</tr>
<tr>
<td>272.6</td>
<td>350.00</td>
<td>450.0</td>
<td>264.0</td>
<td>350.00</td>
</tr>
<tr>
<td>324.8</td>
<td>120.00</td>
<td>1400.0</td>
<td>300.0</td>
<td>120.00</td>
</tr>
</tbody>
</table>
2.7.3 Spectroscopy

*Ab initio* transition dipole moments for each bilin, necessary for accurate spectroscopic simulations, were obtained from TDDFT calculations and averaged over bilin trajectories. Our eight transition dipole vectors are given in Table 2.6.

Inhomogeneous broadening was accounted for in absorption and fluorescence simulations by averaging 100 calculations in which each bilin excitation energy was perturbed by a value drawn randomly from a Gaussian distribution with a width of 150 cm\(^{-1}\). This width was selected to be approximately the average of the inhomogeneous line broadening values used by Mirkovich et. al.\(^{113}\)

Fluorescence results presented in the main text are Boltzmann weighted sums of monomer fluorescence calculations run with HEOM at a hierarchy depth of Nmax=12. The additional computational complexity of fluorescence compared to absorption prevents full system simulations from achieving convergence in the hierarchy. Calculations

<table>
<thead>
<tr>
<th></th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
<th>ACB</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda) ((^{-1}))</td>
<td>(\gamma) ((^{-1}))</td>
<td>(\Omega) ((^{-1}))</td>
<td>(\lambda) ((^{-1}))</td>
<td>(\gamma) ((^{-1}))</td>
<td>(\Omega) ((^{-1}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>468.6</td>
<td>250.00</td>
<td>400.0</td>
<td>381.0</td>
<td>350.00</td>
<td>400.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>279.6</td>
<td>120.00</td>
<td>1400.0</td>
<td>291.6</td>
<td>120.00</td>
<td>1420.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>907.4</td>
<td>350.00</td>
<td>400.0</td>
<td>771.6</td>
<td>350.00</td>
<td>400.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>536.0</td>
<td>120.00</td>
<td>1400.0</td>
<td>331.8</td>
<td>120.00</td>
<td>1420.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>627.2</td>
<td>350.00</td>
<td>400.0</td>
<td>535.4</td>
<td>350.00</td>
<td>450.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>346.8</td>
<td>120.00</td>
<td>1420.0</td>
<td>490.6</td>
<td>140.00</td>
<td>1420.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>352.2</td>
<td>350.00</td>
<td>450.0</td>
<td>327.4</td>
<td>350.00</td>
<td>450.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>324.8</td>
<td>120.00</td>
<td>1400.0</td>
<td>300.0</td>
<td>120.00</td>
<td>1400.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
including only the four lowest energy bilins, the PCB158s and PCB82s, are feasible and reasonably accurate given that fluorescence spectra are dominated by the response of low energy sites. We observed that four-site calculations are indistinguishable from a Boltzmann weighted sum of four monomer lineshapes. Therefore, we present monomer-based results that allow larger Nmax values.

Absorption and fluorescence spectra presented in the main text can be seen to go slightly below zero amplitude, which is unphysical. We expect negative features arise due to the high-temperature approximation made by the QMaster implementation of HEOM. In order to ensure that negative features are not impacting the overall lineshape, we compared HEOM monomer absorption and fluorescence spectra to Kubo lineshapes, which are exact for monomers, shown in Figure 2.3. Monomer calculations employed Class 1 spectral densities, and the HEOM calculations were run at a hierarchy depth of Nmax=12. While HEOM lineshapes appear to be slightly too narrow, their features remain minimally perturbed by negative features.

Absorption and fluorescence spectra are highly sensitive to spectral density structures and pigment reorganization energies. Due to experimental constraints, spectral densities of the lowest energy bilins, such as would be extracted from fluorescence line narrowing, are often used for all pigments. However, if we employ PCB82C spectral densities for all
Figure 2.9: Comparing monomer lineshapes. Monomer Kubo absorption and fluorescence (dashed) are compared to monomer HEOM absorption and fluorescence (solid) for two representative bilins, $MBV_B$ (magenta) and $PCB82_C$ (cyan).

pigments, we obtain an absorption spectrum with a full-width at half maximum 25% too small, as seen in Figure 2.10. The decreased spectral width is due to the reduced reorganization energy of the high-energy MBVs and DBVs, while the Stokes shift remains accurate given that the reorganization energies of the PCB82s remain essentially unchanged. In order to present a fair comparison with our non-identical spectra, Class 4 $PCB82_C$ spectral densities were used for MBVs and DBVs, Class 3 $PCB82_C$ spectral densities were used for PCB158s, and Class 2 $PCB82_C$ spectral densities were used for PCB82s.

In contrast, if we employ the average of the eight bilin spectral densities for all pigments, we obtain an absorption spectrum that overestimates the Stokes shift by 55%, as seen in Figure 2.11. The larger Stokes shift follows from the increase in the reorganization energy of our lowest energy pigments when using the average spectral
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Figure 2.10: The sensitivity of linear spectra to spectral densities: low energy SDs. Absorption and fluorescence spectra using spectral densities from the lowest energy bilin \( PCB82C \) (gray) compared with those using unique spectral densities (black).

We note that average spectral densities were made by averaging the eight raw bilin spectral densities and then using the same construction procedure to obtain the four spectral density classes as detailed previously. Once again, in order to present a fair comparison with our non-identical spectra, Class 4 average spectral densities were used for MBVs and DBVs, Class 3 average spectral densities were used for PCB158s, and Class 2 average spectral densities were used for PCB82s.

We note that in both of the examples presented, Hamiltonian site energies were adjusted according to the reorganization energies in order to continue to preserve the underlying \( \epsilon_{m}^{0} \) values. While many different sets of spectral densities could in principle yield reasonable absorption and fluorescence spectra, the significant spectroscopic error introduced when employing two common approximations provides further evidence that our spectral densities and their associated reorganization energies have accurately captured physically relevant details of individual bilin vibrational environments in PC645.
the main text, an additional 85 $cm^{-1}$ was added to all site energies to ensure alignment with the experimental fluorescence peak. This has no impact on the Stokes shift or the absorption lineshape that we depend on to validate our spectral densities.

### 2.7.4 Dynamics

Figure 2.12 shows one picosecond of full system population dynamics calculated at a hierarchy depth of $N_{\text{max}}=6$. The exciton is initially localized on the highest energy bilin, $DBV_D$ (green), and can be seen to rapidly delocalize over the DBV core (blue and green) before down-converting to the low energy PCB82s (cyan and red). The minimal populations of the intermediate MBVs (magenta and brown) represent an improvement over previous simulations of PC645 exciton dynamics given the better agreement with
We perform four-site HEOM population dynamics simulations including the DBV core and the low energy PCB82s in order to isolate the DBV to PCB transfer rate. The populations of the two DBVs and the two PCB82s are summed separately in order to obtain a dimer-like system from which we extract rates as per Dijkstra et al. Summed populations obtained from HEOM calculations are compared to populations obtained from resulting rate equations in Figure 2.13 and are found to agree with minimal error.

We calculate rates in this way at a range of scaled reorganization energies and using two different classes of spectral densities to further demonstrate the importance of our large reorganization values and of resolved spectral density features for accurate rate prediction. As seen in Figure 2.14, the rate in best agreement with experiment is obtained at our full reorganization energy and with the more accurate Class 2 spectral densities.

Figure 2.12: Full system population dynamics. One picosecond of population dynamics calculated with Class 2 spectral densities (six peaks) on the MBVs (brown and magenta) and Class 4 spectral densities (two peaks) on all other sites.
While rate calculations presented here were run at a hierarchy depth of \( N_{\text{max}}=6 \), our four-site population dynamics no longer include the bilins with the largest reorganization energies, and thus we determined that they converged at a hierarchy depth of \( N_{\text{max}}=5 \). The significantly reduced computational cost at this depth allowed us to use Class 1 spectral densities to simulate down-conversion rates presented in the main text while maintaining strict convergence. We note that the rate of down-conversion obtained from simulations with Class 1 spectral densities differs by less than 0.015 \( ps^{-1} \) compared with the rate obtained from simulations with Class 2 spectral densities.

Förster overlaps presented in the main text rely on the accuracy of Kubo fluorescence for the tightly bound DBV core. However, Kubo lineshapes fail to describe the time-dependent dynamic localization process captured by HEOM, as shown in Figure 2.15. The additional Stokes shift increases overlap with the PCB82 absorption by
Figure 2.14: **DBV to PCB transfer rate as a function of reorganization energy.** EET rate as a function of reorganization energy scaling extracted from four-site HEOM calculations. The experimental rate is shown in red, HEOM simulations with Class 2 spectral densities (five peaks) are shown in solid black, and HEOM simulations with Class 4 spectral densities (two peaks) are shown in dashed black.

12%. The increased rate is mitigated by an estimated 10% decrease of $|V_{eff}^2|$ as a result of dynamic localization in the DBV core.

2.7.5 **Model Vibronic Dimer**

2.7.6 **Coherent vs Incoherent Transport**

Figure 2.4 depicts an energetically detuned dimer with a long-lived high-frequency vibration on the low-energy acceptor pigment that is resonant with the energy gap. As noted in the main text, we define the basis as a direct-product of three indices: the electronic state of the acceptor ($|g_a\rangle$, $|e_a\rangle$), the electronic state of the donor ($|g_d\rangle$, $|e_d\rangle$), and the vibrational state of the acceptor on either the ground- or excited-state harmonic oscillator of the acceptor ($|0_g\rangle$, $|0_e\rangle$, $|1_e\rangle$). In the purely coherent limit (i.e. $\lambda_{deph} \rightarrow 0$),
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Figure 2.15: Time-dependence of HEOM DBV fluorescence compared to Kubo lineshape.
Kubo fluorescence (black) fails to describe the dynamic localization captured by HEOM (gray) over 2 fs (solid), 20 fs (long dashed), and 200 fs (short dashed).

when the energy gap between the pigments is large compared to the electronic coupling (V) then we can ignore the presence of the low-energy (off-resonant) acceptor state and an excitation of the donor undergoes oscillatory transport with the vibrationally excited acceptor state (black dashed line, Figure 2.4c). The frequency of the oscillation is determined by the splitting of the eigenstates \((2 \cdot V_{vib})\) of the vibronic block of the Hamiltonian (yellow area, Figure 2.4a). We define \(T_{coh} = \frac{\hbar}{4V_{vib}}\) as the half period of the oscillatory motion, which determines the timescale of the initial rise for coherent dynamics. As \(\lambda_{deph}\) increases, the coherent rise is inhibited and dynamics moves into the incoherent regime. We can quantify the onset of incoherent dynamics by comparing HEOM (solid lines) and Förster (dashed lines) population dynamics when \(\lambda_{deph} = 0.1 \cdot V_{vib}\) (green), \(\lambda_{deph} = 1 \cdot V_{vib}\) (orange), and \(\lambda_{deph} = 10 \cdot V_{vib}\) (red) (Figure 2.16). In the coherent regime, Förster over-estimates the rate of transport because it does not account for the
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Figure 2.16: Comparing Förster and HEOM for different $\lambda_{\text{deph}}$ values. We plot the acceptor population dynamics calculated using HEOM (solid lines) or Förster (dashed lines) when $\lambda_{\text{deph}} = 0.1, 1, \text{or} 10$ (green, orange, and red, respectively). The remaining simulations parameters are the same as described in the caption of Figure 2.4b.

possibility of coherent back-transfer between the nearly degenerate states (green lines, Figure 2.16). As $\lambda_{\text{deph}}$ becomes equal to the vibronic coupling, the dynamics of Förster and HEOM become similar (orange lines, Figure 2.16). Finally, as $\lambda_{\text{deph}}$ becomes larger than the vibronic coupling the excitation transport dynamics of Förster and HEOM become equivalent (red line, Figure 2.16).

2.7.7 Vibronic vs Electronic Transport

In the incoherent regime, where Förster theory captures the process of excitation hopping, the rate of transport is determined by the overlap of the donor fluorescence and the acceptor absorption. As a result, the reorganization energy of the vibrational environment plays two roles: first, the component of the reorganization process that occurs after optical dephasing results in a Stokes shift of the fluorescence peak of the donor compared to the absorption energy ($E_d$). Second, the reorganization energy controls the ‘homogeneous’ width of the donor fluorescence and acceptor absorption. When $\lambda_{\text{deph}}$ is comparable to the energy gap between the donor ($E_d$) and acceptor ($E_a - \lambda_{\text{vib}}$) absorption energies, then the...
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0-0 transitions of the donor fluorescence and acceptor absorption can overlap, driving direct electronic transport without vibrational enhancement. However, when the donor-acceptor energy gap is large compared with $\lambda_{deph}$, transport requires the presence of a bridging high-frequency vibration that creates a vibronic side-band in the acceptor absorption, thereby increasing overlap. While the transition from coherent to incoherent is uniquely determined by the ratio of $\lambda_{deph}$ to $V_{vib}$, the smallest $\lambda_{deph}$ that supports direct electronic transport (i.e. not dependent on the high-frequency vibration) depends on the specific value of the energy gap. It is worth noting that in PC645, the energy gap between the DBV core and the PCB82s is large enough that electronic transport cannot explain direct down-conversion as seen by the DBV fluorescence and PCB82 absorption spectra presented if Figure 2.5.

2.7.8 1 vs 2 Vibrations

In the model dimer system, we have incorporated only a single vibration on the acceptor molecule. A single vibration on the donor molecule would result in identical dynamics, where the vibrationally excited state of interest is in the donor ground-state. In the case of two symmetric vibrations, one each on the donor and the acceptor, the Hilbert space must be extended by an additional index for the vibrational state of the donor pigment $(|e_a, g_d, 0^d_g, 0^e_g⟩, |e_d, g_d, 0^d_g, 0^e_g⟩, |e_a, g_d, 1^d_e, 0^e_g⟩, |e_d, g_a, 0^d_e, 1^d_g⟩)$. The resulting Hamiltonian is given by,

$$
\begin{bmatrix}
\tilde{E}_a & V⟨0_e|0_g⟩ & 0 & 0 \\
V⟨0_e|0_g⟩ & E_d & V⟨1_e|0_g⟩ & V⟨0_e|1_g⟩ \\
0 & V⟨1_e|0_g⟩ & \tilde{E}_a + \hbar\Omega_{vib} & 0 \\
0 & V⟨0_e|1_g⟩ & 0 & \tilde{E}_a + \hbar\Omega_{vib}
\end{bmatrix}
$$

(2.8)

where $\tilde{E}_a = E_a - \lambda_{vib}$. This four-state Hamiltonian can be compared to the 3-state equivalent given in Figure 2.4. To see the influence of the second vibration on the transition from the coherent to incoherent regime, we will rewrite our basis set in terms of
a linear combination of the two degenerate vibrationally excited states:

\[ |e_{a}, g_{d}, \nu_{\pm} \rangle = \frac{1}{\sqrt{2}} \cdot (|e_{a}, g_{d}, 0_{e}^{\uparrow}, 1_{g}^{\downarrow} \rangle \pm |e_{a}, g_{d}, 1_{e}^{\uparrow}, 0_{g}^{\downarrow} \rangle), \]

In this new basis, we find the Hamiltonian is given by

\[
\begin{bmatrix}
\tilde{E}_{a} & V\langle 0_{e}|0_{g} \rangle & 0 & 0 \\
V\langle 0_{e}|0_{g} \rangle & E_{d} & \sqrt{2} \cdot V\langle 1_{e}|0_{g} \rangle & 0 \\
0 & \sqrt{2} \cdot V\langle 1_{e}|0_{g} \rangle & \tilde{E}_{a} + \hbar \Omega_{vib} & 0 \\
0 & 0 & 0 & \tilde{E}_{a} + \hbar \Omega_{vib}
\end{bmatrix}
\]  

(2.9)

where \( \tilde{E}_{a} = E_{a} - \lambda_{vib} \). The addition of a second equivalent vibration thus increases the effective vibronic coupling by a factor of \( \sqrt{2} \) which slightly delays the transition from coherent to incoherent transport. Further, in the incoherent regime the presence of the second vibration results in a second pathway for excitation transport between the donor and acceptor (as seen by the presence of a vibronic peak in both the donor fluorescence and acceptor absorption) which increases the rate of transport by approximately a factor of 2 compared with the case of a single vibration.

2.7.9 Incoherent Vibronic Transport in PC645

While most of the electronic couplings in PC645 are weak enough (\( V \ll 50 \text{ cm}^{-1} \)) that a site-basis description is appropriate, the strong electronic coupling between the DBVs (\( \sim 320 \text{ cm}^{-1} \)) indicates that some exciton delocalization is present. While delocalization can increase coupling, we find that the exciton and site basis description of the DBV core both have at most 50 cm\(^{-1}\) of coupling to the PCB82s. In our \( ab \ initio \) QM/MM spectral densities, the DBVs and PCB82s have a long-lived (\( \sim 200 \text{ fs} \) lifetime), high-frequency (\( \sim 1650 \text{ cm}^{-1} \)) vibration with at most 96 cm\(^{-1}\) of reorganization energy which supports a 12 cm\(^{-1}\) vibronic coupling. The assignment of \( \lambda_{\text{deph}} \) for down-conversion in PC645 is complicated by both the presence of strong electronic coupling in the DBV core and the
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Figure 2.17: Overlap between DBV fluorescence and PCB82 absorption depends on vibronic side-bands. a, Kubo monomer absorption for PCB82C (cyan), Kubo DBV core fluorescence (gray), and absorption / fluorescence overlap weighted by the coupling to the lowest energy DBV exciton (outlined cyan) with high-frequency vibrations present. b, Kubo monomer absorption for PCB82C (cyan), Kubo DBV core fluorescence (gray), and absorption / fluorescence overlap weighted by the coupling to the lowest energy DBV exciton (outlined cyan) with high-frequency vibrations absent.

many timescales of vibrational relaxation evidenced by the structured form of the spectral densities. The $\sim 250 \text{ cm}^{-1}$ shift in the fluorescence of the DBV core during the first 200 fs following excitation (Figure 2.15), however, is a lower bound for $\lambda_{\text{deph}}$. We thus find that the ratio of $\lambda_{\text{deph}}$ to the vibronic coupling is at least 20, indicating the dominance of an incoherent transport mechanism.

To differentiate between vibronic and electronic transport, we examine the DBV fluorescence lineshape and PCB82 absorption spectra. The energy gap between the 0-0 transitions of the DBV fluorescence and the PCB82 absorption (i.e. transitions that do not change the vibrational quantum number of the donor or acceptor) is $\sim 1300 \text{ cm}^{-1}$. The FWHM of the 0-0 transitions are, however, only $\sim 500 \text{ cm}^{-1}$, resulting in minimal direct electronic transport between the DBVs and PCB82s. We verify this analysis by recalculating the fluorescence and absorption lineshapes in the absence of any high frequency vibrations (i.e. $\hbar \Omega_{\text{vib}} > 475 \text{ cm}^{-1}$) while enforcing the original peak position as shown in Figure 2.17b. In keeping with the analysis above, we see minimal overlap between the 0-0 transitions in the absence of the high-frequency vibrations.
2.7.10 QM/MM Spectral Density Construction

Starting from the PC645 X-ray structure reported by Curmi et al., we constructed AMBER molecular mechanics force fields for each bilin with Antechamber, part of AmberTools13. We performed QM/MM nuclear dynamics using NWChem version 6.3 with a quantum mechanical treatment of a single bilin in each trajectory. We separated the quantum and classical regions of each calculation by inserting a fictitious hydrogen atom as a link into each bilin-protein bond. Given the aqueous protein environment, we assumed that carboxylic acid groups were deprotonated, resulting in a net charge of -2 on each bilin. We added all bilin hydrogens by hand while allowing NWChem to automatically add hydrogens to the protein backbone assuming neutral pH. We obtained initial partial charges for bilin force fields from vacuum density functional theory calculations using the B3LYP exchange-correlation functional and a 6-31G basis set. We solvated the protein using default directives in NWChem. Subsequently, we performed a geometry optimization on the quantum mechanically treated bilin in the presence of protein partial charges prior to running each trajectory. A geometry optimization consisted of ten cycles that each included 3000 MM optimization steps in which we held the QM region fixed followed by ten QM optimization steps in which we held the MM region fixed. Following the geometry optimization, we calculated new partial charges for each bilin in the presence of the protein environment and updated the underlying force field files. After the initial optimization, used to determine the bilin force field parameters, we performed ten additional optimization cycles such that final gradients were below thermal fluctuations. This yielded eight separate optimized structures, one for each bilin, from which to start our QM/MM trajectories.

We began each trajectory with 10 picoseconds of equilibration, during which the simulation temperature stabilized at 295K. We employed Berendsen’s thermostat, standard in NWChem, which is known to correctly approximate the canonical ensemble for simulations including thousands of atoms, such as an LHC. After equilibration, we
performed 40 picosecond production runs. We used a 0.5 femtosecond time step for both equilibration and production runs. Overall, the eight 50 picosecond QM/MM trajectories took nearly nine months to run, and cost over two million CPU hours.

To construct energy gap trajectories for each bilin, we extracted geometries at two femtosecond intervals, for a total of 20,000 geometries per bilin. We ran time dependent density functional theory (TDDFT) calculations using the B3LYP functional and 6-31G basis set on the resulting 160,000 geometries on both Harvard’s Odyssey cluster and the Edison supercomputer at the Department of Energy NERSC facility, using a combined four million CPU hours. We note that while TDDFT often incorrectly predicts excitation energies, cancellation of error results in good descriptions of the curvature of the potential energy surface that we depend on here. For each geometry, we calculated the first five excited states and selected the brightest state, defined as the one with the largest oscillator strength. For a small fraction of calculations (<1%) where two states were within 0.05 oscillator strength, we used their transition dipole vectors to find a linear combination of the two states with maximized oscillator strength. Separately, roughly 5% of the TDDFT calculations failed to converge, requiring us to re-run these calculations with the larger 6-31G* basis set. To make sure that mixing results from two different basis sets did not introduce numerical issues, we additionally ran 6-31G* TDDFT for all geometries of a single bilin. We found the resulting energy gap correlation function to be nearly identical to that constructed with the mixed 6-31G and 6-31G* results.

Following Ref., we constructed two-time bath correlation functions from the energy gap trajectories. To ensure that the correlation functions decayed to zero after roughly two picoseconds, we convolved the resulting correlation functions with a Gaussian having a standard deviation of 24 femtoseconds, as per Ref. We Fourier transformed the resulting correlation functions to obtain a spectral density for each bilin. Drude-Lorentz peaks were then fit to each spectral density to allow for their application to exciton dynamics with the hierarchical equations of motion (HEOM) approach.
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### Initial State

<table>
<thead>
<tr>
<th>Initial State</th>
<th>Flux to MBV$_A$</th>
<th>Flux to MBV$_B$</th>
<th>Flux to PCB$_{82C}$</th>
<th>Flux to PCB$_{82D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBV$_D$</td>
<td>0.1858</td>
<td>0.2069</td>
<td>0.2719</td>
<td>0.2315</td>
</tr>
<tr>
<td>DBV + exciton</td>
<td>0.1824</td>
<td>0.2127</td>
<td>0.2772</td>
<td>0.2294</td>
</tr>
<tr>
<td>DBV + site</td>
<td>0.1815</td>
<td>0.2116</td>
<td>0.2760</td>
<td>0.2286</td>
</tr>
<tr>
<td>DBV – exciton</td>
<td>0.1807</td>
<td>0.2104</td>
<td>0.2747</td>
<td>0.2278</td>
</tr>
<tr>
<td>DBV – site</td>
<td>0.1816</td>
<td>0.2115</td>
<td>0.2759</td>
<td>0.2286</td>
</tr>
</tbody>
</table>

**Table 2.7:** Flux out of the DBV core with different initial states.

2.7.11 EET Pathways are Inensitive to Initial Density Matrix

There has been extensive discussion in the literature regarding the importance of coherent versus incoherent excitation for natural photosynthesis. In our assessment of PC645 flux, we have assumed an initial excitation of the DBV$_D$ bilin, but laser excitation interacts with eigenstates of the dipole operator which can delocalize across multiple bilins. In order to assess the importance of our choice of a DBV$_D$ excitation, we calculate exciton flux out of the DBV core with a range of initial conditions (Table 2.7) including the high-energy DBV core eigenstate (DBV$^+$ exciton), the low-energy DBV core eigenstate (DBV$^-$ exciton), and the equivalent population distributions with the off-diagonal entries of the density matrix set to zero (DBV$^+$ site and DBV$^-$ site). In order for the excitation condition to be important, the transport of interest must occur on timescales fast enough that the initial conditions remain imprinted in the density matrix. Consistent with our assignment of incoherent transport, all memory of the initial coherence of the excitation is lost prior to transport resulting in identical (± 0.001) fluxes for the exciton and site excitations with matched initial populations (e.g. DBV$^+$ exciton and DBV$^+$ site). Further, the rapid relaxation of excitation within the DBV core compared to transport out of the core results in excitations reaching local equilibrium prior to transport. Thus we also find very close agreement (± 0.01) between the flux distributions for all five initial conditions.
2.7.12 The Regime of Transport is Robust to Modest Changes in DBV - PCB Couplings

In the main text, we have assigned incoherent vibronic transport by (i) noting that there is a lower bound on the quickly relaxing component of the reorganization energy that is 20x larger than the vibronic coupling, and (ii) demonstrating the absence of a resonance condition consistent with a coherent enhancement of the transport rates. Specific assignment of coupling elements between pigments can be complicated by the heterogeneous dielectric environment of the protein. We test the sensitivity of our assignment of an incoherent vibronic transport mechanism to modest perturbations in the coupling elements between the DBV and PCB82 pigments. We simulate four-site population dynamics, and plot the sum of the PCB82s, when DBV - PCB82 couplings have been decreased (Figure 2.18a) or increased (Figure 2.18b) by a factor of 1.5 for all four conditions used in the main text Figure 2.5b. These calculations demonstrate the continued absence of a sharp resonance condition or even sensitivity to the presence of the high frequency vibration. Further, the rate of transport increases (decreases) by a factor of 2.1-2.3 when the coupling is increased (decreased) which is consistent with the prediction of 2.25 from Förster theory.
Figure 2.18: Resonance condition remains absent at increased or decreased couplings. a Population dynamics of a four-site system containing DBVs and PCB82s where DBV - PCB82 couplings have been decreased by a factor of 1.5. b Population dynamics of a four-site system containing DBVs and PCB82s where DBV - PCB82 couplings have been increased by a factor of 1.5.
3

Ab Initio Simulations of a Synthetic Fluorescein Dimer Reveal Electronic Coherence

3.1 Abstract

Investigating the importance of electronic coherence in biological light-harvesting has driven research in the last decade based on the promise of novel bio-inspired technologies. However, disentangling the excitation dynamics of pigment-protein complexes has necessitated the use of sophisticated spectroscopic techniques that remain difficult to analyze. The need for a simple model system prompted Hayes et al. to synthesis a series of fluorescein dimers that exhibited off-diagonal oscillations in 2D spectra which they interpreted as evidence of electronic coherence. Despite the reduced complexity, both underlying system properties and the coherent assignment were immediately contested. We seek to resolve this controversy by simulating the excitation dynamics of a synthetic fluorescein dimer with high accuracy and from first principles. We find electronic coupling to be an order of magnitude larger than previously thought, and that strong coupling is critical to obtaining excellent agreement between simulated and experimental linear spectra. We observe strong oscillations at the frequency of electronic coherence for the first 100-150 femtoseconds of population and coherence dynamics, after which long-lived
3.2 Introduction

Vibrationally driven coherences persist for hundreds of femtoseconds. Thus we have identified strong electronic coupling in a fluorescein dimer and confirmed that electronic coherence can be engineered in artificial systems.

3.2 Introduction

Delocalized excited states can allow for coherent, wave-like excitation energy transport (EET), potentially yielding superior transfer efficiencies than incoherent hopping mechanisms. The observation of persistent off-diagonal beatings in 2D spectra of biological light-harvesting systems led to the hypothesis that long-lived electronic coherences play a functional role in photosynthetic EET. However, the complexity of both the pigment-protein complexes and the spectroscopic techniques makes it difficult to distinguish between electronic coherence, vibronic (mixed electronic and vibrational) coherence, and ground-state vibrations, convoluting mechanistic assignment and precipitating a decade of fierce debate over the importance of coherent effects in biology.

In 2013, Hayes et al. engineered rigid synthetic fluorescein heterodimers that exhibited long-lived 2D off-diagonal oscillations with the goal of providing a model system for investigating coherent energy transfer in multichromophoric systems. Despite the system’s reduced complexity, the work attracted almost immediate controversy. Here, we seek to verify the coherent timescale and assignment by simulating transfer dynamics, coherences, and 2D spectra of a fluorescein heterodimer with high accuracy and entirely from first principles. We find that the dimer exhibits strong electronic coupling and that electronic coherence persists for 100-150 fs.
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Figure 3.1: Computational methodology for Hamiltonian and spectral density construction. 

a, Molecular structure of the AB dimer. Gradients for the 40 ps nuclear dynamics trajectory are obtained from a classical forcefield for the ethanol solvent and from planewave density functional theory for the dimer itself. 
b, First two delocalized, adiabatic excitation energy gap trajectories extracted from 16,000 SOS-CIS(D) calculations. The lowest energy excited state is shown in orange, the 2nd lowest energy excited state is shown in red, and by definition these states are orthogonal and thus have no electronic coupling. 
c, Localized, diabatic energy gap trajectories obtained following a fragment excitation diabatization on the adiabatic trajectories. The excitation localized on the A dye is shown in purple while the excitation localized on the B dye is shown in green, and their electronic coupling is now non-zero. 
d, Averaging our diabatic energy gap trajectories as well as the trajectory of their electronic coupling yields the site energies and the coupling, respectively, which form our system Hamiltonian. 
e, We can instead construct energy gap correlation functions and Fourier transform to obtain our two site spectral densities.

3.3 Results and Discussion

3.3.1 Hamiltonian and Spectral Density Construction

Excitation dynamics simulations require three main components: the system Hamiltonian, which defines the excited state energies and their electronic coupling, spectral densities, which define the frequency-dependent coupling of a given excited state to its thermal environment, and excited state transition dipoles. These components can be extracted by simulating a nuclear dynamics trajectory and performing thousands of
excited state calculations on geometry snapshots at regular intervals. Given the detail we are aiming to resolve, we went beyond the field’s standard nuclear dynamics procedure of classical MD and instead propagate nuclear dynamics trajectories with mixed quantum/classical planewave density functional theory \textit{ab initio} molecular dynamics (QM/MM PWDFDT AIMD), where we obtain dimer forces quantum mechanically and solvent forces from a classical forcefield (Figure 3.1a). We note that this is just the second time that AIMD has been used for spectral density construction, with our previous work on PC645 being the first.

We then calculate the first two excited states of the dimer every 2.5 femtoseconds using configuration interaction singles (CIS) and spin opposite-scaled configuration interaction singles with perturbative doubles (SOS-CIS(D)). However, these calculations yield delocalized, adiabatic states that are orthogonal, and thus by definition have no electronic coupling (Figure 3.1b). In order to examine coherence between the two fluoresceins, we instead require localized, diabatic states with finite electronic coupling. Thus, we employ the fragment excitation difference (FED) diabatization to rotate our states into a diabatic basis (Figure 3.1c), yielding energy gap trajectories for excitations on the A and B dyes as well as a trajectory of their electronic coupling. Averaging our trajectories yields the system Hamiltonian (Figure 3.1d), the values of which are summarized in the first four rows of Table 3.1. We can also construct energy gap correlation functions for our two diabatic trajectories as per Valleau et al. and Fourier transform to obtain spectral densities for each site (Figure 3.1e), the reorganization energies of which are reported in the last two rows of Table 3.1. Please see the methods section for comprehensive details on all the calculations summarized here.

As we expect, SOS-CIS(D) excitation energies are significantly closer to the experimental approximation of the A and B site energies than CIS excitation energies (Table 3.1). Further, the SOS-CIS(D) energy gap between A and B is in reasonable agreement with experiment, and far closer than the CIS energy gap. However, while our SOS-CIS(D)
Table 3.1: Comparing CIS, SOS-CIS(D), and experimental absolute energies, energy gaps, couplings, and reorganization energies. Standard error is shown where applicable.

<table>
<thead>
<tr>
<th></th>
<th>CIS</th>
<th>SOS-CIS(D)</th>
<th>Exp. Approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_A[\text{eV}]$</td>
<td>$3.555 \pm 0.00054$</td>
<td>$2.210 \pm 0.00084$</td>
<td>$2.37$</td>
</tr>
<tr>
<td>$E_B[\text{eV}]$</td>
<td>$3.450 \pm 0.00059$</td>
<td>$2.137 \pm 0.00092$</td>
<td>$2.30$</td>
</tr>
<tr>
<td>$\Delta E_{AB}[\text{cm}^{-1}]$</td>
<td>$850.7 \pm 9.1$</td>
<td>$593.3 \pm 14.2$</td>
<td>$500$</td>
</tr>
<tr>
<td>$V_{AB}[\text{cm}^{-1}]$</td>
<td>$448.1 \pm 0.2$</td>
<td>$346.3 \pm 1.37$</td>
<td>$&lt;30$</td>
</tr>
<tr>
<td>$\lambda_A[\text{cm}^{-1}]$</td>
<td>$820.4$</td>
<td>$1062.8$</td>
<td>——</td>
</tr>
<tr>
<td>$\lambda_B[\text{cm}^{-1}]$</td>
<td>$697.1$</td>
<td>$966.9$</td>
<td>——</td>
</tr>
</tbody>
</table>

coupling value of $346.3 \text{ cm}^{-1}$ is substantially smaller than our CIS coupling, it is over an order of magnitude larger than the coupling assumed by experimentalists. We will discuss the problems with the weak coupling assumption in great detail after we examine our spectral densities and simulated linear spectra. Finally, we note that all simulations shown throughout the manuscript use the SOS-CIS(D) Hamiltonian given its consistency with experiment and that it is based on a higher level of theory.

3.3.2 Spectral Densities and Linear Spectra

We aim to simulate exciton dynamics and spectroscopy with QMaster, a high-performance implementation of the numerically exact hierarchical equations of motion (HEOM) method. However, HEOM scales factorially with the number of bath modes present in the simulation, necessitating substantial coarse graining of our spectral densities. We parameterize four classes of pairs of spectral densities that include in total 34 (Class 1), 19 (Class 2), and 8 peaks (Class 3) respectively. Peak parameters and details of the coarse graining procedure are given in supplementary information section 3.7.2. While Class 1 spectral densities contain far too many peaks to use in HEOM, exact Kubo monomer lineshapes allow us to compare all three classes of spectral densities. We find almost no difference between the resulting monomer lineshapes (Figure 3.4), giving us confidence in our coarse graining.
3.3. Results and Discussion

Spectroscopic signals and coherence dynamics depend intimately on the system Hamiltonian and site spectral densities; therefore, we seek to validate our Hamiltonian and spectral densities by comparing simulated linear spectra to experimental linear spectra. Preliminary HEOM simulations of linear absorption and fluorescence using Class 2 spectral densities yield excellent agreement with experimental Stokes shift and peak positions while also revealing the need for better transition dipole moments and the importance of inhomogeneous broadening (Figure 4.18). Since SOS-CIS(D) is only an energy correction, our average transition dipoles are directly from CIS, which is known to struggle in particular with this property. Therefore, our need to slightly rotate the A transition dipole vector by 35 degrees in order to correct the relative absorption peak heights is unsurprising. Once we apply 400 cm$^{-1}$ of inhomogeneous broadening, as described in the methods section, we obtain the spectra shown in Figure 3.2b (CIS) and Figure 3.6 (SOS-CIS(D)). We note that the transition dipole rotation, the choice of inhomogeneous broadening, and the standard addition of a constant shift to match experimental spectral positions are the only aspects of our analysis that do not come entirely from first principles.

While linear spectra simulated with both CIS and SOS-CIS(D) spectral densities are in
good agreement with experiment, CIS spectral densities do a better job capturing the Stokes shift and thus we employ them exclusively going forward. The erroneously large reorganization energies of the SOS-CIS(D) spectral densities may originate from the mismatch with the underlying CIS diabatization. A thorough comparison of CIS and SOS-CIS(D) spectral densities and linear spectra is presented in supplementary information section 3.7.5.

3.3.3 The Case for Strong Coupling

Having validated our Hamiltonian, we now examine the order of magnitude mismatch between the electronic coupling extracted from our calculations and that assumed by experimentalists. While exciton energies can be quantified with linear absorption, site energies and electronic couplings explicitly depend on the underlying diabatization, and thus are most often obtained theoretically. However, accurate simulations of couplings require a trajectory of geometries and thus entail substantial real and computational time.

In their original paper, Hayes et al. assert that their dimers have weak electronic coupling based on the fact that monomer linear spectra approximately sum to dimer linear spectra (Figure 3.7) and that exciton peaks remain unresolved even at cryogenic temperatures. Crucially, this assumption allows them to assign the frequency of electronic coherence without calculating site couplings explicitly. Given their evidence, the lack of contradictory simulations, and the resources required to simulate coupling, this was a reasonable course of action at the time. When Halpin et al. question the weak coupling assumption in their comment, Hayes et al. further support their argument by citing the simulations of Akimov and Prezhdo and presenting a four-gaussian fit to low-temperature AB absorption. However, the simulations of Prezhdo are unreliable given that they employ semiempirical extended Huckel theory and have incorrectly protonated alcohol and carboxylic acid groups despite the experiment’s basic solvent. Furthermore, the molecular orbitals shown in Prezhdo’s Figure 3.3 and cited by Hayes
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were calculated in vacuum, a suspect approximation given that excited states can change substantially in the presence of an electrostatic environment. We also remain unconvinced by the four-gaussian fit to 77K absorption given that accurate extraction of site energies requires simultaneously cross-referencing many different experimental observables.

Therefore, the strong couplings extracted from our calculations, performed at great cost and at the limit of computational feasibility, represent an important new piece of evidence in this debate. The agreement between our simulated AB dimer linear spectra and experimental spectra is superior to the agreement between experimental summed monomer spectra and dimer spectra (Figure 3.2 and Figure 3.7) and further solidifies the assignment of strong coupling. Additionally, if we reduce our coupling by a factor of ten to roughly agree with the speculative coupling of 30 \( cm^{-1} \), simulated Stokes shift and lineshape cannot be made to agree or even approach experimental values, as described in supplementary information section 3.7.4 and shown in Figure 3.8. As we proceed to examine the presence of coherence in the AB dimer, we note that our assignment of strong coupling means that the frequency corresponding to electronic coherence is actually the eigenenergy difference of 915 \( cm^{-1} \) and not the site energy difference of 500 \( cm^{-1} \) examined by Hayes et al.

3.3.4 Population and Coherence Dynamics

While experimentalists are limited to measuring transport and coherence with indirect techniques such as transient absorption and 2D echo spectroscopy, we can directly simulate population and coherence dynamics by propagating a density matrix with a diagonal or off-diagonal initial state, respectively.

Population dynamics calculated with HEOM and Class 2 spectral densities exhibit an early-time coherent rise at the Eigenenergy difference of 915 \( cm^{-1} \) that identifies electronic coherence (Figure 3.3a, dashed blue). While oscillations of this frequency
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strongly persist only 100 fs, almost 90% of the excitation transfer is completed during this time. Population oscillations dynamically change over time and can be examined more thoroughly to probe the nature of the coherences relevant to transport; however, a better measure can be obtained by propagating the coherence directly.

Exciton coherences reveal short-time electronic coherence which transitions to vibrationally driven coherence after 150 fs. Coherent dynamics (Figure 3.3b) can be disentangled by performing a windowed fast Fourier transform as per Kriesbeck et al. (Figure 3.3c), snapshots of which reveal the nature of the coherence as a function of time. At early times (50 fs), the frequency of electronic coherence can be seen to dominate the power spectrum (Figure 3.3d). However, it remains the dominant feature for only 100 fs. By 150 fs, the magnitude of the electronic frequency has decayed substantially, and by 200 fs it only minorly contributes to the power spectrum, which exhibits particularly strong features at vibrational frequencies $680 \text{ cm}^{-1}$ and $1350 \text{ cm}^{-1}$ (Figure 3.3e). Our observation of electronic coherence lasting between 100 and 150 fs is in excellent agreement with experimentally observed dephasing times. Finally, by 350 fs, long-lived vibrations at $450 \text{ cm}^{-1}$, $550 \text{ cm}^{-1}$, $680 \text{ cm}^{-1}$, $1200 \text{ cm}^{-1}$, and $1550 \text{ cm}^{-1}$ dominate the power spectrum (Figure 3.3g).

We note that long-lived coherent frequencies precisely match the sharpest peaks present in our Class 2 spectral densities. While other observables change very slightly (population dynamics) or remain essentially unchanged (linear spectra) by moving from Class 2 to Class 3 spectral densities, long-time coherence dynamics change substantially, as shown in Figure 3.11, 3.12, 3.13, and 3.14. The observation of a coherence between two electronic excited states oscillating at vibrational frequencies could lead one to assign such oscillations to vibronic coherence. However, vibronic effects imply mixing between electronic and vibrational states and thus must exhibit shifts away from pure vibrational frequencies. Given that we observe no such shifts, we cannot assign the oscillations to vibronic coherence. To probe the underlying mechanism, we construct a model vibronic
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Figure 3.3: Population and coherence dynamics. a, Transport dynamics simulated with HEOM and Class 2 spectral densities with the excitation initially localized on the high-energy A dye (purple) and rapidly migrating to the B dye (green) with an initial rise corresponding precisely to the frequency of electronic coherence (dashed blue). b, Direct propagation of exciton coherences. c, Windowed Fourier transform of the coherence dynamics, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, and the frequency of electronic coherence is shown in dashed blue. Note that the dark feature in the bottom middle of the panel denotes electronic coherence. d, Windowed FFT time slice at 0.05 ps, where strong high-frequency vibrations from both A and B spectral densities are shown in dashed brown. e, Windowed FFT time slice at 0.2 ps. f, Windowed FFT time slice at 0.35 ps.
Hamiltonian with Van Vleck perturbation theory, as described in supplementary information section 3.7.1. We find that while long-lived coherent oscillations arise due to vibronic mixing, they are of almost entirely vibrational character, and thus we describe them as vibrationally driven coherence.

### 3.3.5 2D Spectroscopy

In an effort to compare directly with experiment, we simulate a picosecond trajectory of 2D spectra with five fs resolution. However, 2D HEOM simulations are significantly more computationally intensive than any of the previously reported calculations and also require an additional level of the hierarchy to converge ($N_{\text{max}}=7$). Thus, we are limited to Class 3 spectral densities, and the trajectory still takes two weeks on a 256 GPU cluster. Unfortunately, simplification to Class 3 spectral densities prevents accurate incorporation of vibrational frequencies and lifetimes, substantially diminishing the quality of our results and preventing a quantitative comparison with experiment.

Despite the limitations of our 2D simulations, we do observe a 915 cm$^{-1}$ feature in the short-time power spectra of the off-diagonal oscillations of both the stimulated emission (SE) and excited state absorption (ESA) pathways, consistent with our assignment of electronic coherence (Figure 3.18, 3.19). However, the 915 cm$^{-1}$ features in SE and ESA in large part cancel out when all pathways are summed together (Figure 3.17). Cancelation is exacerbated by overly broad features that arise from the broad peaks in our Class 3 spectral densities. Thus, we expect that more accurate spectral densities including realistic, narrow peaks would allow at least a small peak at 915 cm$^{-1}$ to remain in the total off-diagonal oscillation power spectrum. Unfortunately, 2D calculations with more complex spectral densities are computationally infeasible.

Re-examining experimental off-diagonal oscillation power spectra reveals that a 915 cm$^{-1}$ peak present for the AB dimer is absent for the mixture of A and B monomers (Figure 3.21). Comparing dimer and monomer mixture power spectra is the key piece of
3.4. Conclusion

We sought to clarify the nature and timescale of the controversial coherence in a synthetic fluorescein dimer. We characterized the system Hamiltonian and spectral densities with high accuracy and from first principles using QM/MM PWDFT AIMD and thousands of SOS-CIS(D) excited state calculations. We found electronic coupling to be an order of magnitude larger than previously thought, changing the frequency corresponding to electronic coherence from 500 $cm^{-1}$ to 915 $cm^{-1}$, and that strong coupling was critical to our observed excellent agreement between simulated and experimental Stokes shift and lineshape. We calculated population and coherence dynamics and found that signatures of electronic coherence persist for 100-150 fs, after which complex vibrationally driven coherences dominate. We simulated a trajectory of 2D spectra and found signatures of electronic coherence in the SE and ESA pathways that mostly cancelled out in the summed signal. Finally, we examined the experimental 2D power spectrum and found that a small peak at 915 $cm^{-1}$ is present for the dimer and absent for the mixture of monomers, confirming strong electronic coupling in the fluorescein dimer and that electronic coherence can be engineered in artificial systems.

Our work demonstrates the importance of leveraging both theory and experiment when
investigating coherence while simultaneously highlighting critical areas of improvement for each. Although simulations allowed us to probe observables that are not directly experimentally accessible, such as population and coherence dynamics, accurate characterization of the underlying Hamiltonian and spectral densities took over a year of combined real and computational time. More efficient strategies for system characterization, such as the one pioneered by Coker, must continue to be developed and improved along with more efficient exciton dynamics methods that retain much of the accuracy of HEOM. In concert, these advances would make larger and more important systems, such as the photosynthetic reaction center, computationally tractable and would also allow smaller systems to be treated en masse in screening applications.

Regarding experiment, we propose that 2D echo spectroscopy alone is not an optimal strategy for investigating coherence given multiple observations like ours that SE and ESA cancelation can mask the feature of interest. 2D fluorescence spectroscopy, which explicitly prevents this cancelation, or full quantum process tomography could be used to supplement 2D echo and yield a more reliable description of the underlying excitation dynamics.

3.5 METHODS

We prepared the AB dimer structure in Avogadro with all OH groups deprotonated and thus a net -4 charge, given the use of basic solvent, and preformed initial optimization in vacuum with the universal forcefield (UFF). We then solvated the structure in a box of 240 ethanol molecules with Antechamber, a part of AmberTools and performed a brief additional optimization of both the dimer and solvent with the UFF. We then treated the solvated structure with the QM/MM interface of the pseudopotential plane-wave density functional theory module of NWChem on the Cori supercomputer at NERSC. We chose the unit cell size of 48 by 70 by 48 bohr to prevent dimer self-interaction despite the use of periodic boundary conditions, and the
3.5. Methods

PBE96 exchange-correlation functional given it’s excellent tradeoff between accuracy and computational cost. We treated ethanol solvent molecules with the OPLSAA forcefield as well as local pseudopotentials with partial charges as per ref. We collected additional parameters necessary for Lennart Jones ionic interactions from appropriate sources when not available in original OPLSAA.

We then fixed dimer coordinates and optimized solvent molecules with 100 steps of steepest descent in the presence of an approximate AB dimer electron density converged with a minimal wavevector cutoff of 2 Hartree. We then propagated the entire system for 30,000 steps with the Car-Parinello algorithm using a time step of 5 atomic units, a fake mass of 600 atomic units, and a Nose Hoover chain thermostat at 295 Kelvin in order to equilibrate the solvent temperature. We then raised the wavevector cutoff to 35 Hatree and released dimer coordinates, propagating the entire system to equilibation for 10 ps, at which point the system temperature had stabilized at 295 K. We then performed a production run of 38 ps of QM/MM AIMD, still employing our previous time step of 5 atomic units, parallelized over 960 cores. We split the production AIMD trajectory into tasks of 3000 time steps, each of which printed restart files upon completion, in order to gracefully address inevitable crashes or maintenance. Note that a system of this size and complexity was a unique challenge for NWChem, and we worked directly with the developer of the NWPW module, Eric Bylaska, for months in order to correctly prepare the calculation. Additionally, Dr. Bylaska had to implement a new fast error function in order to allow our trajectory to complete in a timely manner. After six months preparing the calculation, AIMD took over four months of real time and cost just over two million CPU hours.

With our trajectory of geometries in hand, we then prepared SOS-CIS(D) excited state calculations followed by an FED diabatization in Q-Chem. We employed a 6-31G basis and an rimp2-VDZ auxiliary basis as required by the SOS-CIS(D) method in Q-Chem. We specified donor and acceptor atomic indices for the diabatization,
incorporated solvent molecules as point charges, and solved for the first two adiabatic
excited states, which were then rotated to yield localized diabatic states and an electronic
coupling value. We did over 100 spot-checks solving for three excited states over the
course of the trajectory and found the 3rd excited state to always be substantially higher
in energy and substantially lower in oscillator strength than the first two, giving us
confidence in our two-state treatment. We took particular care to identify which site each
diabatic state sits on given that their ordering changed frequently over the course of the
trajectory. While an individual SOS-CIS(D) + FED calculation was straightforward to
perform, scaling up to 16,000 calculations presented new challenges due to the 50 GB of
scratch that each single point calculation wrote to scratch combined with their 12 hour
runtime. NERSC consultants helped us to identify the optimal batch configuration of 64
double core jobs and to compile a custom Q-Chem executable that prevented their
substantial IO from interfering with each other. In total, SOS-CIS(D) + FED excited state
calculations took two months and cost 400,000 CPU hours.

We performed exciton dynamics simulations with the QMaster software package\textsuperscript{14} that
provides a high-performance implementation of HEOM and runs flexibly on both GPU
and CPU architectures.\textsuperscript{14} HEOM fluorescence calculations used a development
version of QMaster. All HEOM results presented were run at a hierarchy depth of six
except for 2D simulations, which were run at a hierarchy depth of seven, and fluorescence
simulations, which were run at a hierarchy depth of eight. All HEOM results employed a
time step of 0.5 fs to ensure accurate propagation. Inhomogeneous broadening was applied
to linear spectra through Gaussian weighting of both the dimer energy gap and the energy
midpoint.

3.6 ACKNOWLEDGEMENTS

We gratefully acknowledge Dugan Hayes for sharing experimental data. We thank
Thomas Markovich for help obtaining correlation functions and spectral densities. We
acknowledge the Center for Excitonics, an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science and Office of Basic Energy Sciences, under Award Number DE-SC0001088. S.M.B. acknowledges support from the United States Department of Energy through the Computational Sciences Graduate Fellowship (CSGF). D.I.G.B. and A.A.G. acknowledge the John Templeton Foundation (Grant Number 60469). D.I.G.B. and A.A.G. acknowledge CIFAR, the Canadian Institute for Advanced Research, for support through the Bio-Inspired Solar Energy program. This research used resources of the National Energy Research Scientific Computing Center, a DOE Office of Science User Facility supported by the Office of Science of the U.S. Department of Energy under Contract No. DEAC02-05CH11231. We thank Nvidia for support via the Harvard CUDA Center of Excellence. This research used computational time on the Odyssey cluster, supported by the FAS Division of Science, Research Computing Group at Harvard University.

3.7 Supplementary Information

3.7.1 System Hamiltonian

We describe energy transfer using a Frenkel exciton Hamiltonian and assume that only one of the pigments is excited at a time. The Hamiltonian of the single exciton manifold reads

\[ H_{\text{ex}} = \sum_{m=1}^{N} \epsilon_{m}^{0} |m\rangle\langle m| + \sum_{m>n} J_{mn}(|m\rangle\langle n| + |n\rangle\langle m|). \]  (3.1)

Here \( |m\rangle \) denotes the state in which pigment \( m \) is excited while the other pigments remain in the electronic ground state. \( J_{mn} \) denotes the electronic coupling between the excited states on pigments \( m \) and \( n \).

The pigments are coupled to the protein environment modeled by a set of independent harmonic oscillators

\[ H_{\text{phon}} = \sum_{m,i} \hbar \omega_{i} b_{i,m}^{\dagger} b_{i,m}, \]  (3.2)
and we assume a linear coupling of the exciton system to the vibrations

\[ H_{\text{ex-phon}} = \sum_m |m\rangle \langle m| \sum_i \hbar \omega_{i,m} d_{i,m} (b_{i,m} + b_{i,m}^\dagger). \]  

(3.3)

The reorganization energy, \( \lambda_m = \sum \hbar \omega_{i,m} d_{i,m}^2 / 2 \), is added to the exciton energies in eqn (3.1), \( \varepsilon_m = \varepsilon_m^0 + \lambda_m \). The phonon mode dependent coupling strength is captured by the spectral density

\[ J_m(\omega) = \pi \sum_\xi \hbar^2 \omega_{\xi,m}^2 d_{\xi,m}^2 \delta(\omega - \omega_{\xi,m}) \]  

(3.4)

which can also be defined as a sum of Drude-Lorentz peaks of form

\[ J(\omega) = \sum_{i=1}^{\text{Peaks}} \frac{\lambda_i \gamma_i \omega}{2 \gamma_i^2 + (\omega - s \Omega_i)^2}. \]  

(3.5)

where \( \lambda_i \) is the peak reorganization energy, \( \gamma_i \) defines the peak width, \( \Omega_i \) defines the center frequency, and \( \beta \) is the inverse temperature.

### 3.7.2 Coarse Graining Spectral Densities

While HEOM is numerically exact, large reorganization energy values require substantial hierarchy depth to ensure convergence. We construct four classes of abridged spectral densities that include successively fewer peaks. Construction is guided by three metrics:

- L1 and L2 norms of error between the abridged and unabridged spectral densities
- the relative distribution of reorganization energy along the frequency axis, e.g. how much of the reorganization energy is contained between 0 and 200 \( \text{cm}^{-1} \) versus between 200 and 400 \( \text{cm}^{-1} \), etc
- monomer absorption and fluorescence lineshapes

We note that no experimental data of any kind was referenced during spectral density
construction. Leveraging all four of these metrics simultaneously allows us to systematically and optimally reduce complexity while preserving essential observables given the constraints.

We define the first and most accurate set of spectral densities as Class 1, and these include 16 peaks for site A and 18 peaks for site B. Class 1 spectral densities have enough peaks to accurately capture all sharp features observed in the unabridged spectral densities, but contain too many bath modes to be applied to full-system calculations given the numerical complexity of the hierarchical equations of motion exciton dynamics method. Class 2 spectral densities include 11 peaks on site A and 8 peaks on site B and capture the vast majority of the sharp features observed in the unabridged spectral densities while also being usable for coherence dynamics simulations. Class 2.5 spectral densities contain seven peaks on each site, and while we do not reference them in the main text, we use them later in the SI when we examine coherence dynamics as a function of SD class. Class 3 spectral densities include four peaks on each site and are employed for our trajectory of 2D spectra. Spectral density parameters for all four classes are given in Table 3.2 and 3.2, and CIS spectral densities of Class 2, 2.5, and 3 are shown in Figure 3.11. While Class 1 spectral densities contain far too many peaks to use in HEOM, exact Kubo monomer lineshapes allow us to compare Class 1-3 spectral densities. As seen in Figure 3.11, we find almost no difference between the resulting monomer lineshapes, giving us confidence in our coarse graining.

3.7.3 **Linear Spectra, Inhomogeneous Broadening and Transition Dipole Vectors**

Absorption and fluorescence spectra simulated with HEOM and both CIS and SOS-CIS(D) Class 3 spectral densities are shown in Figure 4.18. Despite the substantially higher reorganization energy of SOS-CIS(D) SDs, both are observed to excellently reproduce the experimental Stokes shift. However, neither accurately captures the spectral
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#### Table 3.2: Class 1 and Class 2 CIS spectral density parameters.

<table>
<thead>
<tr>
<th>SiteA, Class1</th>
<th>SiteB, Class1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(cm^{-1})$</td>
<td>$\gamma(cm^{-1})$</td>
</tr>
<tr>
<td>204.0</td>
<td>25.0</td>
</tr>
<tr>
<td>143.0</td>
<td>55.0</td>
</tr>
<tr>
<td>66.0</td>
<td>41.0</td>
</tr>
<tr>
<td>63.0</td>
<td>34.0</td>
</tr>
<tr>
<td>27.0</td>
<td>25.0</td>
</tr>
<tr>
<td>17.0</td>
<td>50.0</td>
</tr>
<tr>
<td>23.4</td>
<td>28.0</td>
</tr>
<tr>
<td>54.0</td>
<td>30.0</td>
</tr>
<tr>
<td>4.0</td>
<td>30.0</td>
</tr>
<tr>
<td>4.0</td>
<td>30.0</td>
</tr>
<tr>
<td>4.6</td>
<td>25.0</td>
</tr>
<tr>
<td>4.4</td>
<td>30.0</td>
</tr>
<tr>
<td>30.0</td>
<td>29.0</td>
</tr>
<tr>
<td>34.0</td>
<td>36.0</td>
</tr>
<tr>
<td>128.0</td>
<td>34.0</td>
</tr>
<tr>
<td>14.0</td>
<td>18.0</td>
</tr>
<tr>
<td>148.0</td>
<td>34.0</td>
</tr>
<tr>
<td>10.7</td>
<td>15.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteA, Class2</th>
<th>SiteB, Class2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(cm^{-1})$</td>
<td>$\gamma(cm^{-1})$</td>
</tr>
<tr>
<td>206.4</td>
<td>25.0</td>
</tr>
<tr>
<td>145.0</td>
<td>55.0</td>
</tr>
<tr>
<td>66.0</td>
<td>41.0</td>
</tr>
<tr>
<td>65.0</td>
<td>34.0</td>
</tr>
<tr>
<td>34.0</td>
<td>27.0</td>
</tr>
<tr>
<td>33.0</td>
<td>32.0</td>
</tr>
<tr>
<td>60.0</td>
<td>32.0</td>
</tr>
<tr>
<td>32.0</td>
<td>29.0</td>
</tr>
<tr>
<td>35.0</td>
<td>36.0</td>
</tr>
<tr>
<td>130.0</td>
<td>34.0</td>
</tr>
</tbody>
</table>
### 3.7. Supplementary Information

<table>
<thead>
<tr>
<th>SiteA, Class2.5</th>
<th>SiteB, Class2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIS</td>
<td>CIS</td>
</tr>
<tr>
<td>$\lambda(cm^{-1})$</td>
<td>$\gamma(cm^{-1})$</td>
</tr>
<tr>
<td>340.0</td>
<td>60.0</td>
</tr>
<tr>
<td>170.0</td>
<td>80.0</td>
</tr>
<tr>
<td>100.4</td>
<td>100.0</td>
</tr>
<tr>
<td>31.5</td>
<td>29.0</td>
</tr>
<tr>
<td>34.5</td>
<td>36.0</td>
</tr>
<tr>
<td>130.0</td>
<td>34.0</td>
</tr>
<tr>
<td>14.0</td>
<td>18.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteA, Class3</th>
<th>SiteB, Class3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIS</td>
<td>CIS</td>
</tr>
<tr>
<td>$\lambda(cm^{-1})$</td>
<td>$\gamma(cm^{-1})$</td>
</tr>
<tr>
<td>340.0</td>
<td>60.0</td>
</tr>
<tr>
<td>170.0</td>
<td>80.0</td>
</tr>
<tr>
<td>100.4</td>
<td>100.0</td>
</tr>
<tr>
<td>210.0</td>
<td>60.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteA, Class3</th>
<th>SiteB, Class3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOS – CIS(D)</td>
<td>SOS – CIS(D)</td>
</tr>
<tr>
<td>$\lambda(cm^{-1})$</td>
<td>$\gamma(cm^{-1})$</td>
</tr>
<tr>
<td>310.0</td>
<td>140.0</td>
</tr>
<tr>
<td>86.0</td>
<td>40.0</td>
</tr>
<tr>
<td>116.0</td>
<td>100.0</td>
</tr>
<tr>
<td>550.8</td>
<td>80.0</td>
</tr>
</tbody>
</table>

**Table 3.3:** Class 2.5 and Class 3 spectral density parameters.
width nor the correct relative peak heights. The former is due to our lack of inhomogeneous broadening that arises from the many structures present in the ensemble, while the latter is due to the fact that we employ low quality CIS transition dipole moments. We apply inhomogeneous broadening to linear spectra through Gaussian weighting of both the dimer energy gap and the energy midpoint, and we correct the relative peak heights by a small 35 degree rotation of our site A transition dipole vector. After these two modifications, both CIS (Figure 3.2) and SOS-CIS(D) (Figure 3.6b) linear spectra are found to be in good agreement with experimental spectra. Transition dipole vectors including both raw and rotated site A vectors are given in Table 3.4.
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Figure 3.5: Absorption and fluorescence in the absence of inhomogeneous broadening or modifications to the transition dipole moments. SOS-CIS(D) (a) and CIS (b) absorption (solid) and fluorescence (dashed) for the AB dimer calculated with HEOM and Class 3 spectral densities (blue) versus experimental dimer spectra (gray).

Figure 3.6: SOS-CIS(D) spectral densities and linear spectra. a, SOS-CIS(D) spectral densities for the A dye (purple) and for the B dye (green). b, A comparison of simulated (blue) and experimental (gray) linear spectral, where absorption is shown with solid lines and fluorescence is shown with dashed lines. Simulated spectra include 400 $\text{cm}^{-1}$ of inhomogeneous broadening, a 2300 $\text{cm}^{-1}$ constant shift, and a 35 degree rotation of one transition dipole vector, but are otherwise entirely ab initio.

3.7.4 The Weak Coupling Assumption

Experimentalists justify their assumption of weak coupling in large part through their observation that summed monomer spectra match dimer spectra (Figure 3.7). However, agreement for the AB dimer is of only middling quality, and both our CIS and SOS-CIS(D) simulated spectra are in significantly better agreement with experimental dimer spectra than the sum of experimental monomer spectra are. Furthermore, if we
Figure 3.7: Experimental dimer versus summed monomer spectra. Dimer spectra are shown in gray while the summed monomer spectra are shown in blue.

reduce our coupling by a factor of ten in order to agree with the weak coupling assumption, simulated spectra massively overestimate Stokes shift and cannot be made to agree with experimental spectra under any set of transition dipole vectors (Figure 3.8).

3.7.5 CIS Versus SOS-CIS(D)

SOS-CIS(D) spectral densities have significantly more reorganization energy than CIS spectral densities, and the vast majority of that additional amplitude is contained in modes above 1000 cm⁻¹, as seen in Figure 3.9. While linear spectra simulated with both CIS and SOS-CIS(D) spectral densities are in good agreement with experiment, CIS spectral densities do a better job capturing the Stokes shift (Figure 3.2), and SOS-CIS(D) spectral densities do a better job capturing the lineshape (Figure 3.6). The lineshape comparison is better demonstrated by separately shifting absorption and fluorescence, as shown in Figure 3.10. We can see that the additional SOS-CIS(D) high-frequency spectral density amplitude fills in the spectral tails in better agreement with experiment while the
3.7. Supplementary Information

Figure 3.8: Linear spectra simulated with small coupling cannot capture experimental Stokes shift. Experimental dimer spectra are shown in gray while HEOM simulations of dimer spectra with coupling reduced by an order of magnitude are shown in blue.

larger overall reorganization energy causes the Stokes shift to be too large. Recalling once again that SOS-CIS(D) is only an energy correction, it is important to point out that the underlying diabatization is based on CIS electron densities, regardless of if we apply it to CIS or SOS-CIS(D) energies. Thus, it may be that while the energy correction improves the relative high-frequency peak heights or the relative distribution of reorganization energy between high- and low-frequency modes, the increased overall reorganization energy may be due to incorrectly exaggerated fluctuations coming from the mismatch of applying a CIS diabatization rotation to SOS-CIS(D) corrected energies. Given that CIS and SOS-CIS(D) spectral densities yield linear spectra of roughly equal qualities, and that smaller reorganization energies are easier to converge with HEOM, we avoid this mismatch and employ only CIS spectral densities going forward.

3.7.6 Coherence Dynamics as a Function of SD Class

While some observables change very slightly (population dynamics) or remain essentially unchanged (linear spectra) by moving from Class 2 to Class 3 spectral
Figure 3.9: Comparing CIS and SOS-CIS(D) spectral densities. A dye SDs are shown in purple and B dye SDs are shown in green while simultaneously SOS-CIS(D) SDs are depicted with solid lines and CIS SDs are depicted with dashed lines.

Figure 3.10: Comparing CIS and SOS-CIS(D) lineshapes. Simulated (blue) absorption (solid) and fluorescence (dashed) are shifted to precisely match experimental (gray) peak positions in order to compare the quality of the lineshapes obtained from SOS-CIS(D) spectral densities (a) and CIS spectral densities (b).

densities, long-time coherence dynamics intimately depend on specific sharp peaks in the spectral density and thus change substantially. In order to better clarify these effects and
to provide an intermediate data point between the very accurate Class 2 SDs and the very approximate Class 3 SDs, we parameterized Class 2.5 SDs with seven peaks on each site.

In figure 3.11, we show Class 2, 2.5, and 3 SDs for both site A (Figure 3.11a) and site B (Figure 3.11b) as well as the resulting exciton coherences (Figure 3.11c). We then show the windowed FFT analysis for Class 2 (Figure 3.12), Class 2.5 (Figure 3.13) and Class 3 (Figure 3.14). While Class 2 SDs include sharp, long-lived vibrational peaks at both lower frequencies (400 - 700 cm$^{-1}$) and at higher frequencies (1100 - 1600 cm$^{-1}$), Class 2.5 SDs only include the high-frequency sharp peaks, and Class 3 SDs include only broad peaks. As a result, by 350 fs, coherence dynamics calculated with Class 2.5 SDs only show features at high frequencies (Figure 3.13), corresponding to their sharp peaks, and coherence dynamics calculated with Class 3 SDs show few features at all (Figure 3.14).

The particular sensitivity to small, sharp peaks calls into question the validity of the standard spectral density construction procedure in the field, which we employ, that includes convoluting the energy gap correlation function with a Gaussian to ensure that it decays to zero on timescales observed by experimental fluorescence line-narrowing experiments. Convolution with a Gaussian also broadens and merges spectral density peaks, aiding necessary coarse graining for methods like HEOM. Unfortunately, even if we modified our procedure to preserve small, sharp peaks in the spectral densities, we would not be able to incorporate them into our simulations because we are already at the limit of what is computationally feasible given that convergence requires a hierarchy depth of six. However, it is very likely that the true coherence dynamics of the system have even stronger long-lived oscillations due to the many additional small, sharp SD features that we unfortunately cannot include in our simulations.
Figure 3.11: Coherence dynamics as a function of spectral density class. Class 2 (red), Class 2.5 (green), and Class 3 SDs for site A (a) and site B (b) as well as corresponding coherences (c).

3.7.7 Probing the Mechanism of Long-Lived Vibrationally Driven Coherences with Van Vleck Perturbation Theory

Vibronic mixing, e.g. the coherent interplay between the electronic degrees of freedom and very specific underdamped molecular vibrations, has been observed in several natural and artificial light-harvesting systems. As we show in the main text, for the fluorescein dimer, such an entangled motion between the exciton system and vibrational modes manifest in a complex coherent dynamics that show rich features and various beat frequencies. Here, we investigate the nature of the vibronic mixing in deeper detail.

We demonstrate that the dynamics exhibits two types of coherence. One involves delocalization in the excitonic manifold and dominantly reflects the nature of electronic
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Figure 3.12: Disentangling coherence dynamics with Class 2 spectral densities. a, Windowed Fourier transform of coherence dynamics calculated with Class 2 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and select SD peaks are shown in dashed brown. Note that the dark feature in the bottom middle of the panel denotes electronic coherence. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.

coherence, while the other is of dominant vibrational nature, resulting from a coherent mixing of vibrational quanta. The latter carries the frequency of the underdamped vibrational modes (see main text Figure 3.3) and can be associated with the long-lasting oscillatory component in the EET. The coherence life-time is defined by the life-time of the vibrational mode itself. Note that the vibronic interaction is critical for this vibrationally driven coherence to be seen in the single-exciton manifold. This distinguishes this type of coherence from ground-state vibrations, for which both pigments remain in the electronic ground state, which has been found to affect cross-peak beatings in the 2D electronic spectra.
Vibronic effects have been studied previously in literature in the context of the James-Cummings model with various applications in quantum optics and cavity quantum electrodynamics. Under certain limiting regimes, insights into vibronic states and resulting frequencies have been obtained analytically. We carry out a similar analysis for an excitonic dimer system for which each pigment strongly couples to an underdamped vibrational mode. Analogous to Ref., we derive explicit analytical expressions based on a van-Vleck perturbation theory which allows us to unambiguously characterize the nature of coherence in the fluorescein dimer.

In the following, we consider a dimer system with two pigments and a spectral density
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Figure 3.14: Disentangling coherence dynamics with Class 3 spectral densities. 

- **a**. Windowed Fourier transform of coherence dynamics calculated with Class 2 SDs, where a grey scale denotes absolute power spectra amplitude, purple contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and select SD peaks are shown in dashed brown. Note that the dark feature in the bottom middle of the panel denotes electronic coherence.
- **b**. Windowed FFT time slice at 0.05 ps.
- **c**. Windowed FFT time slice at 0.2 ps.
- **d**. Windowed FFT time slice at 0.35 ps.

which contains a single underdamped vibrational mode at each pigment. This model can be equivalently described by a two level system coupled to two harmonic oscillators

\[
\mathcal{H} = \varepsilon |1\rangle \langle 1| - J (|1\rangle \langle 2| + |2\rangle \langle 1|) + \hbar \Omega \sqrt{S} |1\rangle \langle 1| (b_1^\dagger + b_1) \\
+ \hbar \Omega \sqrt{S} |2\rangle \langle 2| (b_2^\dagger + b_2) + \hbar \Omega b_1^\dagger b_1 + \hbar \Omega b_2^\dagger b_2, \tag{3.6}
\]

where the oscillators are weakly coupled to a Ohmic bath. We assume identical Huang-Rhys factors \( S = \lambda / \Omega \) and frequencies \( \Omega \) for the distinct vibrations at each pigment.
Within Van-Vleck perturbation theory we expand the vibronic Hamiltonian eq. (3.6) up to second order in the exciton-vibrational coupling \( g = \Omega \sqrt{S} \)

\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{V}_1 + \mathcal{V}_2.
\]  

(3.7)

with

\[
\mathcal{V}_1 = g (\cos^2 \theta |e_0\rangle \langle e_0| + \sin^2 \theta |e_1\rangle \langle e_1| - \cos \theta \sin \theta (|e_1\rangle \langle e_0| + |e_0\rangle \langle e_1|))(b_1^\dagger + b_1)
\]

\[
\mathcal{V}_2 = g (\sin^2 \theta |e_0\rangle \langle e_0| + \cos^2 \theta |e_1\rangle \langle e_1| + \cos \theta \sin \theta (|e_1\rangle \langle e_0| + |e_0\rangle \langle e_1|))(b_2^\dagger + b_2).
\]  

(3.8)

Here, we expanded the interaction terms into the eigenstates of the unperturbed Hamiltonian \( \mathcal{H}_0 \)

\[
|e_0, n_1, n_2\rangle = (\cos \theta |1\rangle + \sin \theta |2\rangle) \otimes |n_1\rangle \otimes |n_2\rangle
\]

(3.9)

\[
|e_1, n_1, n_2\rangle = (- \sin \theta |1\rangle + \cos \theta |2\rangle) \otimes |n_1\rangle \otimes |n_2\rangle.
\]  

(3.10)

The spectrum of the unperturbed Hamiltonian \( \mathcal{H}_0 \) as function of \( \Omega \) is shown in Fig. 3.15(a).

Van-Vleck perturbation assumes that the unperturbed spectrum can be grouped around resonance condition \( \hbar \Omega = \Delta \) into energetically separated manifolds. In our case the eigenstates of \( \mathcal{H}_0 \) form following manifolds

\[
\{ |j = 0, \alpha\rangle \} = \{ |e_0, 0, 0\rangle \}
\]

\[
\{ |j = 1, \alpha\rangle \} = \{ |e_0, 1, 0\rangle, |e_0, 0, 1\rangle, |e_1, 0, 0\rangle \}
\]

\[
\{ |j = 2, \alpha\rangle \} = \{ |e_0, 2, 0\rangle, |e_0, 0, 2\rangle, |e_0, 1, 1\rangle, |e_1, 1, 0\rangle, |e_1, 0, 1\rangle \}
\]

\[
\ldots
\]

(3.11)

Van-Vleck perturbation theory there exists a transformation \( S \) which brings the system
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Hamiltonian $\mathcal{H}$ into a block-diagonal form. Expanding $\mathcal{S} = \mathcal{S}^{(1)} + \mathcal{S}^{(2)} + \mathcal{O}(g^3)$ and $\mathcal{H}_{\text{eff}} = \mathcal{H}_{\text{eff}}^{(0)} + \mathcal{H}_{\text{eff}}^{(1)} + \mathcal{H}_{\text{eff}}^{(2)} + \mathcal{O}(g^3)$ up to second order perturbation in $g$ we obtain following expressions for the matrix elements of the effective Hamiltonian

$$\langle i, \alpha | \mathcal{H}_{\text{eff}} | j, \alpha \rangle = E_{j,\alpha} \delta_{ij} + \langle i, \alpha | \mathcal{V} | j, \alpha \rangle + \frac{1}{2} \sum_{k,\beta \neq \alpha} \langle i, \alpha | \mathcal{V} | k, \beta \rangle \langle k, \beta | \mathcal{V} | j, \alpha \rangle \left[ \frac{1}{E_{i,\alpha} - E_{k,\beta}} + \frac{1}{E_{j,\alpha} - E_{k,\beta}} \right].$$

(3.12)

For high frequency vibrational modes $\hbar \Omega \gg k_b T$ only the two lowest energetic manifolds are expected to contribute to the dynamics and we obtain

$$\mathcal{H}_{\text{eff}} = \begin{bmatrix}
-\Delta - (\cos^4 \theta + \sin^4 \theta) \Omega S & \Delta - (\cos^4 \theta + \sin^4 \theta) \Omega S & \cos \theta \sin \theta \Omega \sqrt{S} \\
-2 \cos^2 \theta \sin^2 \theta \Omega^2 S \frac{1}{\sqrt{S}} & -\Delta + \Omega - (\cos^4 \theta + \sin^4 \theta) \Omega S & \cos^2 \theta \sin^2 \theta \Omega^2 S \frac{1}{\sqrt{S}} \\
\cos \theta \sin \theta \Omega \sqrt{S} & \cos^2 \theta \sin^2 \theta \Omega^2 S \frac{1}{\sqrt{S}} & -\Delta - (\cos^4 \theta + \sin^4 \theta) \Omega S \\
\end{bmatrix}.$$

(3.13)

The lowest energy state is given by the low-energy exciton state for which both vibrations are in the ground state

$$|E_0\rangle = |e_0, 0, 0\rangle.$$

(3.14)

The vibronic coupling in the $3\times3$ block matrix leads to a mixing of the states $|e_1, 0, 0\rangle$, $|e_0, 1, 0\rangle$ and $|e_0, 0, 1\rangle$. Diagonalizing this block reveals that the vibronic state

$$|E_2\rangle = \frac{1}{\sqrt{2}} (|e_0, 1, 0\rangle + |e_0, 0, 1\rangle)$$

mixes only the vibrational quanta at the two pigments, while the exciton system remains
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Figure 3.15: Spectrum of the (a) unperturbed Hamiltonian $H_0$ and (b) the full Hamiltonian $H$ as function of the vibrational frequency $\Omega$. The used parameters $\varepsilon = -599$ cm$^{-1}$, $J = -346.3$ cm$^{-1}$ and $\lambda = 88$ cm$^{-1}$ reflect the situation of the Fluorescein dimer. (c) Comparison of the extracted frequencies from the dynamics of the exciton coherence computed with HEOM compared to the analytical results derived from the Van Vleck perturbation theory.

in its low energy state. The remaining two vibronic states can be written in following form

\begin{align}
|E_1\rangle &= a_1|e_1,0,0\rangle + b_1(|e_0,1,0\rangle - |e_0,0,1\rangle) \quad (3.16) \\
|E_3\rangle &= a_3|e_1,0,0\rangle + b_2(|e_0,1,0\rangle - |e_0,0,1\rangle). \quad (3.17)
\end{align}

The vibronic coupling leads to an avoided crossing as is depicted in Fig. 3.15(b).

In the main text we probe the life-time of coherence in the EET by studying the evolution of exciton coherences. To this end we prepare the system in the artificial initial state $\rho(t_0) = |e_0,0,0\rangle \langle e_1,0,0|$. Expanding $\rho(t_0)$ in the vibronic basis yields

$$
\rho(t_0) = \alpha |E_0\rangle \langle E_1| - \beta |E_0\rangle \langle E_3|
$$

(3.18)

with $\alpha = b_3/b_1/N$ and $\beta = 1/N$, where $N = a_1 b_3/b_1 - a_3$. Therefore the coherent dynamics

\begin{equation}
\rho(t) = \alpha |E_0\rangle \langle E_1| \exp(i(E_1 - E_0)t) - \beta |E_0\rangle \langle E_3| \exp(i(E_3 - E_0)t)
\end{equation}

(3.19)

exhibit the frequencies $\hbar \omega_{01} = E_1 - E_0$ and $\hbar \omega_{03} = E_3 - E_1$. 
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In Figure 3.15c we compare the expected frequencies based on the Van-Vleck perturbation theory with accurate HEOM simulations. Note, that in the latter we included a Drude-Lorentz spectral density with $\lambda = 10 \text{ cm}^{-1}$ as dissipative background. We reduced the dissipative background by more than one order of magnitude when compared to the fluorescein dimer in order to better resolve the frequencies in the FFT analysis of the coherences. We find a very good agreement between the expected frequencies from the analytical results and the ones extracted from the HEOM calculations, hence validating the assumptions made in the Van-Vleck perturbation theory.

Finally, we investigate the nature of the coherence assigned to the frequencies $\omega_{01}$ and $\omega_{03}$ in the dynamics of the fluorescein dimer. As is shown in the main text, the coherent dynamics are governed by various vibrational frequencies for which the vibrational mode around 1500 cm$^{-1}$ ($S = 0.01$) is the most distinct. Analyzing the corresponding vibronic states we find that

$$|E_0\rangle\langle E_1| \approx a_1|e_0\rangle\langle e_1| \otimes |0, 0\rangle\langle 0, 0|$$

(3.20)

corresponds to a dominant electronic coherence, while

$$|E_0\rangle\langle E_3| \approx b_3|e_0\rangle\langle e_0| \otimes (|0, 0\rangle\langle 1, 0| - |0, 0\rangle\langle 0, 1|)$$

(3.21)

shares a dominant vibrational coherent character, which explains our assignment of the oscillatory frequencies in the main text. For the fluorescein dimer the exciton system couples to multiple underdamped vibrational modes resulting in a more complex dynamics showing multiple vibrational frequencies.

### 3.7.8 2D PATHWAY OSCILLATIONS

While experiments can only probe the overall 2D signal that is a sum of all pathways, our simulations allow us to examine off-diagonal oscillations of each pathway individually (Figure 3.16). We perform a windowed FFT analysis on the the summed signal (Figure
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3.17), the SERP pathway (Figure 3.18), the ESARP pathway (Figure 3.19) and the GBRP pathway (Figure 3.20), where signal background has been removed using a sum of two exponentials consistent with experimental methods. Due to the computational complexity of 2D simulations, we are restricted to Class 3 SDs, which include only broad peaks with erroneously short vibrational lifetimes. Given that our windowed FFT analysis reveals that peaks in long-time power spectra in all pathways correspond to SD peak frequencies, it is thus unsurprising that our observed oscillations decay significantly earlier than those observed experimentally. If we were able to include more accurate SDs, such as Class 2 SDs, we expect we would see significantly longer-lived and larger magnitude oscillations in better agreement with experiment, as was exactly the case for the coherence dynamics.
3.7. Supplementary Information

Figure 3.16: Off-diagonal 2D oscillations of each pathway. Oscillations of all pathways summed together shown with (a) and without (b) background. SERP pathway oscillations with (c) and without (d) background. ESARP pathway oscillations with (e) and without (f) background. GBRP pathway oscillations with (g) and without (h) background.
Figure 3.17: Windowed FFT of summed oscillations. 

**a**, Windowed Fourier transform of off-diagonal oscillations of all summed pathways calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. 

**b**, Windowed FFT time slice at 0.05 ps. 

**c**, Windowed FFT time slice at 0.2 ps. 

**d**, Windowed FFT time slice at 0.35 ps.
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Figure 3.18: Windowed FFT of SERP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the SERP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 3.19: Windowed FFT of ESARP oscillations. 

**a**, Windowed Fourier transform of off-diagonal oscillations of the ESARP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. 

**b**, Windowed FFT time slice at 0.05 ps. 

**c**, Windowed FFT time slice at 0.2 ps. 

**d**, Windowed FFT time slice at 0.35 ps.
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Figure 3.20: Windowed FFT of GBRP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the GBRP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 3.21: Experimental off-diagonal 2D oscillation power spectra of AB dimer and of a mixture of A and B monomers. 

a, Dimer power spectrum. 
b, Mixture of monomers power spectrum. The site energy difference, aka the frequency of electronic coherence if the dimers are weakly coupled, is shown in light blue while our eigenenergy difference, aka the frequency of electronic coherence if the dimers are strongly coupled, is shown in light red.
Ab Initio Simulations of AC and BC Fluorescein Dimers

4.1 Introduction

Here I present additional work on the AC and BC fluorescein dimers. What we believe to be an accidental swap of experimental absorption spectra led us to write up the work on the AB dimer by itself rather than having to deal with this issue. However, I have essentially the same level of data for the AC and BC dimers, thus I report and briefly discuss it here.

4.2 Site Energy Comparison

As with the AB dimer, we propagated QM/MM trajectories and calculated diabatized excited states every 2.5 fs. We can now examine the validity of our diabatization by comparing our site energies across the three dimers, as seen in Table 4.1 and Table 4.2. The consistency of identical dye energies between dimers, e.g. the A dye in the AB dimer and the A dye in the AC dimer, is fantastic, especially for the more accurate SOS-CIS(D). Furthermore, while the SOS-CIS(D) AB dimer site energy gap was only in decent agreement with experiment (593 cm$^{-1}$ vs 500 cm$^{-1}$), the gaps for the AC and BC dimers are incredibly within experimental error: 696.6 cm$^{-1}$ vs 703 ± 10 cm$^{-1}$ for the AC dimer and 199.8 cm$^{-1}$ vs 195 ± 5 cm$^{-1}$ for the BC dimer. This consistency of site energies and
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<table>
<thead>
<tr>
<th></th>
<th>AB</th>
<th>AC</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_A [eV]$</td>
<td>3.555</td>
<td>3.584</td>
<td></td>
</tr>
<tr>
<td>$E_B [eV]$</td>
<td>3.450</td>
<td></td>
<td>3.455</td>
</tr>
<tr>
<td>$E_C [eV]$</td>
<td></td>
<td>3.502</td>
<td>3.506</td>
</tr>
<tr>
<td>$\Delta E [cm^{-1}]$</td>
<td>850.7</td>
<td>657.0</td>
<td>411.0</td>
</tr>
<tr>
<td>$V_{AB} [cm^{-1}]$</td>
<td>448.1</td>
<td>434.2</td>
<td>450.4</td>
</tr>
<tr>
<td>$\lambda_A [cm^{-1}]$</td>
<td>820.4</td>
<td>844.5</td>
<td></td>
</tr>
<tr>
<td>$\lambda_B [cm^{-1}]$</td>
<td>697.1</td>
<td></td>
<td>763.1</td>
</tr>
<tr>
<td>$\lambda_C [cm^{-1}]$</td>
<td></td>
<td>716.5</td>
<td>731.3</td>
</tr>
</tbody>
</table>

Table 4.1: Comparing CIS and experimental absolute energies, energy gaps, couplings, and reorganization energies for all three fluorescein dimers.

<table>
<thead>
<tr>
<th></th>
<th>AB</th>
<th>AC</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_A [eV]$</td>
<td>2.210</td>
<td>2.214</td>
<td></td>
</tr>
<tr>
<td>$E_B [eV]$</td>
<td>2.137</td>
<td></td>
<td>2.147</td>
</tr>
<tr>
<td>$E_C [eV]$</td>
<td></td>
<td>2.128</td>
<td>2.123</td>
</tr>
<tr>
<td>$\Delta E [cm^{-1}]$</td>
<td>593.0</td>
<td>696.6</td>
<td>199.8</td>
</tr>
<tr>
<td>$V_{AB} [cm^{-1}]$</td>
<td>346.3</td>
<td>424.3</td>
<td>363.6</td>
</tr>
<tr>
<td>$\lambda_A [cm^{-1}]$</td>
<td>1062.8</td>
<td>1116.0</td>
<td></td>
</tr>
<tr>
<td>$\lambda_B [cm^{-1}]$</td>
<td>966.9</td>
<td></td>
<td>980.0</td>
</tr>
<tr>
<td>$\lambda_C [cm^{-1}]$</td>
<td></td>
<td>1175.2</td>
<td>898.8</td>
</tr>
</tbody>
</table>

Table 4.2: Comparing SOS-CIS(D) and experimental absolute energies, energy gaps, couplings, and reorganization energies for all three fluorescein dimers.

couplings gives us substantial confidence in the accuracy of our system Hamiltonians.

4.3 Spectral Densities and Linear Spectra

We coarse grained our spectral densities and simulated linear spectra for both the AC and BC dimers exactly as described for the AB dimer. While transition dipoles required slightly larger rotations in order to correct relative peak heights (45 degrees for AC, 90 degrees for BC), the resulting spectra are in very good agreement with experiment (Figure 4.1). However, as I began to write up a paper about all three dimers, I realized that,
according to the labels in their original paper, I had matched simulated AC spectra with experimental BC data and vice versa. It turns out that the data I was sent by the experimentalists, in addition to being unlabeled, had the absorption data columns accidentally switched.

I immediately reexamined all of my calculations and ensured that they were all correctly labeled and consistent. I also examined the dipole fitting that we performed, but found that no possible dipole orientation exists that allows my simulated AC spectra to match their AC data or my simulated BC spectra to match their BC data. Furthermore, the peak splitting present in the experimental "AC" spectra perfectly matches our BC eigenenergy difference, and the peak splitting present in the experimental "BC" spectra perfectly matches our AC eigenenergy difference. Given the consistency of our site energies and our linear spectra, we find it incredibly unlikely that we coincidentally match AC data with \textit{ab initio} calculations on the BC structure and vice versa, and thus are forced to conclude that experimental samples or data must have been switched somewhere within the research process. The experimentalists, however, remain "fairly confident" that their data has not been switched.

Unfortunately, this is not a simple matter of two lines being mislabeled and all the rest of the analysis being sound. The identity and labeling of the AC and BC dimers is critical to their weak coupling assumption which allows them to assign the frequencies of electronic coherence that their analysis is based on. Rather than publishing a paper calling into question both the assumption of weak coupling and their experimental procedures, we decided to write up a paper only on the AB dimer, for which we reproduce experimental spectra thanks to our strong coupling, thereby only having to dispute their coupling assumption and not their labeling.
Figure 4.1: Spectral densities and linear spectra of AC and BC dimers. a, AC CIS spectral densities for the A dye (purple) and for the C dye (red). b, A comparison of simulated (orange) and experimental (gray) linear spectral, where absorption is shown with solid lines and fluorescence is shown with dashed lines. Simulated spectra include 270 cm\(^{-1}\) of inhomogeneous broadening, a 2040 cm\(^{-1}\) constant shift, and a 45 degree rotation of one transition dipole vector, but are otherwise entirely \textit{ab initio}. c, BC CIS spectral densities for the B dye (green) and for the C dye (red). d, A comparison of simulated (magenta) and experimental (gray) linear spectral, where absorption is shown with solid lines and fluorescence is shown with dashed lines. Simulated spectra include 250 cm\(^{-1}\) of inhomogeneous broadening, a 2120 cm\(^{-1}\) constant shift, and a 90 degree rotation of one transition dipole vector, but are otherwise entirely \textit{ab initio}.

4.4 Population and Coherence Dynamics

Equivalent population and coherence analysis as performed for the AB dimer are shown in Figure 4.2 (AC) and Figure 4.3 (BC). Once again, short time electronic coherence gives way to vibrationally driven coherence after about 100 fs. We note that the frequency of electronic coherence observed in the windowed FFT is shifted slightly off of the pure eigenenergy differences for both AC and BC dimers, likely due to coupling to strong vibrations within 100 cm\(^{-1}\) of the eigenenergy differences. In contrast, the AB
dimer eigenenergy difference happened to fall right in the area of the spectral densities without any strong peaks.

4.5 2D SPECTROSCOPY

As with the AB dimer, we ran a 1 ps trajectory of 2D spectra simulations for both the AC and BC dimers. Once again, the computational complexity of 2D simulations prevents us from quantitatively comparing our results with experimental power spectra. However, once again, reexamination of experimental power spectra of both the dimers and the mixture of monomers reveals that our derived frequencies of electronic coherence allow for a more convincing assignment for both the AC dimer (Figure 4.9) and the BC dimer (Figure 4.15).

4.6 SUPPLEMENTARY INFORMATION

4.6.1 COARSE GRANING SPECTRAL DENSITIES

Spectral density parameters are given in Table 4.3-4.6.

4.6.2 LINEAR SPECTRA, INHOMOGENEOUS BROADENING AND TRANSITION DIPOLE VECTORS

AC and BC dimers required larger modifications to their transition dipole vectors in order to match experimental spectra than were necessary for the AB dimer. Transition dipole vectors are given in Table 4.7 and Table 4.8.
### Table 4.3: AC dimer Class 1 and Class 2 CIS spectral density parameters.

<table>
<thead>
<tr>
<th>SiteA, Class1</th>
<th>SiteC, Class1</th>
<th>SiteA, Class2</th>
<th>SiteC, Class2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda (cm^{-1})$</td>
<td>$\gamma (cm^{-1})$</td>
<td>$\Omega (cm^{-1})$</td>
<td>$\lambda (cm^{-1})$</td>
</tr>
<tr>
<td>252.0</td>
<td>26.0</td>
<td>18.0</td>
<td>168.0</td>
</tr>
<tr>
<td>55.0</td>
<td>43.0</td>
<td>106.0</td>
<td>32.0</td>
</tr>
<tr>
<td>110.0</td>
<td>65.0</td>
<td>219.0</td>
<td>28.0</td>
</tr>
<tr>
<td>51.0</td>
<td>30.0</td>
<td>304.0</td>
<td>18.0</td>
</tr>
<tr>
<td>24.0</td>
<td>30.0</td>
<td>446.0</td>
<td>88.0</td>
</tr>
<tr>
<td>62.0</td>
<td>40.0</td>
<td>539.0</td>
<td>13.0</td>
</tr>
<tr>
<td>12.0</td>
<td>50.0</td>
<td>630.0</td>
<td>32.3</td>
</tr>
<tr>
<td>69.5</td>
<td>35.0</td>
<td>692.0</td>
<td>20.0</td>
</tr>
<tr>
<td>2.0</td>
<td>20.0</td>
<td>800.0</td>
<td>48.0</td>
</tr>
<tr>
<td>4.0</td>
<td>35.0</td>
<td>860.0</td>
<td>14.0</td>
</tr>
<tr>
<td>7.0</td>
<td>28.0</td>
<td>956.0</td>
<td>2.2</td>
</tr>
<tr>
<td>8.0</td>
<td>25.0</td>
<td>1048.0</td>
<td>12.0</td>
</tr>
<tr>
<td>24.0</td>
<td>33.0</td>
<td>1141.0</td>
<td>65.0</td>
</tr>
<tr>
<td>34.0</td>
<td>45.0</td>
<td>1233.0</td>
<td>154.0</td>
</tr>
<tr>
<td>118.0</td>
<td>34.0</td>
<td>1382.0</td>
<td>22.0</td>
</tr>
<tr>
<td>12.0</td>
<td>20.0</td>
<td>1534.0</td>
<td>315.7</td>
</tr>
<tr>
<td>240.0</td>
<td>100.0</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>110.0</td>
<td>65.0</td>
<td>219.0</td>
<td>120.0</td>
</tr>
<tr>
<td>51.0</td>
<td>30.0</td>
<td>304.0</td>
<td>43.5</td>
</tr>
<tr>
<td>24.0</td>
<td>30.0</td>
<td>446.0</td>
<td>48.0</td>
</tr>
<tr>
<td>64.2</td>
<td>40.0</td>
<td>539.0</td>
<td>12.0</td>
</tr>
<tr>
<td>76.2</td>
<td>37.0</td>
<td>692.0</td>
<td>12.0</td>
</tr>
<tr>
<td>7.4</td>
<td>28.0</td>
<td>956.0</td>
<td>65.0</td>
</tr>
<tr>
<td>8.0</td>
<td>25.0</td>
<td>1048.0</td>
<td>154.0</td>
</tr>
<tr>
<td>24.0</td>
<td>33.0</td>
<td>1141.0</td>
<td>22.0</td>
</tr>
<tr>
<td>34.0</td>
<td>45.0</td>
<td>1233.0</td>
<td></td>
</tr>
<tr>
<td>118.0</td>
<td>34.0</td>
<td>1382.0</td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>20.0</td>
<td>1534.0</td>
<td></td>
</tr>
</tbody>
</table>
### 4.6. Supplementary Information

<table>
<thead>
<tr>
<th>SiteA, Class 2.5</th>
<th>SiteC, Class 2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIS</strong></td>
<td><strong>CIS</strong></td>
</tr>
<tr>
<td>$\lambda (cm^{-1})$</td>
<td>$\gamma (cm^{-1})$</td>
</tr>
<tr>
<td>304.5</td>
<td>40.0</td>
</tr>
<tr>
<td>180.0</td>
<td>80.0</td>
</tr>
<tr>
<td>160.0</td>
<td>100.0</td>
</tr>
<tr>
<td>5.6</td>
<td>28.0</td>
</tr>
<tr>
<td>7.4</td>
<td>25.0</td>
</tr>
<tr>
<td>24.0</td>
<td>33.0</td>
</tr>
<tr>
<td>33.0</td>
<td>45.0</td>
</tr>
<tr>
<td>118.0</td>
<td>34.0</td>
</tr>
<tr>
<td>12.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteA, Class 3</th>
<th>SiteC, Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIS</strong></td>
<td><strong>CIS</strong></td>
</tr>
<tr>
<td>$\lambda (cm^{-1})$</td>
<td>$\gamma (cm^{-1})$</td>
</tr>
<tr>
<td>304.5</td>
<td>40.0</td>
</tr>
<tr>
<td>180.0</td>
<td>80.0</td>
</tr>
<tr>
<td>160.0</td>
<td>100.0</td>
</tr>
<tr>
<td>200.0</td>
<td>65.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteA, Class 3</th>
<th>SiteC, Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SOS – CIS(D)</strong></td>
<td><strong>SOS – CIS(D)</strong></td>
</tr>
<tr>
<td>$\lambda (cm^{-1})$</td>
<td>$\gamma (cm^{-1})$</td>
</tr>
<tr>
<td>170.0</td>
<td>40.0</td>
</tr>
<tr>
<td>260.0</td>
<td>90.0</td>
</tr>
<tr>
<td>206.0</td>
<td>110.0</td>
</tr>
<tr>
<td>480.0</td>
<td>85.0</td>
</tr>
</tbody>
</table>

**Table 4.4:** AC dimer Class 2.5 and Class 3 spectral density parameters.
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### Table 4.5: BC dimer Class 1 and Class 2 CIS spectral density parameters.

<table>
<thead>
<tr>
<th>SiteB, Class1</th>
<th>SiteC, Class1</th>
<th>SiteB, Class2</th>
<th>SiteC, Class2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda (cm^{-1})$</td>
<td>$\gamma (cm^{-1})$</td>
<td>$\Omega (cm^{-1})$</td>
<td>$\lambda (cm^{-1})$</td>
</tr>
<tr>
<td>102.0</td>
<td>50.0</td>
<td>0.0</td>
<td>54.0</td>
</tr>
<tr>
<td>50.0</td>
<td>37.0</td>
<td>94.0</td>
<td>162.0</td>
</tr>
<tr>
<td>39.0</td>
<td>35.0</td>
<td>180.0</td>
<td>9.6</td>
</tr>
<tr>
<td>92.7</td>
<td>44.0</td>
<td>259.0</td>
<td>76.0</td>
</tr>
<tr>
<td>18.0</td>
<td>40.0</td>
<td>345.0</td>
<td>45.0</td>
</tr>
<tr>
<td>10.0</td>
<td>32.0</td>
<td>455.0</td>
<td>6.0</td>
</tr>
<tr>
<td>33.0</td>
<td>43.0</td>
<td>519.0</td>
<td>80.0</td>
</tr>
<tr>
<td>28.0</td>
<td>35.0</td>
<td>567.0</td>
<td>17.0</td>
</tr>
<tr>
<td>56.0</td>
<td>32.0</td>
<td>680.5</td>
<td>56.0</td>
</tr>
<tr>
<td>30.0</td>
<td>52.0</td>
<td>848.0</td>
<td>2.6</td>
</tr>
<tr>
<td>7.6</td>
<td>40.0</td>
<td>990.0</td>
<td>16.6</td>
</tr>
<tr>
<td>20.0</td>
<td>50.0</td>
<td>1060.0</td>
<td>9.0</td>
</tr>
<tr>
<td>154.0</td>
<td>36.0</td>
<td>1373.0</td>
<td>26.0</td>
</tr>
<tr>
<td>24.0</td>
<td>22.0</td>
<td>1520.0</td>
<td>134.9</td>
</tr>
</tbody>
</table>
### 4.6. Supplementary Information

<table>
<thead>
<tr>
<th>SiteB, Class2.5</th>
<th>SiteC, Class2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIS</strong></td>
<td><strong>CIS</strong></td>
</tr>
<tr>
<td>(\lambda(cm^{-1}))</td>
<td>(\gamma(cm^{-1}))</td>
</tr>
<tr>
<td>240.0</td>
<td>150.0</td>
</tr>
<tr>
<td>54.0</td>
<td>35.0</td>
</tr>
<tr>
<td>180.0</td>
<td>150.0</td>
</tr>
<tr>
<td>17.3</td>
<td>50.0</td>
</tr>
<tr>
<td>65.0</td>
<td>35.0</td>
</tr>
<tr>
<td>152.0</td>
<td>36.0</td>
</tr>
<tr>
<td>23.0</td>
<td>22.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteB, Class3</th>
<th>SiteC, Class3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIS</strong></td>
<td><strong>CIS</strong></td>
</tr>
<tr>
<td>(\lambda(cm^{-1}))</td>
<td>(\gamma(cm^{-1}))</td>
</tr>
<tr>
<td>240.0</td>
<td>150.0</td>
</tr>
<tr>
<td>54.0</td>
<td>35.0</td>
</tr>
<tr>
<td>200.0</td>
<td>200.0</td>
</tr>
<tr>
<td>237.3</td>
<td>63.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SiteB, Class3</th>
<th>SiteC, Class3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SOS – CIS(D)</strong></td>
<td><strong>SOS – CIS(D)</strong></td>
</tr>
<tr>
<td>(\lambda(cm^{-1}))</td>
<td>(\gamma(cm^{-1}))</td>
</tr>
<tr>
<td>240.0</td>
<td>150.0</td>
</tr>
<tr>
<td>54.0</td>
<td>25.0</td>
</tr>
<tr>
<td>153.0</td>
<td>150.0</td>
</tr>
<tr>
<td>451.8</td>
<td>77.0</td>
</tr>
</tbody>
</table>

**Table 4.6:** BC dimer Class 2.5 and Class 3 spectral density parameters.

<table>
<thead>
<tr>
<th></th>
<th>(L_x)</th>
<th>(L_y)</th>
<th>(L_z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site A</td>
<td>3.03666</td>
<td>0.207464</td>
<td>-2.10254</td>
</tr>
<tr>
<td>Site C</td>
<td>2.26202</td>
<td>0.177165</td>
<td>-1.57265</td>
</tr>
<tr>
<td>Site C tweaked</td>
<td>1.25829</td>
<td>2.00585</td>
<td>-1.41938</td>
</tr>
</tbody>
</table>

**Table 4.7:** AC transition dipole vectors given in atomic units.
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Figure 4.2: Population and coherence dynamics of the AC dimer. 

a, Transport dynamics simulated with HEOM and Class 2 spectral densities with the excitation initially localized on the high-energy A dye (purple) and rapidly migrating to the C dye (Red) with an initial rise corresponding precisely to the frequency of electronic coherence (dashed blue).

b, Direct propagation of exciton coherences.

c, Windowed Fourier transform of the coherence dynamics, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, and the frequency of electronic coherence is shown in dashed blue. Note that the dark feature in the bottom middle of the panel denotes electronic coherence.

d, Windowed FFT time slice at 0.05 ps, where strong high-frequency vibrations from both A and B spectral densities are shown in dashed brown.

e, Windowed FFT time slice at 0.2 ps.

f, Windowed FFT time slice at 0.35 ps.
Figure 4.3: Population and coherence dynamics of the BC dimer. a, Transport dynamics simulated with HEOM and Class 2 spectral densities with the excitation initially localized on the high-energy B dye (green) and rapidly migrating to the C dye (red) with an initial rise corresponding precisely to the frequency of electronic coherence (dashed blue). b, Direct propagation of exciton coherences. c, Windowed Fourier transform of the coherence dynamics, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, and the frequency of electronic coherence is shown in dashed blue. Note that the dark feature in the bottom middle of the panel denotes electronic coherence. d, Windowed FFT time slice at 0.05 ps, where strong high-frequency vibrations from both A and B spectral densities are shown in dashed brown. e, Windowed FFT time slice at 0.2 ps. f, Windowed FFT time slice at 0.35 ps.
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Table 4.8: BC transition dipole vectors given in atomic units.

<table>
<thead>
<tr>
<th></th>
<th>$L_x$</th>
<th>$L_y$</th>
<th>$L_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site B</td>
<td>3.475555</td>
<td>-0.83507</td>
<td>-0.198105</td>
</tr>
<tr>
<td>Site B tweaked</td>
<td>0.145058</td>
<td>0.977767</td>
<td>-3.44078</td>
</tr>
<tr>
<td>Site C</td>
<td>2.73403</td>
<td>-0.67989</td>
<td>-0.0779419</td>
</tr>
</tbody>
</table>
Figure 4.4: AC dimer off-diagonal 2D oscillations of each pathway. Oscillations of all pathways summed together shown with (a) and without (b) background. SERP pathway oscillations with (c) and without (d) background. ESARP pathway oscillations with (e) and without (f) background. GBRP pathway oscillations with (g) and without (h) background.
Figure 4.5: AC dimer windowed FFT of summed oscillations. a, Windowed Fourier transform of off-diagonal oscillations of all summed pathways calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 4.6: AC dimer windowed FFT of SERP oscillations. 

- **a**: Windowed Fourier transform of off-diagonal oscillations of the SERP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown.
- **b**: Windowed FFT time slice at 0.05 ps.
- **c**: Windowed FFT time slice at 0.2 ps.
- **d**: Windowed FFT time slice at 0.35 ps.

**Figure 4.6: AC dimer windowed FFT of SERP oscillations.** 
- **a**: Windowed Fourier transform of off-diagonal oscillations of the SERP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. 
- **b**: Windowed FFT time slice at 0.05 ps. 
- **c**: Windowed FFT time slice at 0.2 ps. 
- **d**: Windowed FFT time slice at 0.35 ps.
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Figure 4.7: AC dimer windowed FFT of ESARP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the ESARP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
4.6. Supplementary Information

Figure 4.8: AC dimer windowed FFT of GBRP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the GBRP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
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**Figure 4.9:** Experimental off-diagonal 2D oscillation power spectra of AC dimer and of a mixture of A and C monomers. 

**a.** Dimer power spectrum. 

**b.** Mixture of monomers power spectrum. 

The site energy difference, aka the frequency of electronic coherence if the dimers are weakly coupled, is shown in light blue while our eigenenergy difference, aka the frequency of electronic coherence if the dimers are strongly coupled, is shown in light red.
Figure 4.10: BC dimer off-diagonal 2D oscillations of each pathway. Oscillations of all pathways summed together shown with (a) and without (b) background. SERP pathway oscillations with (c) and without (d) background. ESARP pathway oscillations with (e) and without (f) background. GBRP pathway oscillations with (g) and without (h) background.
Figure 4.11: BC dimer windowed FFT of summed oscillations. a, Windowed Fourier transform of off-diagonal oscillations of all summed pathways calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
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Figure 4.12: BC dimer windowed FFT of SERP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the SERP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 4.13: BC dimer windowed FFT of ESARP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the ESARP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 4.14: BC dimer windowed FFT of GBRP oscillations. a, Windowed Fourier transform of off-diagonal oscillations of the GBRP pathway calculated with Class 3 SDs, where a grey scale denotes absolute power spectra amplitude, red contour lines denote normalized power spectra amplitude to better reveal long-time vibrational effects, the frequency of electronic coherence is shown in dashed blue, and SD peak positions are shown in dashed brown. b, Windowed FFT time slice at 0.05 ps. c, Windowed FFT time slice at 0.2 ps. d, Windowed FFT time slice at 0.35 ps.
Figure 4.15: Experimental off-diagonal 2D oscillation power spectra of BC dimer and of a mixture of A and C monomers. a, Dimer power spectrum. b, Mixture of monomers power spectrum. The site energy difference, aka the frequency of electronic coherence if the dimers are weakly coupled, is shown in light blue while our eigenenergy difference, aka the frequency of electronic coherence if the dimers are strongly coupled, is shown in light red.
Figure 4.16: Comparing AC dimer CIS and SOS-CIS(D) spectral densities. A dye SDs are shown in purple and C dye SDs are shown in red while simultaneously SOS-CIS(D) SDs are depicted with solid lines and CIS SDs are depicted with dashed lines.
Figure 4.17: Comparing BC dimer CIS and SOS-CIS(D) spectral densities. B dye SDs are shown in red and C dye SDs are shown in green while simultaneously SOS-CIS(D) SDs are depicted with solid lines and CIS SDs are depicted with dashed lines.

Figure 4.18: AC and BC absorption and fluorescence in the absence of inhomogeneous broadening or modifications to the transition dipole moments. AC dimer (a) and BC dimer (b) absorption (solid) and fluorescence (dashed) calculated with HEOM and Class 3 spectral densities versus experimental dimer spectra.
I have reported investigations into the presence, type, and functional importance of coherence in two controversial systems: phycobiliprotein PC645 and synthetic fluorescein heterodimers. In both cases, I avoided ubiquitous approximations by using AIMD instead of classical MD, TDDFT and SOS-CIS(D) excited state calculations instead of semiempirical ZINDO, and numerically exact HEOM exciton dynamics instead of Redfield. I carefully analyzed the impact of specific spectral density features in order to extract mechanistic insight into the importance of environmental vibrations to transport, coherence, and both linear and non-linear spectra.

One area of potential future study that I did not have time to explore is to isolate the additional physics captured by more sophisticated methods. While it is straightforward to compare HEOM and Redfield dynamics given a Hamiltonian and spectral densities, it is significantly more time- and resource-intensive to determine how spectral densities obtained from AIMD differ from those obtained from MD, or how an energy-gap trajectory calculated with TDDFT differs from one obtained with ZINDO. While the unprecedented spectroscopic agreement that I found and the level of mechanistic detail that I was able to resolve could be due to the high-quality methods I employed, one cannot be sure without a direct comparison. Unfortunately, this type of fundamental science is time-consuming and rarely appreciated.

Another critical future direction is to more thoroughly investigate the regimes of vibronic transport in a model vibronic dimer. While the vibronic dimer investigation included in the PC645 chapter was crucial for solidifying our mechanistic assignment, it was merely the beginning of a more comprehensive effort. Our goal is to clarify the regimes of vibronic transport, understand the physical mechanisms at play in each, and identify where commonly employed approximate methods can be trusted. Such a
fundamental investigation is particularly important given the recent explosion of interest in vibronic coherence and vibronically enhanced transport.

Regarding the sophisticated spectroscopy that defines much of the field of excitonics, additional work must be done to develop more reliable experimental techniques for probing energy transfer dynamics. 2D echo spectroscopy has thus far been the method of choice, but its greatest strength is also its biggest weakness. Simultaneously probing all possible excitation pathways coupled to a complex continuum of environmental vibrations makes reliable analysis almost impossible. As a result, I argue that attempts to interpret complex 2D echo spectra have yielded more confusion than understanding. Methods such as 2D fluorescence spectroscopy and full quantum process tomography resolve some of the problems inherent to 2D echo spectroscopy, but they also introduce issues of their own.

Despite the advantages inherent in theoretical descriptions of excitation energy transport, computational cost dramatically limits their application. Indeed, as I have reported here, only very small systems can be treated with reliably accurate methods, and even then it takes years of human and computational time to examine a single system. Furthermore, the vast majority of theoreticians investigating EET do not have the time or computational resources that I did, and thus employ methods and procedures that involve uncontrolled approximations that are a computational necessity. Therefore, an incredibly important area of study is the continued development of fast and efficient computational methods that remain precise and yield reliable results. This includes ensuring that the community has a better understanding of where approximate methods are reliable and where they break down. In concert, these advances would make larger and more important systems, such as the photosynthetic reaction center, computationally tractable and would also allow smaller systems to be treated en masse in screening applications.

Finally, after all of my research and experience in the field of excitonics, I am firmly convinced that long-lived oscillations observed in 2D spectra are reporting entirely on long-lived environmental vibrations. Furthermore, while spectroscopy may reveal
short-time signatures of vibronic coherence, neither electronic, vibronic, nor vibrational coherence play a functional role in photosynthetic light-harvesting or any other biological processes. However, regardless of what occurs in natural systems, excitonics research should instead focus on designing next-generation materials for light-harvesting and energy transport using either incoherent or coherent mechanisms. While striving to learn from nature is noble and worthwhile, we should not let it limit our innovation.
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