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Abstract

Polygenic risk prediction is a widely-investigated topic because of its potential clini-

cal application as well as its utility to have a better understanding of the genetic architec-

ture of complex traits. Methods to perform polygenic risk prediction can be divided into

2 categories: methods that use only summary statistics such as pruning+thresholding1,2

and LDpred3; and methods that require individual level data for both genotypes and

phenotypes (BLUP and its variations). Polygenic risk prediction can achieve substantial

accuracy when training data is available at large sample sizes. Due to restrictions of shar-

ing individual-level data, methods that use summary statistics only are of special interest.

In this work we focus on summary statistics based methods to perform polygenic risk

prediction. The first chapter, presents a method that increases polygenic risk prediction

accuracy in non-European populations. In the second chapter, we introduce a method

that leverages trait-specific functional enrichments to increase prediction accuracy. In the

third chapter, we develop a method that increases association power in meta-analysis.

In chapter one, we develop a multiethnic polygenic risk score that increases predic-

tion accuracy in non-European population. To date, most available training data involves

samples of European ancestry, and it is currently unclear how to accurately predict in

other populations. Previous studies, have used either training data from European sam-

ples or training from the target population. Here, we introduce a multiethnic polygenic

risk score that leverages training data from European samples and training data from the

target population. The method takes advantage of both the accuracy that can be achieved

with large training samples4,5 and the accuracy that can be achieved with training data

containing the same LD patterns as the target population. In application to predict type 2
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diabetes (T2D) in Latino target samples in the SIGMA T2D data set6, we attained a > 70%

relative improvement in prediction accuracy (fromR2 = 0.027 to 0.047) compared to meth-

ods that use only one source of training data. We attained similar relative improvements

in simulations. We also obtained a > 70% relative improvement in an analysis to predict

T2D in a South Asian UK Biobank cohort, and a 30% relative improvement in an analysis

to predict height in an African UK Biobank cohort.

In chapter two, we introduce a new method for polygenic risk prediction, LDpred-

funct that leverages trait-specific functional enrichments to increase prediction accuracy.

We fit functional priors using our recently developed baseline-LD model7, which includes

coding, conserved, regulatory and LD-related annotations. LDpred-funct first analyti-

cally estimates posterior mean causal effect sizes, accounting for functional priors and

LD between variants. LDpred-funct then uses cross-validation within validation samples

to regularize causal effect size estimates in bins of different magnitude, improving pre-

diction accuracy for sparse architectures. We applied our method to predict 16 highly

heritable traits in the UK Biobank. We used association statistics from British-ancestry

samples as training data (avg N=365K) and samples of other European ancestries as val-

idation data (avg N=22K), to minimize confounding. LDpred-funct attained a +27% rel-

ative improvement in prediction accuracy (avg prediction R2 = 0.173; highest R2 = 0.417

for height) compared to existing methods that do not incorporate functional information,

consistent with simulations.

In chapter three, we introduce a summary statistic based extension of mixed model

association method (Meta-LMM) that increases association power in meta-analysis. Meta-

analysis of genome-wide summary statistics has been a succesful strategy to discover ge-

netic risk variants. The most commonly used method is using inverse-variance weight-

ing fixed effects meta-analysis, due to limitations of sharing individual-level data, most

meta-analysis only share summary statistics. On the other hand, linear mixed model as-

sociation approaches gain power by reducing phenotypic noise by conditioning out on

known casual variants or using leave-one-chromosome-out scheme8,9. This method aims

to increase power by reducing the phenotypic noise within each cohort by condition-

ing out using a leave-one-chromose-out scheme and using the other cohorts summary
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statistics as training. We use the UK Biobank dataset to construct 10 independent co-

horts (N = 33K each), and applied Meta-LMM to 14 UK Biobank traits. Meta-LMM

substantially outperformed fixed-effects meta-analysis, with a +15% median increase in

χ2 statistics (averaged across traits), consistent with simulations. And we show that on

average 20% more loci were identified with Meta-LMM compared to fixed-effects meta-

analysis. Our results show that this method outperforms most commonly used mehtods

for meta-analysis.
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Abstract

Abstract Methods for genetic risk prediction have been widely investigated in recent

years. However, most available training data involves European samples, and it is

currently unclear how to accurately predict disease risk in other populations. Previous

studies have used either training data from European samples in large sample size or

training data from the target population in small sample size, but not both. Here, we

introduce a multi-ethnic polygenic risk score that combines training data from European

samples and training data from the target population. We applied this approach to

predict type 2 diabetes (T2D) in a Latino cohort using both publicly available European

summary statistics in large sample size (Neff=40k) and Latino training data in small

sample size (Neff=8k). Here, we attained a > 70% relative improvement in prediction

accuracy (from R2 = 0.027 to R2 = 0.047) compared to methods that use only one source

of training data, consistent with large relative improvements in simulations. We observed

a systematically lower load of T2D risk alleles in Latino individuals with more European

ancestry, which could be explained by polygenic selection in ancestral European and/or

Native American populations. We predict T2D in a South Asian UK Biobank cohort

using European (Neff =40k) and South Asian (Neff=16k) training data and attained a

> 70% relative improvement in prediction accuracy, and application to predict height in

an African UK Biobank cohort using European (N=113k) and African (N=2k) training

data attained a 30% relative improvement. Our work reduces the gap in polygenic risk

prediction accuracy between European and non-European target populations.

KEY WORDS: genome-wide association study; polygenic prediction; height; type 2 dia-

betes

Introduction

Genetic risk prediction is an important and widely investigated topic because of its poten-

tial clinical application as well as its application to better understand the genetic architec-
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ture of complex traits10. Many polygenic risk prediction methods have been developed

and applied to complex traits. These include polygenic risk scores (PRS)1–5,11–13, which

use summary association statistics as training data, and Best Linear Unbiased Predictor

(BLUP) methods and their extensions14–21, which require individual-level genotype and

phenotype data.

However, all of these methods are inadequate for polygenic risk prediction in non-

European populations, because they consider training data from only a single popula-

tion. Existing training data sets have much larger sample sizes in European populations,

but the use of European training data for polygenic risk prediction in non-European pop-

ulations reduces prediction accuracy, due to different patterns of linkage disequilibrium

(LD) (or potentially due to different causal effects)1,3,22,23. For example, ref. 3 reported

a relative decrease of 53-89% in schizophrenia risk prediction accuracy in Japanese and

African-American populations compared to Europeans when applying PRS methods us-

ing European training data. An alternative is to use training data from the same popula-

tion as the target population, but this would generally imply a much lower sample size,

reducing prediction accuracy.

To tackle this problem, we developed an approach that combines PRS based on European

training data with PRS based on training data from the target population. The method

takes advantage of both the accuracy that can be achieved with large training samples4,5

and the accuracy that can be achieved with training data containing the same LD pat-

terns as the target population. In application to predict type 2 diabetes (T2D) in Latino

target samples in the SIGMA T2D data set6, we attained a >70% relative improvement in

prediction accuracy (from R2 =0.027 to R2 =0.047) compared to methods that use only

one source of training data. We attained similar relative improvements in simulations. We

also obtained a>70% relative improvement in an analysis to predict T2D in a South Asian

UK Biobank cohort, and a 30% relative improvement in an analysis to predict height in

an African UK Biobank cohort.
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Materials and Methods

Polygenic risk score using a single training population

Polygenic risk scores are constructed using SNP effect sizes estimated from genome-wide

association studies, which perform marginal regression of the phenotype of interest on

each SNP in turn. Explicitly, for continuous traits, we estimate effect sizes (where i =

1, . . . ,M indexes genetic markers) using the model y = b0 + bigi + bPCPC + ε, where

gi denotes genotypes at marker i, PC denotes one or more principal components used

to adjust for ancestry, and ε denotes environmental noise. For binary traits, we use the

analogous logistic model logit[P (y = 1)] = b0 + bigi + bPCPC + ε.

Given a vector of estimated effect sizes b̂l from a genome-wide association study per-

formed on a set of training samples, the polygenic risk score1 (PRS) for a target individ-

ual with genotypes gi is defined as ŷ =
∑M

i=1 b̂lgi. In practice, rather than computing the

PRS using estimated effect sizes for all available genetic markers, the PRS is computed

on a subset of genetic markers obtained via informed LD-pruning2 (also known as LD-

clumping) followed by P-value thresholding1. Specifically, this ”pruning + thresholding”

strategy has two parameters, R2
LD and PT , and proceeds as follows. First, we prune the

SNPs based on a pairwise threshold R2
LD, removing the less significant SNP in each pair

(using PLINK; see Web Resources). Second, we restrict to SNPs with an association P-

value below the significance threshold PT .

The parameters R2
LD and PT are commonly tuned using on validation data to optimize

prediction accuracy1,2. While in theory this procedure is susceptible to overfitting, in

practice, validation sample sizes are typically large, and R2
LD and PT are selected from

a small discrete set of parameter choices, so overfitting is considered to have a negli-

gible effect. Accordingly, in this work, we consider R2
LD ∈ {0.1, 0.2, 0.5, 0.8} and PT ∈

{1.0, 0.8, 0.5, 0.4, 0.3, 0.2, 0.1, 0.08, 0.05, 0.02, 0.01, 10−3, 10−4, 10−5, 10−6, 10−7, 10−8}, and we

always report results corresponding to the best choices of these parameters. In all of our

primary analyses involving two training populations (see below), values of R2
LD and PT

were optimized based only on PRS in a single training population, to ensure that PRS us-

ing two training populations did not gain any relative advantage from the optimization
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of these parameters.

In this work, we specifically consider PRS built using European (EUR), Latino (LAT),

South Asian (SAS), or African (AFR) training samples. We use the notation to denote PRS

built using European samples, and analogously for the other populations.

Polygenic risk score using two training populations

Given a pair of polygenic risk scores computed as above using two distinct training

populations, we define the multi-ethnic PRS with mixing weights α1 and α2 as the lin-

ear combination of the two PRS with these weights: e.g., for EUR and LAT, we define

PRSEUR+LAT = α1PRSEUR + α2PRSLAT . We employ two different approaches to avoid

overfitting. In our primary analyses, we estimate mixing weights α1 and α2 using val-

idation data and compute adjusted R2 to account for the additional degree of freedom.

In our secondary analyses, we estimate mixing weights α1 and α2 using cross-validation

(see Assessment of methods below).

For comparison purposes in analyses of real phenotypes, we also evaluated a meta-

analysis PRS (e.g. EUR-LAT-meta) using a sample size weighted average of estimated

effect sizes in each population24; for dichotomous phenotypes we weighted by effective

sample size Neff = 4/(1/Ncase + 1/Ncontrol). We performed LD-pruning and P-value

thresholding using P-values obtained from the meta-analysis, using the LD reference

panel from the population that achieved the highest prediction accuracy.

Polygenic risk score using one or two training populations and genetic
ancestry

We further define polygenic risk scores that include an ancestry predictor, namely, the

top principal component in a given data set, computed using the union of all available

(training and validation) samples from that population. (We considered only the top PC

in each data set that we analyzed, because lower PCs had a squared correlation with

phenotype lower than 0.005 in each case; we recommend that ancestry predictors restrict

to PCs with squared correlation with phenotype of 0.005 or larger.) We define a polygenic

risk score LAT+ANC with mixing weights α1 and α2 as PRSLAT+ANC = α1PRSLAT +
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α2PC, and we define a polygenic risk score EUR+LAT+ANC with mixing weights α1, α2

and α3 as PRSEUR+LAT+ANC = α1PRSEUR+α1PRSLAT+α3PC. As above, we employ two

different approaches to avoid overfitting: in our primary analyses, we estimate mixing

weights using validation data and compute adjusted R2; in our secondary analyses, we

estimate mixing weights using cross-validation.

Assessment of methods

We assessed the accuracy of polygenic risk scores in validation samples (independent

from samples used to estimate effect sizes). We used adjusted R2 as the accuracy metric

for continuous traits and liability-scale adjusted R2 (ref. 25) for binary traits. Adjusted

R2 is defined as R̂2 − (1 − R̂2) p
n−p−1 , where p ∈ {1, 2, 3} is the number of PRS or ANC

components in the mixture, n is the number of validation samples, and R̂2 is the raw

(unadjusted) R2. The adjusted R2 metric roughly corrects for increased model complexity

in multi-component PRS, so in our primary analyses, we report accuracy as adjusted R2

using best-fit mixing weights α̂k estimated using the validation data.

To verify that this metric provides robust model comparisons, we also performed auxil-

iary analyses in which we used 10-fold cross-validation: specifically, for each left-out fold

in turn, we estimated mixing weights using the other 9 folds and evaluated adjusted R2

for PRS computed using these weights on the left-out fold. We then computed average

adjusted R2 across the 10 folds. (When analyzing data from an unbalanced case-control

study with #cases << #controls, we used stratified 10-fold cross-validation, selecting the

folds such that each fold had the same case-control ratio; this applies only to the South

Asian UK Biobank T2D analysis.)

Finally, for analyses in which we needed to use samples from the same cohort for both

building PRS (i.e., estimating effect sizes b̂i) and validation, we also used cross-validation.

In our primary analyses, we employed 10-fold cross-validation, using 90% of the cohort to

estimate b̂i and the remaining 10% of the cohort to validate predictions (using the adjusted

R2 metric with best-fit mixture weights α̂k). In our secondary analyses, we employed

10× 9-fold cross-validation, in which 90% of the cohort was used to estimate both b̂i and

α̂k and the remaining 10% of the cohort was used to validate predictions. To estimate α̂k,
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we iteratively split the 90% set of training samples into an 80% training-training set and a

10% training-test set; we estimated b̂i in the 80% training-training set and computed a PRS

for the 10% training-test set for each of the 9 training-test folds, and we then performed

a single regression of phenotype against each PRS across the entire 90% set of training

samples to estimate α̂k. Finally, we re-estimated b̂i for the final test prediction using the

entire 90% set of training samples.

Simulations

We simulated quantitative phenotypes using real genotypes from European (WTCCC2)

and Latino (SIGMA) data sets (see below). We fixed the proportion of causal markers at

1% and fixed SNP-heritability h2g at 0.5, and sampled normalized effect sizes βi from a nor-

mal distribution with variance equal to h2g divided by the number of causal markers. We

calculated per-allele effect sizes bi as bi = βi√
2∗pi(1−pi)

, where pi is the minor allele frequency

of SNP i in the European data set. We simulated phenotypes as Yj =
∑M

i=1 bigij +εj , where

εj ∼ N(0, 1− h2g).

In our primary simulations, we discarded the causal SNPs and used only the non-causal

SNPs as input to the prediction methods (i.e. we simulated untyped causal SNPs, which

we believe to be realistic). As an alternative, we also considered simulations in which

we included the causal SNPs as input to the prediction methods (i.e., a scenario in

which causal SNPs are typed). We performed simulations using all available European

(WTCCC2) and Latino (SIGMA) training data (approximately a 2:1 ratio). We also per-

formed simulations using training data in which Europeans were subsampled to attain a

1:1 ratio, as the relative performance of different methods may depend on relative training

sample sizes; we considered different training sample sizes rather than different valida-

tion sample sizes, because the validation sample size does not (in expectation) impact the

prediction accuracy.

We also performed simulations in which Latino phenotypes were explicitly correlated to

ancestry (population stratification). In these simulations, we added a constant multiple

of PC1 (representing European vs. Native American ancestry, with positive values rep-

resenting higher European ancestry) to the Latino phenotypes such that the correlation
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between phenotype and PC1 was equal to −0.11, which is the correlation between the

T2D phenotype and PC1 in the SIGMA data set.

We performed simulations under 4 different scenarios: (i) using all chromosomes, (ii)

using chromosomes 1-4, (iii) using chromosomes 1-2, and (iv) using chromosome 1 only.

The motivation for performing simulations with a subset of chromosomes was to increase

N/M , extrapolating to performance at larger sample sizes, as in previous work3.

Simulation data sets: WTCCC2 and SIGMA

Our simulations used real genotypes from the WTCCC2 and SIGMA data sets (rows 1-2

of Table 1.1). The WTCCC2 data set consists of 15,622 unrelated European samples from a

multiple sclerosis study genotyped at 360,557 SNPs after QC8,26 (see Web Resources). The

SIGMA data set consists of 8,214 unrelated Latino samples genotyped at 2,440,134 SNPs

after QC6 (see Web Resources). We restricted our simulations to 232,629 SNPs present in

both data sets (with matched reference and variant alleles) after removing A/T and C/G

SNPs to eliminate potential strand ambiguity.

Training and validation data sets for predicting type 2 diabetes in Lati-
nos: DIAGRAM, SIGMA and UK Biobank

Our analyses of type 2 diabetes in Latinos used summary association statistics from the

DIAGRAM data set and genotypes and phenotypes from the SIGMA data set (row 3 of Ta-

ble 1.1). The DIAGRAM data set consists of 12,171 cases and 56,862 controls of European

ancestry for which summary association statistics at 2,473,441 imputed SNPs are publicly

available (see Web Resources)27. As noted above, the SIGMA data set consists of 8,214

unrelated Latino samples (3,848 type 2 diabetes cases and 4,366 controls) genotyped at

2,440,134 SNPs after QC. QC procedures are reported in ref. 6, and include the removal of

one individual from each pair of relatives with relatedness greater than 10% (n = 532), as

well as a PCA analysis using EIGENSTRAT28 (see Web Resources) to identify and remove

samples with evidence of high African or East Asian ancestry (n = 181).

SIGMA association statistics were computed with adjustment for 2 PCs, as in ref. 6. We

restricted our analyses of type 2 diabetes to 776,374 SNPs present in both data sets (with

8



Table 1.1: List of data sets used in simulations and analyses of real phenotypes. We list the
training and validation data sets and validation procedures used in simulations (rows 1-2), pre-
dicting T2D in Latinos (rows 3-4), predicting T2D in South Asians (row 5) and predicting height
in Africans (row 6). N refers to sample size (continuous traits), Neff refers to effective sample size
4/(1/Ncase + 1/Ncontrol) (dichotomous traits). ∗: sample size in each training fold. ∗∗: sample size
in union of validation folds.
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matched reference and variant alleles) after removing A/T and C/G SNPs to eliminate

potential strand ambiguity. For the SIGMA data set, we used the top 2 PCs as computed

in ref. 6. We also performed an analysis of type 2 diabetes using imputed genotypes from

the SIGMA T2D data set6, restricting to 2,062,617 SNPs present in both data sets (with

matched reference and variant alleles) after removing A/T and C/G SNPs to eliminate

potential strand ambiguity.

We performed a secondary analysis using 113,851 British samples from UK Biobank29 (see

Web Resources) as European training data (5,198 type 2 diabetes cases and 108,653 con-

trols) (row 4 of Table 1.1). UK Biobank association statistics were computed with adjust-

ment for 10 PCs29, estimated using FastPCA30 (see Web Resources). We computed sum-

mary statistics for 608,878 genotyped SNPs from UK Biobank after removing A/T and

C/G SNPs to eliminate potential strand ambiguity. We analyzed 187,142 SNPs present in

the SIGMA and UK Biobank data sets. We defined type 2 diabetes cases in UK Biobank

as ”any diabetes” with ”age of diagnosis > 30”. We note that the p-values at two top type

1 diabetes (T1D) loci (rs2476601, rs9268645) were only nominally significant (p ∼ 0.05) for

this T2D phenotype, indicating low contamination with T1D cases.

Training and validation data sets for predicting type 2 diabetes in South
Asians: DIAGRAM, SAT2D and UK Biobank

Our analysis of type 2 diabetes in South Asians used European summary association

statistics from the DIAGRAM data set (described above), South Asian summary statis-

tics data from the South Asian Type 2 Diabetes (SAT2D) Consortium31, and South Asian

genotypes and phenotypes from UK Biobank (see Web Resources) as test data (row 5 of

Table 1.1). The SAT2D data set consists of 5,561 South Asian type 2 diabetes cases and

14,458 South Asian controls for which we summary statistics for 2,646,472 imputed SNPs

were available. The UK Biobank test data consists of 1,756 unrelated samples of South

Asian ancestry (272 type 2 diabetes cases and 1,484 controls), genotyped at 608,878 SNPs

after QC, with the following self-reported ethnicity distribution: 52 Bangladeshi, 1,301

Indian and 403 Pakistani. We removed one individual from each pair of relatives with re-

latedness greater than 20% (n=30). We performed a PCA analysis using EIGENSTRAT28
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(see Web Resources) to identify and remove genetic outliers, but did not identify any out-

liers. We analyzed 208,400 SNPs present in the DIAGRAM, SAT2D and UK Biobank data

sets after removing A/T and C/G SNPs to eliminate potential strand ambiguity.

Training and validation data sets for predicting height in Africans: UK
Biobank and NDiaye et al.

Our analyses of height in Africans used European summary association statistics from UK

Biobank (see Web Resources), African summary statistics from ref. 32 and African geno-

types and phenotypes from UK Biobank (row 6 of Table 1.1). European summary statistics

from UK Biobank were computed using 113,660 British samples for which height pheno-

types were available with adjustment for 10 PCs29, estimated using FastPCA30 (see Web

Resources). The ref. 32 data set consists of 20,427 samples of African ancestry with sum-

mary association statistics at 3,254,125 imputed SNPs. The UK Biobank data set consists of

1,745 unrelated samples of African ancestry, genotyped at 608,878 SNPs after QC, with the

following self-reported ethnicity distribution: 743 African, 1,002 Caribbean. We removed

one individual from each pair of relatives with relatedness greater than 20% (n=32). We

performed a PCA analysis using EIGENSTRAT28 (see Web Resources) to identify and re-

move genetic outliers, but did not identify any outliers. We restricted our analysis to

232,182 SNPs present in the UK Biobank and ref. 32 data sets after removing A/T and

C/G SNPs to eliminate potential strand ambiguity.

Results

Simulations

We performed simulations using real genotypes and simulated phenotypes (row 1 of Ta-

ble 1.1). We simulated continuous phenotypes under a non-infinitesimal model with

1% of markers chosen to be causal with the same effect size in all samples and SNP-

heritability h2g = 0.5 (see Methods); we report the average adjustedR2 and standard errors

over 100 simulations. We used WTCCC28,26 data (15,622 samples after QC; see Methods)

as the European training data, and the SIGMA data6 (8,214 samples) as the Latino training
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and validation data (with 10-fold cross-validation). We simulated phenotypes using the

232,629 SNPs present in both data sets and built predictions from these SNPs excluding

the causal SNPs, modeling the causal SNPs as untyped (see Methods).

Prediction accuracies (adjusted R2) and optimal weights for the 5 main methods (EUR,

LAT, LAT+ANC, EUR+LAT, EUR+LAT+ANC) are reported in Table 1.2A. In each case,

the best prediction accuracy was attained using LD-pruning threshold R2
LD = 0.8 (results

using different LD-pruning thresholds are reported in S1 Table); the median value of the

optimal P-value threshold PT was equal to 0.01 for EUR and 0.05 for LAT. On average,

the EUR method performed only 23% better than the LAT method, despite having twice

as much training data. This reflects a tradeoff between the larger training sample size for

EUR and the target-matched LD patterns for LAT. EUR+LAT attained 64%−101% relative

improvements vs. EUR and LAT respectively (and used a slightly larger weight for EUR

than for LAT), highlighting the advantages of incorporating multiple sources of training

data. When including an ancestry predictor, EUR+LAT+ANC attained a 10% relative

improvement vs. EUR+LAT (≥ 80% relative improvement vs. EUR or LAT), reflecting

small genetic effects of ancestry on phenotype that can arise from random genetic drift

between populations at causal markers (which is better-captured by ancestry components

than by SNPs used in a PRS).

For comparison purposes, we also performed simulations using training data in which

Europeans were subsampled to attain a 1:1 ratio (row 2 of Table 1.1); prediction accura-

cies and optimal weights for the 5 main methods are reported in Table 1.2B. On average,

the LAT method performed 190% better than the EUR method, again demonstrating the

advantages of target-matched LD patterns. EUR+LAT attained 24%-260% relative im-

provements vs. LAT and EUR respectively (and used a larger weight for LAT than for

EUR), again highlighting the advantages of incorporating multiple sources of training

data.

Predictions using Latino effect sizes that were not adjusted for genetic ancestry

(LATunadj , EUR + LATunadj , EUR + LATunadj + ANC, as compared to LAT, EUR+LAT,

EUR+LAT+ANC) were much less accurate (S2 Table), as in previous work33; this is con-

sistent with the fact that LATunadj predictions were dominated by genetic ancestry (ad-
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Table 1.2: Accuracy of main prediction methods in simulations. We report results for A) 2:1 train-
ing sample size ratio (row 1 of Table 1.1) and B) 1:1 training sample size ratio (row 2 of Table 1.1).
We report average adjusted R2 over 100 simulations for each of the 5 main prediction methods.
We also report normalized weights, defined as the mixing weight α̂k (see Methods) multiplied by
the standard deviation of the PRS.

A)

Model Average weight (s.e.)
associated to each
predictor

Average
adj.
R2(s.e.)

European
PRS

Latino
PRS

EUR 0.19449
(0.004)

0.03927
(0.002)

LAT 0.17780
(0.003)

0.03200
(0.001)

LAT+ANC 0.17613
(0.002)

0.04115
(0.002)

EUR+LAT 0.17847
(0.004)

0.15784
(0.003)

0.06441
(0.002)

EUR+LAT+ANC 0.19098
(0.004)

0.15578
(0.002)

0.07053
(0.002)

B)

Model Average weight (s.e.)
associated to each
predictor

Average
adj. R2

(s.e.)
European
PRS

Latino
PRS

EUR 0.08715
(0.007)

0.01156
(0.001)

LAT 0.18239
(0.003)

0.03391
(0.001)

LAT+ANC 0.17815
(0.002)

0.04202
(0.002)

EUR+LAT 0.07494
(0.008)

0.17485
(0.002)

0.04211
(0.001)

EUR+LAT+ANC 0.09070
(0.005)

0.17464
(0.002)

0.04751
(0.002)
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justed R2 = 0.37; S3 Table). We also observed a modest correlation (adjusted R2 = 0.025)

between the EUR prediction and genetic ancestry (S3 Table), again reflecting small genetic

effects of ancestry on phenotype that can arise from random genetic drift between pop-

ulations at causal markers. The relative performance of the different prediction methods

was similar in simulations in which phenotypes explicitly contained an ancestry term,

representing environmentally-driven stratification (S4 Table).

We extrapolated the results in Table 1.2 to larger sample sizes by limiting the simu-

lations to subsets of chromosomes, as in previous work3 (Figure 1.1 and S5 Table).

EUR+LAT+ANC was the best performing method in each of these experiments. We also

performed simulations using predictions constructed using all SNPs including the causal

SNPs (S1 Figure and S6 Table). In these experiments, EUR+LAT+ANC was once again the

best performing method, and EUR performed much better than LAT, consistent with the

larger training sample size for EUR and the fact that differential tagging of causal SNPs

is of reduced importance when causal SNPs are typed.

Analyses of type 2 diabetes in Latinos

We applied the same methods to predict T2D in Latino target samples from the SIGMA

T2D data set (row 3 of Table 1.1). We used publicly available European summary

statistics from DIAGRAM27 (12,171 cases and 56,862 controls; effective sample size =

4/(1/Ncase + 1/Ncontrol) = 40, 101) as European training data and SIGMA T2D genotypes

and phenotypes6 (3,848 cases and 4,366 controls; effective sample size = 8,181) as Latino

training and validation data, employing 10-fold cross-validation.

Prediction accuracies (adjusted R2 on the liability scale25, assuming 8% prevalence2

and optimal weights for the 5 main methods (EUR, LAT, LAT+ANC, EUR+LAT,

EUR+LAT+ANC) are reported in Table 1.3 (other prediction metrics are reported in S7

Table). In each case, the best prediction accuracy was obtained using LD-pruning thresh-

old R2
LD=0.8 (results using different LD-pruning thresholds are reported in S8 Table);

the value of the optimal P-value threshold PT was equal to 0.05 for EUR and 0.2 for

LAT. EUR performed only 33% better than LAT despite the much larger training sam-

ple size, again reflecting a tradeoff between sample size and target-matched LD patterns.
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Figure 1.1: Accuracy of main prediction methods in simulations using subsets of chromosomes.
We report results for A) 2:1 training sample size ratio (row 1 of Table 1.1) and B) 1:1 training sample
size ratio (row 2 of Table 1.1). We report prediction accuracies for each of the 5 main prediction
methods as a function of M/Msim, where M=232,629 is the total number of SNPs and Msim is the
actual number of SNPS used in each simulation: 232,629 (all chromosomes), 68,188 (chromosomes
1-4), 38,412 (chromosomes 1-2), and 19,087 (chromosome 1). Numerical results are provided in S5
Table.

EUR+LAT attained 75%-133% relative improvements vs. EUR and LAT respectively (and

used a slightly larger weight for EUR than for LAT), again highlighting the advantages

of incorporating multiple sources of training data. We also evaluated a meta-analysis

PRS (EUR-LAT-meta) and determined that EUR+LAT attained a 19% relative improve-

ment vs. EUR-LAT-meta (Table 1.3; also see S2 Figure), highlighting the advantages of

optimizing mixing weights distinct from meta-analysis weights. Although adding an

ancestry predictor to LAT produced a substantial improvement (LAT+ANC vs. LAT),

adding an ancestry predictor to EUR+LAT produced an insignificant change in accuracy

for EUR+LAT+ANC compared to EUR+LAT; this can be explained by the large negative

correlation between the European PRS (EUR) and the proportion of European ancestry

within Latino samples (R = −0.75; S9 Table), such that any predictor that includes EUR

already includes effects of genetic ancestry. This correlation is far larger than analogous

correlations due to random genetic drift in our simulations (S3 Table), suggesting that
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this systematically lower load of T2D risk alleles in Latino individuals with more Eu-

ropean ancestry could be due to polygenic selection34,35 in ancestral European and/or

Native American populations; previous studies using top GWAS-associated SNPs have

also reported continental differences in genetic risk for T2D36,37. We observed a simi-

lar correlation (R = −0.77) when using British UK Biobank type 2 diabetes samples as

European training data (row 4 of Table 1.1; see Methods), confirming that this negative

correlation is not caused by population stratification in DIAGRAM. As in our simula-

tions, predictions using Latino effect sizes that were not adjusted for genetic ancestry

(LATunadj , EUR + LATunadj , EUR + LATunadj + ANC, as compared to LAT, EUR+LAT,

EUR+LAT+ANC) were much less accurate (S10 Table), consistent with the fact that these

predictions were dominated by genetic ancestry (S9 Table). We also computed predic-

tions for each method using imputed SNPs from the SIGMA T2D data set; this did not

improve prediction accuracy, but predicting using two training populations still achieved

the highest accuracy (S11 Table).

Table 1.3: Accuracy of main prediction methods in analyses of type 2 diabetes in a Latino cohort.
We report adjusted R2 on the liability scale for each of the 5 main prediction methods, as well as
EUR-LAT-meta. We obtained similar relative results using Nagelkerke R2, R2 on the observed
scale and AUC (S7 Table). P-values are from likelihood ratio tests comparing models EUR and
LAT to the null model, model LAT+ANC to LAT, model EUR+LAT to EUR, and EUR+LAT+ANC
to EUR+LAT. For the EUR model we used R2

LD =0.8 and PT =0.05, for LAT we used R2
LD =0.8

and PT =0.2, and for EUR-LAT-meta we used R2
LD =0.8 and PT =1. We also report normalized

weights, defined as the mixing weight α̂k (see Methods) multiplied by the standard deviation of
the PRS.

Model Weights associated to
each predictor

Average
adj.
R2(s.e.)

P-value for improve-
ment over simpler
model

European
PRS

Latino
PRS

EUR 0.1649 0.027 < 10−49

LAT 0.14332 0.0203 < 10−37

LAT+ANC 0.14623 0.03362 < 10−24

EUR+LAT 0.16344 0.14164 0.04735 < 10−37

EUR+LAT+ANC 0.17629 0.14108 0.04736 0.3
EUR-LAT-meta 0.16404 0.03012 0.0377 NA

We investigated how the prediction accuracy of each method varied as a function of P-
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value thresholds, by varying either the EUR P-value threshold (Figure 1.2A and S12A

Table) or the LAT P-value threshold (Figure 1.2B and S12B Table) between 10−8 and 1. In

both cases, permissive P-value thresholds performed best, reflecting the relatively small

sample sizes analyzed. However, the prediction accuracy of EUR+LAT+ANC was rel-

atively stable, with prediction adjusted R2 > 0.037 across all EUR P-value thresholds

(Figure 1.2A) and adjusted R2 > 0.033 across all LAT P-value thresholds (Figure 1.2B).

In Figure 1.2A, we observe that as the EUR P-value threshold becomes more stringent,

the difference in prediction accuracy between EUR+LAT+ANC and EUR+LAT increases,

because EUR is less able to capture polygenic ancestry effects (see above).

Figure 1.2: Accuracy of main prediction methods in analyses of type 2 diabetes in a Latino
cohort as a function of P-value thresholds. We report prediction accuracies for each of the 5 main
prediction methods as a function of (A) EUR P-value threshold, where applicable (with optimized
LAT P-value threshold, where applicable) and (B) LAT P-value threshold, where applicable (with
optimized EUR P-value threshold, where applicable). Numerical results are provided in S12a
Table and S12b Table.

In the above results (Table 1.3 and Figure 1.2), we allowed each prediction method to

optimize its mixing weights via an in-sample fit in the target sample. This procedure

could in principle be susceptible to overfitting38,39. We did not expect overfitting to be

a concern given the small number of mixing weights optimized (at most 3) relative to
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the target sample size (8,181) and given our use of adjusted R2 as the evaluation metric,

but to verify this expectation, we repeated our analyses using 10× 9-fold cross-validation

(see Methods). Methods that use two training populations remained much more accurate

than single ancestry methods, as prediction accuracy decreased only very slightly (2-4%

relative decrease vs. Table 1.3) for each method (S13 Table). These slight decreases are

expected, since mixing weights optimized within 10× 9 cross-validation are slightly sub-

optimal (due to reduced training data) and prediction accuracy is mildly sensitive to the

choice of mixing weights (S2 Figure).

Analyses of type 2 diabetes in South Asians

We applied the same methods to predict T2D in South Asian target samples from the

UK Biobank (row 5 of Table 1.1). We used publicly available European summary statis-

tics from DIAGRAM (12,171 cases and 56,862 controls; effective sample size = 40,101)

as European training data, South Asian summary statistics from SAT2D31 (5,561 cases

and 14,458 controls; effective sample size = 16,065) as South Asian training data, and UK

Biobank genotypes and phenotypes (272 cases and 1,484 controls; effective sample size =

919) as South Asian validation data (see Methods).

Prediction accuracies (adjusted R2 on the liability scale25, assuming sample prevalence

15%) and optimal weights for the 5 main methods (EUR, SAS, SAS+ANC, SAS+LAT,

EUR+SAS+ANC) are reported in Table 1.4 (other prediction metrics are reported in S14

Table). In each case, the best prediction accuracy was obtained using LD-pruning thresh-

old R2
LD = 0.8 (results using different LD-pruning thresholds are reported in S15 Table);

the value of the optimal P-value threshold PT was equal to 10−3 for EUR and 0.8 for SAS.

EUR performed only 14% better than SAS despite the larger training sample size, again

reflecting a tradeoff between sample size and target-matched LD patterns. EUR+SAS at-

tained 72%-95% relative improvements vs. EUR and SAS respectively (and used a slightly

larger weight for EUR than for SAS). In addition, EUR+SAS attained a 44% relative im-

provement vs. EUR-SAS-meta (Table 1.4), again highlighting the advantages of optimiz-

ing mixing weights distinct from meta-analysis weights. Adding an ancestry predictor to

EUR+SAS produced an insignificant change in accuracy for EUR+ SAS +ANC compared
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to EUR+SAS; we note a modest correlation between each prediction method and the pro-

portion of European-related ancestry40 within South Asian samples (see S16 Table). We

repeated our analyses using stratified 10-fold cross-validation to estimate mixing weights

(see Methods). We observed that methods that use two training populations continued

to substantially outperform PRS using a single training population despite a decrease in

prediction adjusted R2 (vs. Table 1.4) for each method, consistent with the limited sample

size for estimating mixing weights (S17 Table).

Table 1.4: Accuracy of main prediction methods in analyses of type 2 diabetes in a South Asian
cohort. We report adjusted R2 on the liability scale for each of the 5 main prediction methods,
as well as EUR-SAS-meta. We obtained similar relative results using Nagelkerke R2, R2 on the
observed scale and AUC (S14 Table). P-values are from likelihood ratio tests comparing mod-
els EUR and SAS to the null model, model SAS+ANC to SAS, model EUR+SAS to EUR, and
EUR+LAT+ANC to EUR+SAS. For the EUR model we used R2

LD =0.8 and PT = 10−3, for SAS
we used R2

LD =0.8 and PT =0.8, and for EUR-SAS-meta we used R2
LD =0.8 and PT = 10−3. We

also report normalized weights, defined as the mixing weight α̂k (see Methods) multiplied by the
standard deviation of the PRS.

Model Weights associated to
each predictor

Average
adj.
R2(s.e.)

P-value for improve-
ment over simpler
model

European
PRS

SAS PRS

EUR 0.09001 0.01767 < 10−3

SAS 0.08488 0.01556 < 10−3

SAS+ANC 0.08821 0.01572 0.28
EUR+SAS 0.08309 0.07746 0.03031 < 10−2

EUR+SAS+ANC 0.08138 0.07989 0.02968 0.46
EUR-SAS-meta 0.08695 0.00497 0.02098 NA

Analyses of height in Africans

We applied the same methods to predict height in African target samples from the UK

Biobank (row 6 of Table 1.1). We used European summary statistics from UK Biobank

(113,660 samples; British ancestry only) as European training data, African summary

statistics from ref. 32 (20,427 samples) as African training data, and African UK Biobank

genotypes and phenotypes (1,745 samples) as African validation data.

Prediction accuracies (adjusted R2) and optimal weights for the 5 main methods (EUR,
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AFR, AFR+ANC, EUR+AFR, EUR+AFR+ANC) are reported in Table 1.5. For EUR and

AFR, the best prediction accuracy was obtained using R2
LD = 0.2 and R2

LD = 0.8 re-

spectively, thus we used these respective values of R2
LD for EUR and AFR in each PRS

in all primary analyses (results using different LD thresholds are reported in S18 Table);

the value of the optimal P-value threshold PT was equal to 10−3 for EUR and 0.05 for

AFR. EUR performed much better than AFR, consistent with the far larger training sam-

ple size. Nevertheless, EUR+AFR attained a 30% improvement vs. EUR (using a larger

weight for EUR than for AFR). EUR+AFR also attained a small relative improvement (7%)

vs. EUR-AFR-meta (Table 1.5). Adding an ancestry predictor to EUR+AFR produced an

insignificant change in accuracy for EUR+AFR+ANC compared to EUR+AFR; we note

a modest correlation between each prediction method and the proportion of European-

related ancestry40 within African samples (see S19 Table). We repeated our analyses using

stratified 10-fold cross-validation to estimate mixing weights (see Methods). We observed

that methods that use two training populations continued to substantially outperform

PRS using a single training population despite a decrease in prediction adjusted R2 (vs.

Table 1.5) for each method, consistent with the limited sample size for estimating mixing

weights (S20 Table).

Table 1.5: We report adjusted R2 on the observed scale for each of the 5 main prediction methods,
as well as EUR-AFR-meta. P-values are from likelihood ratio tests comparing models EUR and
AFR to the null model, model AFR+ANC to AFR, model EUR+AFR to EUR, and EUR+LAT+ANC
to EUR+AFR. For the EUR model we used R2

LD =0.2 and PT = 10−3, for AFR we used R2
LD =0.8

and PT =0.05 and for EUR-AFR-meta we used R2
LD =0.2 and PT = 10−6. We also report normal-

ized weights, defined as the mixing weight (see Methods) multiplied by the standard deviation of
the PRS.

Model Weights associated to
each predictor

Average
adj.
R2(s.e.)

P-value for improve-
ment over simpler
model

European
PRS

AFR PRS

EUR 0.164 0.02618 < 10−11

AFR 0.106 0.01074 < 10−5

AFR+ANC 0.124 0.01331 0.01
EUR+AFR 0.155 0.092 0.03397 < 10−3

EUR+AFR+ANC 0.15 0.102 0.03443 0.17
EUR-AFR-meta 0.15064 0.02707 0.03158 NA
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Discussion

We have shown that combining training data from European samples and training data

from the target population attains a > 70% relative improvement in prediction accuracy

for type 2 diabetes in both Latino and South Asian cohorts compared to prediction meth-

ods that use training data from a single population. In addition, this approach attains 30%

relative improvement in prediction accuracy for height in an African cohort. These rela-

tive improvements are robust to overfitting, consistent with simulations and reduce the

documented gap in risk prediction accuracy between European and non-European target

populations1,3,22,23,41,42; we note that there are at least 35 phenotypes for which there are

published GWAS data sets in Europeans and at least one non-European population (with

minimum sample size of 8,000) that are listed in the NHGRI-EBI GWAS Catalog43, where

our approach could potentially be valuable (S21 Table). Intuitively, our approach lever-

ages both large training sample sizes and training data with target-matched LD patterns.

We note that the effects of differential tagging (or different causal effect sizes) in different

populations can potentially be quantified using cross-population genetic correlation44–46,

and that leveraging data from a different population to improve predictions is a natural

analogue to leveraging data from a correlated trait16.

Despite these advantages, our work is subject to limitations and leaves several questions

open for future exploration. First, although we have demonstrated large relative im-

provements in prediction accuracy, absolute prediction accuracies are currently not large

enough to achieve clinical utility, which will require larger sample sizes4,5; our simula-

tions suggest that multi-ethnic polygenic risk scores will continue to produce improve-

ments at larger sample sizes (Figure 1.1). Second, while our focus here was on prediction

without using individual-level training data, when such data is available it may be possi-

ble to attain higher prediction accuracy using methods that fit all markers simultaneously,

such as Best Linear Unbiased Predictor (BLUP) methods and their extensions14–21. Third,

our LDpred risk prediction method3, which analyzes summary statistics in conjunction

with LD information from a reference panel, is more accurate in European populations

than the informed LD-pruning + P-value thresholding approach employed here; we did
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not employ LDpred due to the complexities of admixture-LD in analyses of admixed pop-

ulations that explicitly model LD47, but extending LDpred to handle these complexities

could further improve accuracy. Fourth, we note that in our application to real pheno-

types adding an ancestry predictor produced insignificant changes in prediction accuracy,

primarily because ancestry effects are captured by the polygenic risk scores; adding an

ancestry predictor only improves prediction when we use a stringent P-value threshold

to build the polygenic risk score (Figure 1.2). Fifth, we have not considered here how to

improve prediction accuracy in data sets with related individuals19. Sixth, we did not in-

corporate local ancestry, which could potentially improve prediction accuracy in admixed

populations48. Seventh, we did not incorporate data from the X chromosome, which is

likely to harbor additional heritability that could improve prediction accuracy49. Finally,

we focused our analyses on common variants, but future work may wish to consider rare

variants as well.

Web Resources

PLINK: https://www.cog-genomics.org/plink2

WTCCC2 data set: http://www.wtccc.org.uk/ccc2

SIGMA data set: http://www.type2diabetesgenetics.org

DIAGRAM summary association statistics: http://www.diagram-consortium/

org/

UK Biobank data set: https://www.ukbiobank.ac.uk

FastPCA (EIGENSOFT version 6.1.4): http://www.hsph.harvard.edu/

alkes-price/software/

EIGENSTRAT (EIGENSOFT version 6.0.1): http://www.hsph.harvard.edu/

alkes-price/software/
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Abstract

Genetic variants in functional regions of the genome are enriched for complex trait her-

itability. Here, we introduce a new method for polygenic prediction, LDpred-funct, that

leverages trait-specific functional enrichments to increase prediction accuracy. We fit pri-

ors using the recently developed baseline-LD model, which includes coding, conserved,

regulatory and LD-related annotations. We analytically estimate posterior mean causal

effect sizes and then use cross-validation to regularize these estimates, improving pre-

diction accuracy for sparse architectures. LDpred-funct attained higher prediction accu-

racy than other polygenic prediction methods in simulations using real genotypes. We

applied LDpred-funct to predict 16 highly heritable traits in the UK Biobank. We used

association statistics from British-ancestry samples as training data (avg N=365K) and

samples of other European ancestries as validation data (avg N=22K), to minimize con-

founding. LDpred-funct attained a +27% relative improvement in prediction accuracy

(avg predictionR2=0.173; highestR2=0.417 for height) compared to existing methods that

do not incorporate functional information, consistent with simulations. For height, meta-

analyzing training data from UK Biobank and 23andMe cohorts (total N=1107K; higher

heritability in UK Biobank cohort) increased prediction R2 to 0.429. Our results show that

modeling functional enrichment substantially improves polygenic prediction accuracy,

bringing polygenic prediction of complex traits closer to clinical utility.

Introduction

Genetic variants in functional regions of the genome are enriched for complex trait heri-

tability50–55. In this study, we aim to leverage functional enrichment to improve polygenic

prediction10. Several studies have shown that incorporating prior distributions on causal

effect sizes can improve prediction accuracy3,17,18,21, compared to standard Best Linear Un-

biased Prediction (BLUP) or Pruning+Thresholding methods1,2,56. Recent efforts to incor-

porate functional information have produced promising results13,57, but may be limited

by dichotomizing between functional and non-functional variants13 or restricting their
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analyses to genotyped variants57.

Here, we introduce a new method, LDpred-funct, for leveraging trait-specific functional

enrichments to increase polygenic prediction accuracy. We fit functional priors using our

recently developed baseline-LD model7, which includes coding, conserved, regulatory

and LD-related annotations. LDpred-funct first analytically estimates posterior mean

causal effect sizes, accounting for functional priors and LD between variants. LDpred-

funct then uses cross-validation within validation samples to regularize causal effect size

estimates in bins of different magnitude, improving prediction accuracy for sparse archi-

tectures. We show that LDpred-funct attains higher polygenic prediction accuracy than

other methods in simulations with real genotypes, analyses of 16 highly heritable UK

Biobank traits, and meta-analyses of height using training data from UK Biobank and

23andMe cohorts.

Material and Methods

Polygenic prediction methods

We compared 5 main prediction methods: Pruning+Thresholding1,2 (P+T), LDpred-inf3,

P+T with functionally informed LASSO shrinkage13 (P+T-funct-LASSO), and our new

the LDpred-funct-inf method, and our new LDpred-funct method. P+T and LDpred-

inf are polygenic prediction methods that do not use functional annotations. P+T-funct-

LASSO is a modification of P+T that corrects marginal effect sizes for winner’s curse,

accounting for functional annotations. LDpred-funct-inf is an improvement of LDpred-

inf that incorporates functionally informed priors on causal effect sizes. LDpred-funct

is an improvement of LDpred-funct-inf that uses cross-validation to regularize posterior

mean causal effect size estimates, improving prediction accuracy for sparse architectures.

Each method is described in greater detail below. In both simulations and analyses of real

traits, we used squared correlation (R2) between predicted phenotype and true phenotype

in a held-out set of samples as our primary measure of prediction accuracy.

P+T. The P+T method builds a polygenic risk score (PRS) using a subset of indepen-

dent SNPs obtained via informed LD-pruning2 (also known as LD-clumping) followed
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by P-value thresholding1. Specifically, the method has two parameters, R2
LD and PT , and

proceeds as follows. First, the method prunes SNPs based on a pairwise threshold R2
LD,

removing the less significant SNP in each pair. Second, the method restricts to SNPs with

an association P-value below the significance threshold PT . Letting M be the number of

SNPs remaining after LD-clumping, polygenic risk scores (PRS) are computed as

PRS(PT ) =
M∑
i=1

1{Pi<PT }β̃igi, (2.1)

where β̃i are normalized marginal effect size estimates and gi is a vector of

normalized genotypes for SNP i. The parameters R2
LD and PT are commonly

tuned using validation data to optimize prediction accuracy1,2. While in the-

ory this procedure is susceptible to overfitting, in practice, validation sample

sizes are typically large, and R2
LD and PT are selected from a small discrete set

of parameter choices, so that overfitting is considered to have a negligible ef-

fect1,2,10,58. Accordingly, in this work, we consider R2
LD ∈ {0.1, 0.2, 0.5, 0.8} and

PT ∈ {1, 0.3, 0.1, 0.03, 0.01, 0.003, 0.001, 3 ∗ 10−4, 10−4, 3 ∗ 10−5, 10−5, 10−6, 10−7, 10−8}, and

we always report results corresponding to the best choices of these parameters. The P+T

method is implemented in the PLINK software (see Web Resources).

LDpred-inf. The LDpred-inf method estimates posterior mean causal effect sizes under

an infinitesimal model, accounting for LD3. The infinitesimal model assumes that nor-

malized causal effect sizes have prior distribution βi ∼ N(0, σ2), where σ2 = h2g/M, h2g is

the SNP-heritability, and M is the number of SNPs. The posterior mean causal effect sizes

are

E(β|β̃,D) = (
N

1− h2l
∗D +

1

σ2
I)−1N ∗ β̃, (2.2)

where D is the LD matrix between markers, I is the identity matrix, N is the training

sample size, β̃ is the vector of marginal association statistics, and h2l ≈ kh2/M is the her-

itability of the k SNPs in the region of LD; following ref. 3 we use the approximation

1− h2l ≈ 1, which is appropriate when M >> k. D is typically estimated using validation

data, restricting to non-overlapping LD windows. We determined that an LD window
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size corresponding to approximately 0.15% of all (genotyped and imputed) SNPs is suffi-

ciently large in practice. h2g can be estimated from raw genotype/phenotype data59,60 (the

approach that we use here; see below), or can be estimated from summary statistics using

the aggregate estimator as described in ref. 3. To approximate the normalized marginal

effect size ref. 3 uses the p-values to obtain absolute Z scores and then multiplies abso-

lute Z scores by the sign of the estimated effect size. When sample sizes are very large,

p-values may be rounded to zero, in which case we approximate normalized marginal

effect sizes β̂i by b̂i

√
2∗pi∗(1−pi)√

σ2
Y

, where b̂i is the per-allele marginal effect size estimate, pi

is the minor allele frequency of SNP i, and σ2
Y is the phenotypic variance in the training

data. This applies to all the methods that use normalized effect sizes.

Although the published version of LDpred-inf requires a matrix inversion (Equation 3.2),

we have implemented a computational speedup that computes the posterior mean causal

effect sizes by efficiently solving61 the system of linear equations ( 1
σ2 I+N∗D)E(β|β̃,D) =

N β̃.

LDpred3 is an extension of LDpred-inf that uses a point-normal prior to estimate

posterior mean effect sizes via Markov Chain Monte Carlo (MCMC). In this work, we do

not include LDpred in our main analyses; we determined in our secondary analyses that

LDpred performs worse than LDpred-inf when applied to the UK Biobank data set that

we analyze here (see Results).

P+T-funct-LASSO. Ref. 13 proposed an extension of P+T that corrects the marginal effect

sizes of SNPs for winner’s curse and incorporates external functional annotation data

(P+T-funct-LASSO). The winner’s curse correction is performed by applying a LASSO

shrinkage to the marginal association statistics of the PRS:

PRSLASSO(PT ) =
M∑
i=1

sign(β̃i)||β̃i| − λ(PT )|1{Pi<PT }gi, (2.3)

where λ(PT ) = Φ−1(1− PT

2
)sd(β̃i), where Φ−1 is the inverse standard normal CDF.

Functional annotations are incorporated via two disjoint SNPs sets, representing

”high-prior” SNPs (HP) and ”low-prior” SNPs (LP), respectively. We define the HP

SNP set for P+T-funct-LASSO as the set of SNPs in the top 10% of expected per-SNP
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heritability under the baseline-LD model7, the baseline-LD model includes coding,

conserved, regulatory and LD-related annotations, whose enrichments are jointly

estimated using stratified LD score regression7,54 (see Baseline-LD model annotations

section). We also performed secondary analyses using the top 5% (P+T-funct-LASSO-

top5%). We define PRSLASSO,HP (PHP ) to be the PRS restricted to the HP SNP set, and

PRSLASSO,LP (PLP ) to be the PRS restricted to the LP SNP set, where PHP and PLP are

the optimal significance thresholds for the HP and LP SNP sets, respectively. We define

PRSLASSO(PHP , PLP ) = PRSLASSO,HP (PHP ) + PRSLASSO,LP (PLP ). We also performed

secondary analyses were we allow an additional regularization to the two PRS, that is:

PRSLASSO(PHP , PLP ) = α1PRSLASSO,HP (PHP ) + α2PRSLASSO,LP (PLP ), we refer to this

method as P+T-funct-LASSO-weighted.

LDpred-funct-inf. We modify LDpred-inf to incorporate functionally informed priors

on causal effect sizes using the baseline-LD model7, which includes coding, conserved,

regulatory and LD-related annotations, whose enrichments are jointly estimated using

stratified LD score regression7,54. Specifically, we assume that normalized causal effect

sizes have prior distribution βi ∼ N(0, c∗σ2
i ), where σ2

i is the expected per-SNP heritability

under the baseline-LD model (fit using training data only) and c is a normalizing constant

such that
∑M

i=1 1{σ2
i>0}cσ

2
i = h2g; SNPs with σ2

i ≤ 0 are removed, which is equivalent to

setting σ2
i = 0. The posterior mean causal effect sizes are

E[β|β̃,D, σ2
1, . . . , σ

2
M+

] = W−1N ∗ β̃ =

N ∗D +
1

c


1
σ2
1

. . . 0
... . . . ...
0 . . . 1

σ2
M+



−1

N ∗ β̃, (2.4)

where M+ is the number of SNPs with σ2
i > 0.

The posterior mean causal effect sizes are computed by solving the system of linear

equations WE[β|β̃,D, σ2
1, . . . , σ

2
M ] = N ∗ β̃. h2g is estimated as described above (see

LDpred-inf). D is estimated using validation data, restricting to windows of size

0.15%M+.

LDpred-funct. We modify LDpred-funct-inf to regularize posterior mean causal effect
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sizes using cross-validation. We partition the posterior mean causal effect sizes into K

bins (similar to reference 62), where each bin has roughly the same sum of squared poste-

rior mean effect sizes. Let S =
∑

iE[βi|β̃i]2. To define each bin, we first rank the posterior

mean effect sizes based on their squared values E[βi|β̃i]2. We define bin b1 as the smallest

set of top SNPs with
∑

i∈b1 E[βi|β̃i]2 ≥ S
K

, and iteratively define bin bk as the smallest set

of additional top SNPs with
∑

i∈b1,...,bk E[βi|β̃i]2 ≥ kS
K

. Let PRS(k) =
∑

i∈bk E[βi|β̃i]gi. We

define

PRSLDpred−funct =
K∑
k=1

αkPRS(k), (2.5)

where the bin-specific weights αk are optimized using validation data via 10-fold cross-

validation. For each held-out fold in turn, we estimate the weights αk using the samples

from the other nine folds and compute PRS on the held-out fold using these weights. We

then compute the average prediction R2 across the 10 held-out folds. We set the number

of bins (K) to be between 1 and 100, such that the number of samples used to estimate the

K weights in each fold is ∼300 times larger than K:

K = min(100, d0.9N
300
e), (2.6)

where N is the number of validation samples. Thus, if there are ∼300 validation samples

or fewer, LDpred-funct reduces to the LDpred-funct-inf method. In simulations, we set

K to 20 (based on 8,441 validation samples; see below), approximately concordant with

Equation 2.6.

Simulations

We simulated quantitative phenotypes using real genotypes from the UK Biobank in-

terim release (see below). We used up to 50,000 unrelated British-ancestry samples as

training samples, and 8,441 samples of other European ancestries as validation samples

(see below). We made these choices to minimize confounding due to shared population

stratification or cryptic relatedness between training and validation samples (which, if

present, could overstate the prediction accuracy that could be obtained in independent

samples39), while preserving a large number of training samples. We restricted our sim-

ulations to 459,284 imputed SNPs on chromosome 1 (see below), fixed the number of
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causal SNPs at 2,000 or 5,000 (we also performed secondary simulations with 1,000 or

10,000 causal variants), and fixed the SNP-heritability h2g at 0.5. We sampled normalized

causal effect sizes βi for causal SNPs from a normal distribution with variance equal to σ2
i

p
,

where p is the proportion of causal SNPs and σ2
i is the expected causal per-SNP heritabil-

ity under the baseline-LD model7, fit using stratified LD score regression (S-LDSC)7,54

applied to height summary statistics computed from unrelated British-ancestry samples

from the UK Biobank interim release (N=113,660). We computed per-allele effect sizes bi

as bi = βi√
2pi(1−pi)

, where pi is the minor allele frequency for SNP i estimated using the vali-

dation genotypes. We simulated phenotypes as Yj =
∑M

i bigij+εj , where εj ∼ N(0, 1−h2g).

We set the training sample size to either 10,000, 20,000 or 50,000. The motivation to per-

form simulations using one chromosome is to be able to extrapolate performance at larger

sample sizes3 according to the ratio N/M , where N is the training sample size. We com-

pared each of the five methods described above. For LDpred-funct-inf and LDpred-funct,

we set baseline-LD model parameters for each functional annotation equal to the baseline-

LD model parameters used to generate the data, representing a best-case scenario for

LDpred-funct-inf and LDpred-funct. For LDpred-funct, we report adjusted-R2 defined as

R2 − (1 − R2) K
N−K−1 , with N is the number of validation samples and K the number of

bins.

Full UK Biobank data set

The full UK Biobank data set includes 459,327 European-ancestry samples and ∼20 mil-

lion imputed SNPs63 (after filtering as in ref. 59, excluding indels and structural variants).

We selected 16 UK Biobank traits with phenotyping rate > 80% (> 80% of females for age

at menarche, > 80% of males for balding), SNP-heritability h2g > 0.2, and low corre-

lation between traits (as described in ref. 59). We restricted training samples to 409,728

British-ancestry samples63, including related individuals (avgN=365K phenotyped train-

ing samples; see Table S22). As in our simulations, we computed association statistics

from training samples using BOLT-LMM v2.359. We have made these association statis-

tics publicly available (see Web Resources). We restricted validation samples to 25,112

samples of non-British European ancestry, after removing validation samples that were
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related (> 0.05) to training samples and/or other validation samples (avg N=22K pheno-

typed validation samples; see Table S22). As in our simulations, we made these choices

to minimize confounding due to shared population stratification or cryptic relatedness

between training and validation samples (which, if present, could overstate the predic-

tion accuracy that could be obtained in independent samples39), while preserving a large

number of training samples. We analyzed 6,334,603 genome-wide imputed SNPs, after

removing SNPs with minor allele frequency < 1%, removing SNPs with imputation ac-

curacy < 0.9, and removing A/T and C/G SNPs to eliminate potential strand ambiguity.

We used h2g estimates from BOLT-LMM v2.359 as input to LDpred-inf, LDpred-funct-inf

and LDpred-funct.

UK Biobank interim release

The UK Biobank interim release includes 145,416 European-ancestry samples64. We used

the UK Biobank interim release both in simulations using real genotypes, and in a sub-

set of analyses of height phenotypes (to investigate how prediction accuracy varies with

training sample size).

In our analyses of height phenotypes, we restricted training samples to 113,660 unre-

lated (≤ 0.05) British-ancestry samples for which height phenotypes were available. We

computed association statistics by adjusting for 10 PCs29, estimated using FastPCA30 (see

Web Resources). For consistency, we used the same set of 25,030 validation samples of

non-British European ancestry with height phenotypes as defined above. We analyzed

5,957,957 genome-wide SNPs, after removing SNPs with minor allele frequency < 1%,

removing SNPs with imputation accuracy < 0.9, removing SNPs that were not present

in the 23andMe height data set (see below), and removing A/T and C/G SNPs to elim-

inate potential strand ambiguity. We analyzed the same set of 5,957,957 SNPs both in

the height meta-analysis of interim UK Biobank and 23andMe data sets and in the height

meta-analysis of full UK Biobank and 23andMe data sets.

In our simulations, we restricted training samples to up to 50,000 of the 113,660 unre-

lated British-ancestry samples, and restricted validation samples to 8,441 samples of non-

British European ancestry, after removing validation samples that were related (> 0.05) to

33



training samples and/or other validation samples. We restricted the 5,957,957 genome-

wide SNPs (see above) to chromosome 1, yielding 459,284 SNPs after QC.

23andMe height summary statistics

The 23andMe data set consists of summary statistics computed from 698,430 European-

ancestry samples (23andMe customers who consented to participate in research) at

9,898,287 imputed SNPs, after removing SNPs with minor allele frequency < 1% and

that passed QC filters (which include filters on imputation quality, avg.rsq< 0.5 or

min.rsq< 0.3 in any imputation batch, and imputation batch effects). Analyses were re-

stricted to the set of individuals with > 97% European ancestry, as determined via an

analysis of local ancestry65. Summary association statistics were computed using linear

regression adjusting for age, gender, genotyping platform, and the top five principal com-

ponents to account for residual population structure. The summary association statistics

will be made available to qualified researchers (see Web Resources).

We analyzed 5,957,935 genome-wide SNPs, after removing SNPs with minor allele fre-

quency < 1%, removing SNPs with imputation accuracy < 0.9, removing SNPs that were

not present in the full UK Biobank data set (see above), and removing A/T and C/G SNPs

to eliminate potential strand ambiguity.

Meta-analysis of full UK Biobank and 23andMe height data sets

We meta-analyzed height summary statistics from the full UK Biobank and 23andMe data

sets. We define

PRSmeta = γ1PRS1 + γ2PRS2, (2.7)

where PRSi is the PRS obtained using training data from cohort i. The PRS can be ob-

tained using P+T, P+T-funct-LASSO, LDpred-inf or LDpred-funct. The meta-analysis

weights γi can either be specified via fixed-effect meta-analysis (e.g. γi = Ni∑
Ni

) or opti-

mized using validation data58. We use the latter approach, which can improve prediction

accuracy (e.g. if the cohorts differ in their heritability as well as their sample size). In our

primary analyses, we fit the weights γi in-sample and report prediction accuracy using
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adjusted R2 to account for in-sample fitting66. We also report results using 10-fold cross-

validation: for each held-out fold in turn, we estimate the weights γi using the other nine

folds and compute PRS on the held-out fold using these weights. We then compute the

average prediction R2 across the 10 held-out folds.

When using LDpred-funct as the prediction method, we perform the meta-analysis as

follows. First, we use LDpred-funct-inf to fit meta-analysis weights γi. Then, we use

γi to compute (meta-analysis) weighted posterior mean causal effect sizes (PMCES) via

PMCES = γ1PMCES1 + γ2PMCES2, which are binned into k bins. Then, we estimate

bin-specific weights αk (used to compute (meta-analysis + bin-specific) weighted poste-

rior mean causal effect sizes
∑K

k=1 αkPMCES(k)) using validation data via 10-fold cross

validation.

Baseline-LD model annotations.

The baseline-LD model contains a broad set of 75 functional annotations (including cod-

ing, conserved, regulatory and LD-related annotations), whose enrichments are jointly

estimated using stratified LD score regression7,54. For each trait, we used the τc values

estimated for that trait to compute σ2
i , the expected per-SNP heritability of SNP i under

the baseline-LD model, as

σ2
i =

∑
c

ac(i)τc, (2.8)

where ac(i) is the value of annotation c at SNP i.

Joint effect sizes τc for each annotation c are estimated via

E[χ2
i ] = N

∑
c

τcl(i, c) + 1, (2.9)

where l(i, c) is the LD score of SNP i with respect to annotation ac and χ2
i is the chi-square

statistic for SNP i. We note that τc quantifies effects that are unique to annotation c. In all

analyses of real phenotypes, τc and σ2
i were estimated using training samples only.

In our primary analyses, we used 489 unrelated European samples from phase 3 of the

1000 Genomes Project67 as the reference data set to compute LD scores, as in ref. 7.

To verify that our 1000 Genomes reference data set produces reliable LD estimates, we

repeated our LDpred-funct analyses using S-LDSC with 3,567 unrelated individuals from
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UK10K68 as the reference data set (as in ref. 69), ensuring a closer ancestry match with

British-ancestry UK Biobank samples. We also repeated our LDpred-funct analyses us-

ing S-LDSC with the baseline-LD+LDAK model (instead of the baseline-LD model), with

UK10K as the reference data set. The baseline-LD+LDAK model (introduced in ref. 69)

consists of the baseline-LD model plus one additional continuous annotation constructed

using LDAK weights70, which has values (pj(1− pj))1+αwj , where α = −0.25, pj is the

allele frequency of SNP j, and wj is the LDAK weight of SNP j computed using UK10K

data.

Results

Simulations

We performed simulations using real genotypes from the UK Biobank interim release

and simulated phenotypes (see Material and Methods). We simulated continuous pheno-

types with SNP-heritability h2g = 0.5, using 476,613 imputed SNPs from chromosome 1.

We selected either 2,000 or 5,000 variants to be causal; we refer to these as ”sparse” and

”polygenic” architectures, respectively. We sampled normalized causal effect sizes from

normal distributions with variances based on expected causal per-SNP heritabilities un-

der the baseline-LD model7, fit using stratified LD score regression (S-LDSC)7,54 applied

to height summary statistics from British-ancestry samples from the UK Biobank interim

release. We randomly selected 10,000, 20,000 or 50,000 unrelated British-ancestry samples

as training samples, and we used 8,441 samples of non-British European ancestry as val-

idation samples. By restricting simulations to chromosome 1 (≈ 1/10 of SNPs), we can

extrapolate results to larger sample sizes (≈ 10x larger; see Application to 16 UK Biobank

traits), analogous to previous work3.

We compared prediction accuracies (R2) for five main methods: P+T1,2, LDpred-inf3, P+T-

funct-LASSO13, LDpred-funct-inf and LDpred-funct (see Material and Methods). Results

are reported in Figure 2.1, Figure S3, Table S23 and Table S24. Among methods that do not

use functional information, the prediction accuracy of LDpred-inf was similar to P+T for

the sparse architecture and superior to P+T for the polygenic architecture, consistent with
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previous work3. Incorporating functional information via LDpred-funct-inf produced a

13.6% (resp. 13.4%) relative improvement for the sparse (resp. polygenic) architecture,

compared to LDpred-inf. Accounting for sparsity using LDpred-funct further improved

prediction accuracy, particularly for the sparse architecture, resulting in a 24.8 % (resp.

18.8%) relative improvement, compared to LDpred-inf. LDpred-funct performed slightly

better than P+T-funct-LASSO for the sparse architecture and much better than P+T-funct-

LASSO for the polygenic architecture. The difference in prediction accuracy between

LDpred-inf and each other method, as well as the difference in prediction accuracy be-

tween LDpred-funct and each other method, was statistically significant in most cases

(see Table S24). Although LDpred-funct used K=20 posterior mean causal effect size bins

to regularize effect sizes in our main simulations, results were not sensitive to this param-

eter (Table S25);K=50 bins consistently performed slightly better, but we did not optimize

this parameter. Simulations with 1,000 or 10,000 causal variants generally recapitulated

these findings, although P+T-funct-LASSO performed better than LDpred-funct for the

extremely sparse architecture (Table S23). Our simulations are supportive of the poten-

tial advantages of LDpred-funct-inf and LDpred-funct. However, we caution that all of

our simulations use the same model (the baseline-LD model) to simulate phenotypes and

to compute predictions. Thus, our simulations should be viewed as a best case scenario

for LDpred-funct-inf and LDpred-funct; a more realistic assessment of the advantages of

these methods can only be obtained by analyzing real traits.

Application to 16 UK Biobank traits

We applied P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct to

16 UK Biobank traits. We selected the 16 traits based on phenotyping rate > 80%, SNP-

heritability h2g > 0.2, and low correlation between traits (as described in ref. 59). We

analyzed training samples of British ancestry (avg N=365K; see Table S22) and validation

samples of non-British European ancestry (avg N=22K). We included 6,334,603 imputed

SNPs in our analyses (see Material and Methods). We computed summary statistics and

h2g estimates from training samples using BOLT-LMM v2.359 (see Table S26). We estimated

trait-specific functional enrichment parameters for the baseline-LD model7 by running S-
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Figure 2.1: Accuracy of 5 polygenic prediction methods in simulations using UK Biobank
genotypes. We report results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and
LDpred-funct in chromosome 1 simulations with 2,000 causal variants (sparse architecture) and
5,000 causal variants (polygenic architecture). Results are averaged across 100 simulations. Top
dashed line denotes simulated SNP-heritability of 0.5. Bottom dashed lines denote differences vs.
LDpred-inf; error bars represent 95% confidence intervals. Results for other values of the number
of causal variants are reported in Figure S3, and numerical results are reported in Table S23 and
Table S24.

LDSC7,54 on these summary statistics.

Results are reported in Figure 2.2 and Table S27, Table S28 and Table S29. Among methods

that do not use functional information, LDpred-inf outperformed P+T (average relative

improvement: +4%), consistent with simulations under a polygenic architecture. We

previously developed a different method, LDpred3, which uses a point-normal prior to
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estimate posterior mean effect sizes via Markov Chain Monte Carlo (MCMC), but we

determined that LDpred performs worse than LDpred-inf in UK Biobank data (Table S29).

Age at
 menarche

Tanning
 ability

Balding
type I

Waist hip
 ratio

Forced vital
capacity

Eosinophil
count

White blood
cell count

Blood
pressure

Red blood
cell count

FEV1 FVC
ratio

Body mass
 index 

RBC distribution
 width

Height Hair
 color

Platelet
count

Bone mineral
density 

0.0
0.1
0.2
0.3
0.4

0.0

0.1

0.2

0.3

0.0

0.1

0.2

0.00
0.05
0.10
0.15
0.20

0.0
0.1
0.2
0.3
0.4

0.0

0.1

0.2

0.3

0.0

0.1

0.2

0.00
0.05
0.10
0.15
0.20

0.0
0.1
0.2
0.3
0.4

0.0

0.1

0.2

0.3

0.0

0.1

0.2

0.00
0.05
0.10
0.15
0.20
0.25

0.0

0.2

0.4

0.6

0.0

0.1

0.2

0.3

0.0

0.1

0.2

0.0

0.1

0.2

R
2

Average 
accross traits

0.0

0.1

0.2

0.3

LDpred−funct
LDpred−funct−inf
P+T−funct−LASSO
LDpred−inf
P+T

Figure 2.2: Accuracy of 5 polygenic prediction methods across 16 UK Biobank traits. We report
results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct. Dashed lines
denote estimates of SNP-heritability. Numerical results are reported in Table S27 and Table S29.
Jackknife s.e. for differences vs. LDpred-inf are reported in Table S28; for Average across traits,
each jackknife s.e. is < 0.0009.

Incorporating functional information via LDpred-funct-inf produced a +17% average

relative improvement, consistent with simulations (relative improvements ranged from

+6% for body mass index to +35% for tanning ability). Accounting for sparsity using

LDpred-funct further improved prediction accuracy (avg prediction R2=0.173; highest

R2=0.417 for height), resulting in a +27% average relative improvement compared to
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LDpred-inf, consistent with simulations under a polygenic architecture (relative improve-

ments ranged from +5% for body mass index to +104% for tanning ability). LDpred-

funct also performed substantially better than P+T-funct-LASSO (+18% average relative

improvement), consistent with simulations under a polygenic architecture. Although

LDpred-funct used an average of K = 67 posterior mean causal effect size bins to reg-

ularize effect sizes in these analyses (see Equation 2.6), results were not sensitive to this

parameter (Table S30); K=100 bins consistently performed slightly better, but we did not

optimize this parameter. In addition, although our main analyses involved very large

validation sample sizes (up to 25,032; Table S22), which aids the regularization step of

LDpred-funct, the bulk of the improvement of LDpred-funct vs. LDpred-funct-inf re-

mained when restricting to smaller validation sample sizes (as low as 1,000; see Table

S31). We also evaluated a modification of P+T-funct-LASSO in which different weights

were allowed for the two predictors (P+T-funct-LASSO-weighted; see Material and Meth-

ods), but results were little changed +4% average relative improvement vs. P+T-funct-

LASSO (see Table S29). Similar results were also obtained when defining the ”high-prior”

(HP) SNP set for P+T-funct-LASSO using the top 5% of SNPs with the highest per-SNP

heritability, instead of the top 10% (see Table S29).

We performed several secondary analyses using LDpred-funct-inf. First, we determined

that incorporating baseline-LD model functional enrichments that were meta-analyzed

across traits (31 traits from ref. 7), instead of the trait-specific functional enrichments used

in our primary analyses, slightly reduced prediction accuracy (Table S29). Second, we

determined that using our previous baseline model54, instead of the baseline-LD model7,

slightly reduced prediction accuracy (Table S29). Third, we determined that inferring

functional enrichments using only the SNPs that passed QC filters and were used for

prediction had no impact on prediction accuracy (Table S29). Fourth, we determined

that using UK10K (instead of 1000 Genomes) as the LD reference panel had virtually no

impact on prediction accuracy (Table S29). Additional secondary analyses are reported in

the Discussion section.
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Application to height in meta-analysis of UK Biobank and 23andMe co-
horts

We applied P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct to

predict height in a meta-analysis of UK Biobank and 23andMe cohorts (see Material and

Methods). Training sample sizes were equal to 408,092 for UK Biobank and 698,430 for

23andMe, for a total of 1,106,522 training samples. For comparison purposes, we also

computed predictions using the UK Biobank and 23andMe training data sets individu-

ally, as well as a training data set consisting of 113,660 British-ancestry samples from the

UK Biobank interim release. (The analysis using the 408,092 UK Biobank training sam-

ples was nearly identical to the analysis of Figure 2.2, except that we used a different

set of 5,957,935 SNPs, for consistency throughout this set of comparisons; see Material

and Methods.) We used 25,030 UK Biobank samples of non-British European ancestry as

validation samples in all analyses.

Results are reported in Figure 2.3 and Table S32. The relative improvements attained by

LDpred-funct-inf and LDpred-funct were broadly similar across all four training data sets

(also see Figure 2.2), implying that these improvements are not specific to the UK Biobank

data set. Interestingly, compared to the full UK Biobank training data set (R2=0.416

for LDpred-funct), prediction accuracies were only slightly higher for the meta-analysis

training data set (R2=0.429 for LDpred-funct), and were lower for the 23andMe training

data set (R2=0.343 for LDpred-funct), consistent with the ≈ 30% higher heritability in UK

Biobank as compared to 23andMe and other large cohorts7,59,60; the higher heritability in

UK Biobank could potentially be explained by lower environmental heterogeneity. We

note that in the meta-analysis, we optimized the meta-analysis weights using validation

data (similar to ref. 66), instead of performing a fixed-effect meta-analysis. This approach

accounts for differences in heritability as well as sample size, and attained a> 3% relative

improvement compared to fixed-effects meta-analysis (see Table S32).
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Figure 2.3: Accuracy of 5 prediction methods in height meta-analysis of UK Biobank and
23andMe cohorts. We report results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf
and LDpred-funct, for each of 4 training data sets: UK Biobank interim release (113,660 training
samples), UK Biobank (408,092 training samples), 23andMe (698,430 training samples) and meta-
analysis of UK Biobank and 23andMe (1,107,430 training samples). Nested training data sets are
connected by solid lines. Dashed line denotes estimate of SNP-heritability in UK Biobank. Nu-
merical results are reported in Table S32.

Discussion

We have shown that leveraging trait-specific functional enrichments inferred by S-

LDSC with the baseline-LD model7 substantially improves polygenic prediction accuracy.

Across 16 UK Biobank traits, we attained a +17% average relative improvement using a

method that leverages functional enrichment (LDpred-funct-inf) and a +27% average rel-
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ative improvement using a method that performs an additional regularization step to

account for sparsity (LDpred-funct), compared to the most accurate method tested that

does not model functional enrichment (LDpred-inf).

Previous work has highlighted the potential advantages of leveraging functional enrich-

ment to improve prediction accuracy13,57. We included one such method13 (which we call

P+T-funct-LASSO) in our analyses, determining that LDpred-funct attains a +18% aver-

age relative improvement vs. P+T-funct-LASSO across 16 UK Biobank traits. Another

method of interest is the AnnoPred method of ref. 57, which is closely related to LDpred-

funct-inf. However, ref. 57 considers only genotyped variants and binary annotations.

We determined that functional enrichment information is far less useful when restricting

to genotyped variants (+1% improvement for LDpred-funct-inf (typed) vs. LDpred-inf

(typed); Table S29), likely because tagging variants may not belong to enriched functional

annotations; also, as noted above, the additional regularization step of LDpred-funct sub-

stantially improves prediction accuracy.

Our work has several limitations. First, LDpred-funct analyzes summary statistic training

data (which are publicly available for a broad set of diseases and traits71), but methods

that use raw genotypes/phenotypes as training data have the potential to attain higher

accuracy59; incorporating functional enrichment information into prediction methods

that use raw genotypes/phenotypes as training data remains a direction for future re-

search. Second, the regularization step employed by LDpred-funct to account for spar-

sity relies on heuristic cross-validation instead of inferring posterior mean causal effect

sizes under a prior sparse functional model; we made this choice because the appropriate

choice of sparse functional model is unclear, and because inference of posterior means

via MCMC may be subject to convergence issues. As a consequence, the improvement

of LDpred-funct over LDpred-funct-inf is contingent on the number of validation sam-

ples available for cross-validation; in particular, for small validation samples, the num-

ber of cross-validation bins is equal to 1 (Equation 2.6) and LDpred-funct is identical to

LDpred-funct-inf. Third, we have considered only single-trait analyses, although lever-

aging genetic correlations among traits has considerable potential to improve prediction

accuracy16,72. Fourth, we have not considered how to leverage functional enrichment for
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polygenic prediction in related individuals19. Fifth, we have not investigated the appli-

cation of our methods to polygenic prediction in diverse populations66, for which very

similar functional enrichments have been reported73,74. Finally, the improvements in pre-

diction accuracy that we reported are a function of the baseline-LD model7, but there are

many possible ways to improve this model, e.g. by incorporating tissue-specific enrich-

ments50–55,75–78, modeling MAF-dependent architectures79,80, and/or employing alterna-

tive approaches to modeling LD-dependent effects70; we anticipate that future improve-

ments to the baseline-LD model will yield even larger improvements in prediction ac-

curacy. As an initial step to explore alternative approaches to modeling LD-dependent

effects, we repeated our analyses using the baseline-LD+LDAK model (introduced in

ref. 69), which consists of the baseline-LD model plus one additional continuous anno-

tation constructed using LDAK weights70. (Recent work has shown that incorporating

LDAK weights increases polygenic prediction accuracy in analyses that do not include

the baseline-LD model81.) We determined that results were virtually unchanged (avg

prediction R2=0.1600 for baseline-LD+LDAK vs. 0.1601 for baseline-LD using LDpred-

funct-inf with UK10K SNPs; see Table S29 and Table S33). Despite these limitations and

open directions for future research, our work unequivocally demonstrates that leverag-

ing functional enrichment using the baseline-LD model substantially improves polygenic

prediction accuracy.
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Web Resources

Software implementing the LDpred-funct-inf and LDpred-funct methods will be re-

leased prior to publication as a publicly available, open-source software package:

https://www.hsph.harvard.edu/alkes-price/software

LDscore regression software: https://github.com/bulik/ldsc

UK Biobank Resource: http://www.ukbiobank.ac.uk/

BOLT-LMM v2.3 software http://data.broadinstitute.org/alkesgroup/

BOLT-LMM/

BOLT-LMM v2.3 association statistics: https://data.broadinstitute.org/

alkesgroup/UKBB/UKBB_409K/

23andMe height association statistics: The full summary statistics for the 23andMe

height GWAS will be made available through 23andMe to qualified researchers under an

agreement with 23andMe that protects the privacy of the 23andMe participants. Please

visit https://research.23andme.com/collaborate/#publication for more

information and to apply to access the data.
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Abstract

Meta-analysis of genome-wide summary statistics has been a succesful strategy to dis-

cover genetic risk variants. The most commonly used method is using inverse-variance

weighting fixed effects meta-analysis, due to limitations of sharing individual-level data,

most meta-analysis only share summary statistics. Here we introduce a summary statistic

based extension of mixed model association method (Meta-LMM) that increases associa-

tion power in meta-analysis. This method aims to increase power by reducing the pheno-

typic noise by conditioning out using a leave-one-chromose-out scheme. We use the UK

Biobank dataset to construct 10 independent cohorts (N = 33K each), and applied Meta-

LMM to 14 UK Biobank traits. Meta-LMM substantially outperformed fixed-effects meta-

analysis, with a +15% median increase in χ2 statistics (averaged across traits), consis-

tent with simulations. And we show that on average 20% more loci were identified with

Meta-LMM compared to fixed-effects meta-analysis. Our results show that this method

outperforms most commonly used mehtods for meta-analysis.

Introduction

Meta-analysis of genome-wide summary statistics is an important method for discover-

ing genetic risk variants82. And has been one of the most succesful approaches to dis-

cover new disease risk loci for several complex traits83–85. Due to restrictions of sharing

individual-level data, methods developed for meta-analysis only use summary statistics

data. Typically, these studies use inverse-variance-weighting fixed effects meta-analysis.

Which is a method that assumes that the true effect for each allele is the same in each data

set, and weight each cohort using the appropiate weights, typically proportional to the

sample size of each cohort86.

Linear mixed model association approaches gain power by reducing phenotypic noise

by conditioning out on known casual variants or using leave-one-chromosome-out

scheme8,9. These methods maximize power by running association analysis on a resid-

ualized phenotype using BLUP9,18,56 predictions. Here we introduce a summary statistic
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based extension of mixed model association method (Meta-LMM) that increases associ-

ation power in meta-analysis. This method aims to increase power by residualizing the

phenotypes for each cohort using polygenic risk score predictions, and estimating for

each cohort a ”more powerful” set of summary statistics and further combine them using

fixed-effects meta-analysis. We show that Meta-LMM attains higher association power

compared to fixed effects meta-analysis in simulations with real genotypes, and in analy-

ses of 14 highly heritable UK Biobank traits.

Methods

Meta-LMM method

The Meta-LMM method consists of 5 main steps (see Figure 3.1 and Figure S4): (1a) Com-

pute association statistics within each cohort; (1b) Share association statistics across co-

horts; (2a) Residualize phenotypes within each cohort using association statistics from

other cohorts (2b) Recompute association statistics within each cohort using residualized

phenotypes; (3) Meta-analyze association statistics from Step (2b) across cohorts. We as-

sume that we haveC independent cohorts, with no related samples or duplicated samples

between cohorts, and individual-level data cannot be shared accross cohorts.

Within each 
cohort

Association analysis

Share with other 
cohorts

Within each 
cohort

Residualization

Association analysis

Join summary 
statistics

Meta-analyze 
them

Step 1 Step 2 Step 3

Figure 3.1: Primary steps to compute Meta-LMM summary statistics. In this figure, we show the
necessary steps to get Meta-LMM summary statistics.
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In step (1a), we compute mixed-model association statistics within each cohort using

BOLT-LMM9,59, an effective method for maximizing power (within each cohort) and mini-

mizing confounding. However, other methods for computing association statistics within

each cohort could also be accommodated.

Step (2a) consists of 3 steps within each cohort c:

(i) Meta-analyze association statistics from Step (1a) using fixed-effect meta-analysis, re-

stricting to other cohorts (we exclude the association statistics from cohort c in order to

prevent overfitting the phenotypes in the prediction step, which would cause true signal

from the target chromosome to be removed in the residualization step; see below).

(ii) For each target chromosome chr, compute polygenic risk scores (PRS) for each individ-

ual in cohort c using association statistics from (i), restricted to other chromosomes (leave-

one-chromosome-out scheme). PRS are computed using either Pruning+Thresholding1,2

with optimal weight (Meta-LMM-P+T), LDpred-inf3 with optimal weight (Meta-LMM-

LDpred-inf), or a combined method with optimal weights (Meta-LMM). For Meta-LMM-

P+T, we define the PRS via

PRSP+T =
M∑
i=1

1{Pi<PT }β̃i,cgi, (3.1)

where β̃i are normalized marginal effect size estimates and gi is a vector of normalized

genotypes for SNP i and M is the total number of SNPs. The parameters R2
LD and PT are

commonly tuned using validation data to optimize prediction accuracy1,2.

For Meta-LMM-LDpred-inf, we define the PRS via

PRSLDpred−inf =
M∑
i=1

E(βi,c|β̃c, D)gi, (3.2)

is the posterior mean causal effect size is defined as a function of the snp heritability h2g,

the training sample size N , the marginal effect size β̃ and the LD matrix between markers

D.

For Meta-LMM, we define the PRS via

PRSc−chr = α̂1,c−chrPRSP+T + α̂2,c−chrPRSLDpred−inf , (3.3)
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In each case, optimal weights are fit in-sample using individuals from cohort c and all

chromosomes. We recommend Meta-LMM as the primary PRS method, as it produces

the best results (see Results), but we also provide results for Meta-LMM-P+T and Meta-

LMM-LDpred-inf for completeness.

(iii) For each target chromosome chr, compute residualized phenotypes via

Yresidual,c−chr = Y − PRSc−chr.

In step (2b), we compute summary association statistics SS ′metac using the residualized

Yresidual−c−chr for each cohort c and target chromosome chr. We use linear regression with

20 principal components (PCs); we note that BOLT-LMM does not allow for different

phenotypes for each target chromosome.

In step (3), we meta-analyze association statistics from Step (2b) using fixed-effects meta-

analysis.

Fixed effects meta-analysis

Fixed effects meta-analysis is the most commonly used method to peform meta-analysis

of GWAS data. It assumes that the true effect of each risk allele is the same accross

datasets, and combines summary statistics by using inverse variance weighting. The fixed

effects meta-analysis beta is defined as

βmeta =

∑C
c=1Ncqc ∗ (1− qc)βc∑C
c=1Ncqc ∗ (1− qc)

, (3.4)

where C is the total number of cohorts, Nc is the total sample size for cohort c and qc is

the minor allele frequency associated to the SNP on cohort c. We computed fixed effect

meta-analysis using Plink2 (see Web resources).

Simulations

We simulated quantitative phenotypes using real genotypes from the UK Biobank dataset

(see below). We restricted our analysis to 337,538 unrelated British-ancestry samples63.

We analyzed 616,214 genome-wide SNPs, after removing SNPs with minor allele fre-

quency < 1%. We divided the total sample into 10 different cohorts of the same sample

size each (Nc = 33K). We sampled normalized causal effect sizes βi for causal SNPs from
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a normal distribution with variance equal to h2g
Mcausal

, where Mcausal the total number of

causal variants. We restricted causal variant to be only in the odd chromosomes, to facil-

itate null calibration analyses on even chromosomes. We fixed the proportion of causal

variants to be 0.1% and 5%, and fixed the SNP-heritability h2g at 0.5. We simulated 20 phe-

notypes as Yj =
∑M

i bigij + εj , where εj ∼ N(0, 1− h2g), with M equat to the total number

of causal variants.

We computed association statistics using 5 different methods: fixed effects meta-analysis

and four different variations of our method, Meta-LMM, Meta-LMM-P+T and Meta-

LMM-LDpred-inf, and Meta-LMM-True. Meta-LMM-True is a cheating method where

we use the true effect sizes bi to compute the polygenic risk score PRSc−chr; this method

is not applicable to real traits, but is included for comparison purposes.

Power analyses. We use 3 different metrics to assess power. First, for each method we

compute the average χ2 restricting to only the true causal variants. Second, for each

method we compute the average χ2 restricted to variants that have χ2 > 30 accross all

methods. Third, we compute the average χ2 of all the variants in the odd chromosomes.

Null calibration analyses. To asses null calibration we compute the average χ2 of all the

variants in the even chromosomes. Given that there are no causal variants in the even

chromosome the average χ2 is expected to be ∼ 1.

As secondary analyses, we assessed the impact of different methods of association in

Step (1a). Specifically, we used linear regression + 10 PCs and linear regression + 20 PCs

as alternatives to BOLT-LMM.

UK Biobank data set

The full UK Biobank data set includes 459,327 European-ancestry samples and 824, 283

genotyped SNPs63. We selected 14 UK Biobank traits with phenotyping rate > 80% (ex-

cluding sex-specific traits), SNP-heritability h2g > 0.2, and low correlation between traits

(as described in ref. 59). We restricted our analysis to 337,538 unrelated British-ancestry

samples63 (avg N=321K phenotyped samples; see Table S34). We use the remainder

121,789 samples as an external discovery sample. We analyzed 616,214 genome-wide
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SNPs, after removing SNPs with minor allele frequency < 1%. We used h2g estimates from

BOLT-LMM v2.359 as input to LDpred-inf.

We computed association statistics using 6 different methods: fixed-effect meta-analysis

(Meta-Fixed), Meta-LMM, Meta-LMM-P+T, Meta-LMM-LDpred-inf, BOLT-LMM-inf and

BOLT-LMM. For the first 4 methods we divided the total sample into 10 different cohorts

of 33,754 samples each. For BOLT-LMM-inf and BOLT-LMM we analyzed the 337K sam-

ples together; these analyses would not be possible in the case of large meta-analyses in

which raw genotypes/phenotypes cannot be shared across cohorts, but are included for

comparison purposes.

Power analyses. We assessed statistical power using three different metrics. For the first

metric, we take the set of SNPs that have a χ2 > 30 accross the 6 different methods (similar

as in ref. 59). We compute un-informed LD pruning on these set of SNPs to obtain a set

of independent variants. We used a 500kb window and r2 threshold of 0.1 for LD prun-

ing. We use un-informed LD pruning instead of LD-clumping (or informed LD-pruning)

to avoid giving any preference to a particular method. And we report the median of ra-

tios between χ2 statistic estimated using method X and fixed effects meta-analysis, where

method X can be any of the other 5 methods listed above. For the second metric, we use

the 121,789 samples from the UK Biobank that were not included in the main sample and

compute summary statistics using BOLT-LMM. We select the set of independent SNPs

that have χ2 > 30 and the R2 between any two SNPs is < 0.1 (in this case, we do use LD-

clumpling). And report the median ratios between χ2 statistic estimated using method X

and fixed effects meta-analysis, as in the first metric. The third metric, we report the total

number of independent genome-wide significant variants. We use PLINK LD-clumpling

tool using LD computed from on of the cohorts. We used a 500kb window and r2 thresh-

old of 0.01 for LD clumping, and we further collapsed associated SNPs within 100kb of

each other.

Null calibration analyses. As in ref 59, we used the attenuation ratio defined as (LDSC inter-

cept -1) / (mean χ2 -1 ) to asses calibration. We used the LDSC software to run LD score

regression on each set of association statistics using the baselineLD model.
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Results

Simulations

We performed simulations using real genotypes from UK Biobank and simulated phe-

notypes (see Materials and Methods). We simulated continuous phenotypes with SNP-

heritability h2g = 0.5, using 616,214 genome-wide SNPs. We selected either 0.1% or 5% of

variants to be causal; we refer to these as ”sparse” and ”polygenic” architectures, respec-

tively. We selected causal SNPs randomly from the odd chromosomes, so that the even

chromosomes contain only non-causal SNPs to assess null calibration. We randomly di-

vided 337,538 unrelated British-ancestry samples into 10 cohorts of equal size. We eval-

uated 4 main methods: Meta-Fixed, Meta-LMM-P+T, Meta-LMM-LDpred-inf and Meta-

LMM. For comparison purposes, we also evaluated a cheating method that uses true

effect sizes to residualize phenotypes (Meta-LMM-True).

We first assessed null calibration. We computed mean χ2 statistics across SNPs on the

even chromosomes, which contain only non-causal (null) SNPs. Results are reported in

Figure 3.2A and Table S35. We determined that all methods are well-calibrated, as the

average χ2 statistic for null SNPs was ≈ 1.

We next assessed power to detect true associations. For each method, we computed mean

χ2 statistics across simulated causal SNPs. We compared these means across the different

methods. Results are reported in Figure 3.2B and Table S36. Meta-LMM substantially out-

performed Meta-Fixed in these simulations, with a +36% (resp. +21%) increase in average

χ2 statistics compared to Meta-Fixed for the sparse (resp. polygenic) architecture. Among

meta-analysis methods that use a single prediction method to residualize phenotypes,

Meta-LMM-P+T outperformed Meta-LMM-LDpred-inf for both architectures (although

we note that our simulation approach of placing all causal SNPs on odd chromosomes

limits effective polygenicity, even for the polygenic architecture). The improvements in

average χ2 closely tracked the accuracy of the predictions used to residualize phenotypes

(see Table S36), consistent with previous work9,59; as expected, Meta-LMM-True (a cheat-

ing method with prediction R2=100%) performed best. We obtained similar results using

two other metrics, average χ2 for SNPs with χ2 > 30 across all methods and average χ2
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Figure 3.2: Power and calibration analyses of 5 meta-analysis methods in simulations using
UK Biobank genotypes, for 2 different genetics architectures. A) Null calibration is assesed
as the average χ2 statistics restricted to SNPs in even chromosomes, with s.e. ≤ 0.002 accross
diferent scenarios. Results are reported over 20 simulations. For comparison purposes we report
calibration values for Meta-Fixed and Meta-LMM-True in Table S35. B) Percent increase in power
is reported as the ratio between the average χ2 statistics restricted to true causal SNPs in Method-X
over Meta-Fixed, where Method-X can be: Meta-LMM-P+T, Meta-LMM-LDpred-inf, Meta-LMM.
We also provide % improvent for Meta-LMM-True, and results are reported in Table S36. Golden
dashed line represents the boost in power obtained using Meta-LMM-True. Numerical values for
Figure 3.2 A) and B) are reported in Table S35 and Table S36, respectively.

for all SNPs on odd chromosomes (see Table S37).

Finally, we assessed the impact of not fully correcting for population stratification in the

initial set of association statistics used to compute predictions for residualizing pheno-

types (Step 1a). We determined that incomplete correlation for stratification in this step

(e.g. < 10 PCs) can lead to severely inflated Meta-LMM statistics (see Table S38). We

hypothesize that uncorrected population stratification in Step 1a can dominate polygenic

predictions computed in Step 2a (see ref. 33), resulting in severe inflation of association

statistics computed using the resulting residuals.
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Application to UK Biobank traits

We analyzed 14 UK Biobank traits. We selected the 14 traits based on phenotyping rate

> 80%, SNP-heritability h2g > 0.2, and low correlation between traits (as described in

ref. 59). We analyzed 337,538 unrelated samples of British ancestry (avg N=321K pheno-

typed samples; see Table S34). We included 616,214 genotyped SNPs in our analyses (see

Material and Methods). We evaluated 4 main methods: Meta-Fixed, Meta-LMM-P+T,

Meta-LMM-LDpred-inf and Meta-LMM. For comparison purposes, we also evaluated

two mixed model association methods, BOLT-LMM-inf and BOLT-LMM9,59 (applied to

the full set of samples), which are not applicable in settings where only summary statis-

tics can be shared across cohorts.

We first assessed null calibration. For each method, we computed the LDSC attenua-

tion ratio, defined as (LDSC intercept −1)/(Average χ2 − 1) (refs. 59 and 47). Results

are reported in Figure S5 and Table S39. The attenuation ratios were very similar for

Meta-LMM and Meta-Fixed, as well as the other methods, and were relatively small (avg.

0.091 for Meta-LMM vs. 0.089 for Meta-Fixed), confirming that Meta-LMM statistics were

approximately well-calibrated.

We next assessed power to detect true associations. As our primary metric, we computed

the median ratio of χ2 statistics for each method vs. Meta-Fixed, restricted to indepen-

dent SNPs with χ2 > 30 across all methods (analogous to previous work59). Results

are reported in Figure 3.3 and Table S40. Meta-LMM substantially outperformed Meta-

Fixed, with a +15% median increase in χ2 statistics (averaged across traits); Meta-LMM

outperformed Meta-Fixed for all traits except systolic blood pressure. Meta-LMM-P+T

and Meta-LMM-LDpred-inf also performed well, with a > 12% improvement vs. Meta-

Fixed in each case. These improvements closely tracked the accuracy of the predictions

used to residualize phenotypes (Table S41), as in our simulations. Meta-LMM captured

nearly all of the improvement of BOLT-LMM-inf and the bulk of the improvement of

BOLT-LMM, a gold standard method that requires a merged set of raw genotypes/phe-

notypes. We obtained similar results when restricting χ2 statistics to independent SNPs

that were genome-wide significant in a non-overlapping discovery sample (see Methods;
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Figure S6 and Table S42), with a +15% improvement for Meta-LMM vs. Meta-Fixed and

an improvement for all traits. We also obtained similar results using the number of in-

dependent genome-wide significant loci (see Methods; Figure S7 and Table S43), with a

+19% improvement for Meta-LMM vs. Meta-Fixed and an improvement for all traits.
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Figure 3.3: Percent improvement in power for 3 meta-analyses methods relative to fixed-effects
meta-analysis when applied to 14 UK Biobank. We report the median of ratios between χ2

statistics estimated using Method X and Meta-Fixed, where method-X can be Meta-LMM, Meta-
LMM-P+T, and Meta+LMM+LDpred-inf. We also report in Table S40 analogous results using
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restrict calculations to SNPs that have χ2 > 30 accross all the 6 methods being compared. Numer-
ical values are in Table S40.
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Discussion

We have described a method that increases power in meta-analyses by redusing the noise

the association statistics by an out-of chromosome residualization. This method is appli-

cable in settings where only summary statistics can be shared across cohorts. We have

shown both in simulations and real traits that our method increased association power

over fixed-effects meta-analysis, which is the most common method for meta-analysis in

genome-wide association studies. Across 14 UK Biobank traits, we attained a +15% av-

erage increase in power compared to fixed-effects meta-analysis, this improvement was

validated with other two different metrics of power. Our method could be used as well

to increase association power within a single cohort of moderate sample size. We could

use publicly available summary statistics from the same trait or a correlated trait esti-

mated using an independent cohort, and use them to residualize the phenotype. And

then meta-analyzed the summary statistics of the two cohorts.

Although Meta-LMM increases association power compared to fixed-effects meta-

analysis, it still has several limitations. First, our method assumes that the cohorts being

meta-analyzed are independent between each other, which is a common assumption for

most meta-analysis. If there are overlapping subjects or related individuals across cohorts

we would risk to overfit the phenotype in the residualization step and loose power of as-

sociation in the following step. Second, in this study we consider that all the cohorts come

from the same continental population, have similar population structure and SNP heri-

tability. We note that as long as the cohorts belong to the same continental population we

do not expect a decrease in power due to the residualization step. An additional challenge

would be to consider how to do meta-analysis in cohorts with different h2g, and weight

each population accordingly. Third, another limitation is that we are not residualizing

within cohort. In our analyses we consider that we have 10 cohorts of moderate sample

size in which case we have a sufficiently large training data for the residualization step.

For a smaller number of cohorts we expect a decrease in power due to moderate sample

size used as training, one way to increase it would be to add an additional layer of cross-

validation in the residualization step and incorporate within summary statistics. If we
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only have two cohorts, the we running BOLT-LMMv2.3 within each cohort and further

meta-analyze might be enough. Fourth, if we have sufficiently large cohorts, it is possi-

ble that it will suffice to running BOLT-LMMv2.3 within each cohort and further apply

a fixed-effects meta-analysis. In this case, a posible future research direction could be to

modify BOLT-LMM so it can incorporate summary statistics from other studies, or add

modify BOLT-LMM so it can take different phenotypes for different chromosomes. Fifth,

we did not applied our method to case-control association studies, in principle we could

apply our method to analyze case-control studies; although there are some well docu-

mented pitfalls if we do not account appropiately for disease prevelance and case-control

ascertainment87,88. Sixth, a reduced power in the residualization step will be expected if

doing trans-ethnic meta-analyses, but our method offers flexibilty to use different predic-

tion methods; although, trans-ethnic meta-analyses entails additional complexities due

to the genetic heterogeneity between populations89,90. In principle, in presence of hetero-

geneity effects, we could change the fixed-effects meta-analysis for another method that

accounts for heterogeneity89. Seventh, we limit our analysis to only genotyped variants

but in principle, it is possible apply our method to imputed data in the same way as

described here. For analysis of imputed variants, one option would be to use only the

genotyped variants to construct the residualized phenotype and then run the association

analysis using all genotyped/imputed variants (as in ref. 9). If it is the case that diferent

SNP arrays are used across cohorts, then we recomend to all genotyped/imputed variants

in all the required steps.

Web Resources

UK Biobank Resource: http://www.ukbiobank.ac.uk/

BOLT-LMM v2.3 software http://data.broadinstitute.org/alkesgroup/

BOLT-LMM/

Plink2: https://www.cog-genomics.org/plink/2.0/

LDpred: https://www.hsph.harvard.edu/alkes-price/software/

EIGENSTRAT (EIGENSOFT version 6.0.1): https://www.hsph.harvard.edu/
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Supplementary Tables:  
 

Model 
LD-pruning thresholds 

0.1 0.2 0.5 0.8 

EUR 
0.02886 
(0.001) 

0.03089 
(0.001) 

0.03610 
(0.002) 

0.03927 
(0.002) 

LAT 
0.02268 
(0.002) 

0.02516 
(0.002) 

0.02845 
(0.003) 

0.03200 
(0.001) 

LAT+ANC 
0.03262 
(0.006) 

0.03486 
(0.006) 

0.03759 
(0.006) 

0.04115 
(0.002) 

EUR+LAT 
0.05020 
(0.002) 

0.05338 
(0.002) 

0.05984 
(0.002) 

0.06441 
(0.002) 

EUR+LAT+ANC 
0.05432 
(0.002) 

0.05739 
(0.002) 

0.06449 
(0.002) 

0.07053 
(0.002) 

S1 Table. Prediction accuracy of 5 prediction methods in simulations using different LD-pruning 
thresholds. Reported values are mean adjusted R2 and s.e. over 100 simulations. 
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Model 

Average weight (s.e.) 
associated to each predictor. Average adj. 

R2 (s.e.) 

European 
training 

Latino 
training 

European 
PRS Latino PRS 

Median P-
value 

threshold 

Median P-
value 

threshold 

EUR 
0.19449 
(0.004) 

 0.03927 
(0.002) 

0.01  

LATunadj 
 0.12577 

(0.004) 
0.01731 
(0.001) 

 10-6 

LATunadj+ANC 
 0.18251 

(0.01) 
0.01814 
(0.001) 

 10-6 

LAT 
 0.17780 

(0.003) 
0.03200 
(0.001) 

 0.05 

LAT+ANC 
 0.17613 

(0.002) 
0.04115 
(0.002) 

 0.05 

EUR+LATunadj 
0.19436 
(0.004) 

0.07765 
(0.006) 

0.04865 
(0.002) 

0.01 10-6 

EUR+LATunadj+ANC 
0.20419 
(0.004) 

0.15806 
(0.009) 

0.05106 
(0.001) 

0.01 10-6 

EUR+LAT 
0.17847 
(0.004) 

0.15784 
(0.003) 

0.06441 
(0.002) 

0.01 0.05 

EUR+LAT+ANC 
0.19098 
(0.004) 

0.15578 
(0.002) 

0.07053 
(0.002) 

0.01 0.05 

S2 Table. Accuracy of 9 prediction methods in simulations. We report prediction accuracies 
for methods using both ancestry-adjusted Latino effect sizes (LAT) and ancestry-unadjusted 
Latino effect sizes (LATunadj). Reported values are mean adjusted R2 over 100 simulations. We 
also report normalized weights, defined as the mixing weight 𝛼" (see Methods) multiplied by the 
standard deviation of the PRS. 
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Model Average 
R2 (s.e.) 

EUR 
0.0254 
(0.019) 

LATunadj 
0.3721 
(0.034) 

LATunadj+ANC 
0.2205 
(0.037) 

LAT 
0.0015 
(0.007) 

LAT+ANC 
0.0437 
(0.025) 

EUR+LATunadj 
0.0626 
(0.02) 

EUR+LATunadj+ANC 
0.0337 
(0.019) 

EUR+LAT 
0.0103 
(0.016) 

EUR+LAT+ANC 
0.0178 
(0.018) 

S3 Table. R2 with European ancestry for 9 prediction methods in simulations. European 
ancestry is represented by PC1 in the SIGMA data set. Reported values are mean R2 over 100 
simulations. The average R2 between ancestry and phenotype was 0.011.  
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Model 

Average weight (s.e.) 
associated to each predictor. 

Average adj. 
R2 (s.e.) 

European 
training 

Latino 
training 

European 
PRS Latino PRS 

Median P-
value 

threshold 

Median P-
value 

threshold 

EUR 
0.19452 
(0.004) 

  0.03927 
(0.002) 

0.01 
  

LATunadj   
0.01353 
(0.011) 

0.01181 
(0.001)   

10-6 

LATunadj+ANC   
0.24467 
(0.016) 

0.01359 
(0.001)   

10-6 

LAT 
  0.17866 

(0.002) 
0.03227 
(0.001)   

0.05 
 

LAT+ANC 
  0.17650 

(0.002) 
0.04095 
(0.002)   

0.05 
 

EUR+LATunadj 
0.20402 
(0.004) 

0.01035 
(0.009) 

0.04587 
(0.002) 

0.01 10-6 

EUR+LATunadj+ANC 
0.20671 
(0.004) 

0.19082 
(0.014) 

0.04760 
(0.002) 

0.01 10-6 

EUR+LAT 
0.17729 
(0.004) 

0.15818 
(0.002) 

0.06426 
(0.002) 

0.01 0.05 
 

EUR+LAT+ANC 
0.19060 
(0.004) 

0.15681 
(0.002) 

0.06960 
(0.002) 

0.01 0.05 
 

S4 Table. Accuracy of 9 prediction methods in simulations with ancestry-correlated 
phenotypes. We report prediction accuracies for methods using both ancestry-adjusted Latino 
effect sizes (LAT) and ancestry-unadjusted Latino effect sizes (LATunadj). Reported values are 
mean adjusted R2 and s.e. over 100 simulations. We also report normalized weights, defined as 
the mixing weight 𝛼" (see Methods) multiplied by the standard deviation of the PRS. 
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A) Model  Chr 1 Chr 1-2 Chr 1-4 Chr 1-22 
 EUR 0.18641 

(0.003) 
0.15778 
(0.003) 

0.12453 
(0.002) 

0.03927 
(0.002) 

 
LAT 

0.14580 
(0.003) 

0.11512 
(0.003) 

0.08360 
(0.002) 

0.03200 
(0.001) 

 
LAT+ANC 

0.14941 
(0.003) 

0.11859 
(0.003) 

0.08651 
(0.002) 

0.04115 
(0.002) 

 
EUR+LAT 

0.21298 
(0.003) 

0.18374 
(0.003) 

0.14931 
(0.002) 

0.06441 
(0.002) 

 
EUR+LAT+ANC 

0.21576 
(0.003) 

0.18695 
(0.003) 

0.15244 
(0.002) 

0.07053 
(0.002) 

 
B) Model  Chr 1 Chr 1-2 Chr 1-4 Chr 1-22 
 EUR 0.08946 

(0.003) 
0.04638 
(0.002) 

0.03451 
(0.001) 

0.01156 
(0.001) 

 
LAT 0.14417 

(0.003) 
0.11523 
(0.003) 

0.08371 
(0.002) 

0.03391 
 (0.001) 

 
LAT+ANC 0.14794 

(0.003) 
0.1188 
(0.003) 

0.08673 
(0.002) 

0.04202 
 (0.002) 

 
EUR+LAT 0.17003 

(0.003) 
0.13095 
(0.003) 

0.09926 
(0.002) 

0.04211 
 (0.001) 

 
EUR+LAT+ANC 0.17353 

(0.003) 
0.13436 
(0.003) 

0.10204 
(0.002) 

0.04751 
 (0.002) 

 
S5 Table. Numerical values of results displayed in Fig 1A and 1B. We report results for A) 
2:1 training sample size ratio (row 1 of Table 1) and B) 1:1 training sample size ratio (row 2 of 
Table 1). We report prediction accuracies for each of the 5 main prediction methods, for each 
subset of chromosomes. Reported values are mean adjusted R2 and s.e. over 100 simulations. 
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A) Model Chr 1 Chr 1-2 Chr 1-4 Chr 1-22 
 EUR 0.277 

(0.003) 
0.247 

(0.003) 
0.207 

(0.002) 
0.079 

(0.003) 
 LAT 0.143 

(0.003) 
0.130 

(0.003) 
0.113 

(0.002) 
0.042 

(0.001) 
 LAT+ANC 0.158 

(0.003) 
0.141 

(0.003) 
0.120 

(0.002) 
0.052 

(0.002) 
 EUR+LAT 0.295 

(0.003) 
0.267 

(0.003) 
0.232 

(0.002) 
0.106 

(0.002) 
 EUR+LAT+ANC 0.301 

(0.002) 
0.275 

(0.003) 
0.243 

(0.002) 
0.122 

(0.002) 
 
B) Model Chr 1 Chr 1-2 Chr 1-4 Chr 1-22 
 EUR 0.166 

(0.005) 
0.080 

(0.003) 
0.069 

(0.002) 
0.022 

(0.001) 
 LAT 0.142 

(0.003) 
0.130 

(0.003) 
0.113 

(0.002) 
0.044 

(0.001) 
 LAT+ANC 0.156 

(0.003) 
0.141 

(0.003) 
0.119 

(0.002) 
0.053 

(0.002) 
 EUR+LAT 0.229 

(0.004) 
0.169 

(0.003) 
0.148 

(0.002) 
0.060 

(0.001) 
 EUR+LAT+ANC 0.238 

(0.004) 
0.178 

(0.003) 
0.155 

(0.002) 
0.067 

(0.002) 
 
S6 Table. Numerical values of results displayed in S1 Fig A and B. We report results for A) 
2:1 training sample size ratio (row 1 of Table 1) and B) 1:1 training sample size ratio (row 2 of 
Table 1). We report prediction accuracies for each of the 5 main prediction methods, for each 
subset of chromosomes, in simulations including the causal SNPs. Reported values are mean 
adjusted R2 and s.e. over 100 simulations. 
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Model Observed-
scale adj. R2 

Liability-
scale adj. R2 

Nagelkerke 
R2 AUC 

EUR 0.02707 0.02700 0.03633 0.59012 
LAT 0.02042 0.02030 0.02742 0.58175 

LAT+ANC 0.03361 0.03362 0.04517 0.60342 
EUR+LAT 0.04702 0.04735 0.06311 0.62375 

EUR+LAT+ANC 0.04703 0.04736 0.06328 0.62416 
S7 Table. Accuracy of 5 prediction methods in analyses of type 2 diabetes in a Latino 
cohort, using alternate prediction metrics. Liability-scale adjusted R2 was computed assuming 
a disease prevalence of K=0.08. 
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Model 
LD-pruning thresholds 

0.1 0.2 0.5 0.8 
EUR 0.02256 0.02339 0.02573 0.02700 
LAT 0.01830 0.01842 0.01980 0.02030 

LAT+ANC 0.03219 0.03148 0.03261 0.03362 
EUR+LAT 0.04167 0.04229 0.04496 0.04735 

EUR+LAT+ANC 0.04168 0.04226 0.04491 0.04736 
EUR-LAT-meta 0.02556 0.02801 0.03270 0.03770 

S8 Table. Prediction accuracy of main prediction methods in analyses of type 2 diabetes in 
a Latino cohort using different LD-pruning thresholds. Liability-scale adjusted R2 was 
computed assuming a disease prevalence of K=0.08. 
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Model R R2 

EUR -0.751 0.564 
LATunadj -0.995 0.990 

LATunadj+ANC -0.999 0.999 
LAT 0.025 0.001 

LAT+ANC -0.607 0.369 
EUR+LATunadj -0.684 0.468 
EUR+LATunadj 

+ANC 
-0.671 

0.450 

EUR+LAT -0.548 0.300 
EUR+LAT+ANC -0.513 0.263 

T2D phenotype -0.112 0.013 

S9 Table.  R and R2 with European ancestry for 9 prediction methods and T2D phenotype 
in analyses of type 2 diabetes in a Latino cohort. European ancestry is represented by PC1 in 
the SIGMA data set. 
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Model 

Weight associated to each 
predictor 

Adjusted R2 

European 
training 

Latino 
training 

European 
PRS Latino PRS P-value 

threshold 
P-value 

threshold 
EUR 0.16490 

 
0.02700 0.05  

LATunadj  
0.11151 0.01219 

 0.05 
LATunadj+ANC  

0.03866 0.01213 
 0.05 

LAT  
0.14332 0.02030 

 0.2 
LAT+ANC  

0.14623 0.03362 
 0.2 

EUR+LATunadj 0.18268 -0.02398 0.02714 0.05 0.05 

EUR+LATunadj 
+ANC 

0.18736 0.13564 0.02728 0.05 0.05 

EUR+LAT 0.16344 0.14164 0.04735 0.05 0.2 
EUR+LAT+ANC 0.17629 0.14108 0.04736 0.05 0.2 
S10 Table. Accuracy of 9 prediction methods in analyses of type 2 diabetes in a Latino 
cohort.  We report adjusted R2 on the liability scale for methods using both ancestry-adjusted 
Latino effect sizes (LAT) and ancestry-unadjusted Latino effect sizes (LATunadj). We also report 
normalized weights, defined as the mixing weight 𝛼" (see Methods) multiplied by the standard 
deviation of the PRS. We also report normalized weights, defined as the mixing weight 𝛼" (see 
Methods) multiplied by the standard deviation of the PRS. 
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Model 
Weights associated to each 

predictor Adjusted R2 
EUR LAT 

EUR 0.15625  0.02410 
LAT  0.14062 0.01941 

LAT+ANC  0.11329 0.02223 
EUR+LAT 0.12754 0.10611 0.03469 

EUR+LAT+ANC 0.13456 0.11083 0.03470 
S11 Table. Accuracy of 5 prediction methods in analyses of type 2 diabetes in a Latino 
cohort using imputed genotypes. We report R2 on the liability scale for each of the 5 main 
prediction methods. We also report normalized weights, defined as the mixing weight 𝛼" (see 
Methods) multiplied by the standard deviation of the PRS. 
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Model 10-8 10-7 10-6 10-5 10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 1 

EUR 0.002 0.002 0.003 0.004 0.011 0.019 0.024 0.027 0.027 0.027 0.026 0.026 0.026 

EUR+LAT 0.018 0.018 0.019 0.020 0.028 0.037 0.043 0.045 0.046 0.047 0.046 0.045 0.046 

EUR+LAT+ANC 0.037 0.037 0.039 0.040 0.042 0.043 0.044 0.046 0.046 0.047 0.046 0.046 0.046 

S12A Table. Numerical values for results displayed in Fig 2A. We report prediction adjusted 
R2 for each of the 3 prediction methods that include the EUR predictor. 
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  P-value Threshold 
Model 10-8 10-7 10-6 10-5 10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 1 
LAT 0.002 0.003 0.005 0.005 0.008 0.009 0.011 0.014 0.017 0.019 0.020 0.020 0.020 

LAT+ANC 0.019 0.022 0.024 0.027 0.027 0.026 0.028 0.030 0.033 0.034 0.034 0.032 0.032 
EUR+LAT 0.033 0.035 0.037 0.040 0.040 0.039 0.041 0.043 0.046 0.046 0.046 0.045 0.045 

EUR+LAT+ANC 0.033 0.035 0.037 0.040 0.040 0.039 0.041 0.043 0.046 0.047 0.047 0.045 0.045 
S12B Table. Numerical values for results displayed in Fig 2B. We report prediction adjusted 
R2 for each of the 4 prediction methods that include the LAT predictor. 
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Model 

Average weight (s.d.) 
associated to each 

predictor. 

Avg. adj. 
R2 across 

folds (s.d.) Adj. R2 
merging 

folds European 
PRS 

Latino 
PRS 

EUR 0.165 
(0.004) 

  0.02731 
(0.014) 

0.02650 

LAT   0.133 
(0.012) 

0.01966 
(0.006) 

0.01997 

LAT+ANC   0.130 
(0.008) 

0.03230 
(0.009) 

0.03267 

EUR+LAT 0.158 
(0.008) 

0.125 
(0.008) 

0.04645 
(0.014) 

0.04646 

EUR+LAT+ANC 0.177 
(0.008) 

0.125 
(0.008) 

0.04596 
(0.014) 

0.04593 

S13 Table. Accuracy of 5 prediction methods in analyses of type 2 diabetes in a Latino 
cohort, using 10x9-fold cross-validation. We report adjusted R2 on the liability scale for each 
of the 5 main prediction methods, and the average of adjusted R2 within each fold. Adjusted R2 
merging folds is lower than average adjusted R2 across folds because of miscalibration between 
folds. We used 10-fold cross-validation for EUR and 10x9-fold cross-validation for LAT, 
LAT+ANC, EUR+LAT and EUR+LAT+ANC (see Methods). We also report normalized 
weights, defined as the mixing weight 𝛼" (see Methods) multiplied by the standard deviation of 
the PRS. 
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Model Observed-
scale adj. R2 

Liability-
scale adj. R2 

Nagelkerke 
R2 AUC 

EUR 0.00753 0.01767 0.01423 0.57453 
SAS 0.00664 0.01556 0.01243 0.55606 

SAS+ANC 0.00670 0.01572 0.01359 0.56153 
EUR+SAS 0.01292 0.03031 0.02454 0.59155 

EUR+SAS+ANC 0.01265 0.02968 0.02507 0.59366 
S14 Table. Accuracy of 5 prediction methods in analyses of type 2 diabetes in a South Asian 
cohort, using alternate prediction metrics. Liability-scale adjusted R2 was computed using the 
sample disease prevalence estimate of K=0.15. 
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Model 
LD-pruning threshold 

0.1 0.2 0.5 0.8 
EUR 0.01064 0.01272 0.01380 0.01767 
SAS 0.01212 0.00994 0.01196 0.01556 

SAS+ANC 0.01220 0.01000 0.01203 0.01572 
EUR+SAS 0.02213 0.02209 0.02456 0.03031 

EUR+SAS+ANC 0.02157 0.02120 0.02366 0.02968 
S15 Table. Prediction accuracy of 5 prediction methods in analyses of type 2 diabetes in a 
South Asian cohort using different LD-pruning thresholds. Liability-scale adjusted R2 was 
computed using the sample disease prevalence estimate of K=0.15. 
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Model R with PC1 
R2 with PC1 

EUR -0.08572 0.00735 
SAS 0.13099 0.01716 

SAS+ANC -0.15702 0.02466 
EUR+SAS 0.02550 0.00065 

EUR+SAS+ANC -0.11607 0.01347 
T2D phenotype -0.01390 0.00019 

S16 Table. R and R2 with European ancestry for 5 prediction methods and T2D phenotype 
in analyses of type 2 diabetes in a South Asian cohort.  European ancestry is represented by 
PC1 in the data set. 
  

97



 

Model Weight 
EUR PRS 

Weight 
SAS PRS 

Avg. adj. 
R2 across 

folds 
(s.d) 

Adj. R2 
merging 

folds 

EUR 0.09001 
(0.007) 

 0.01681 
(0.031) 

0.01519 

SAS  0.08487 
(0.008) 

0.01700 
(0.035) 

0.01257 

SAS+ANC  0.08821 
(0.008) 

0.01572 
(0.034) 

0.01188 

EUR+SAS 0.08310 
(0.007) 

0.07745 
(0.008) 

0.02785 
(0.039) 

0.02614 

EUR+SAS+ANC 0.08140 
(0.007) 

0.07987 
(0.008) 

0.02642 
(0.039) 

0.02462 

S17 Table. Accuracy of 5 prediction methods in analyses of type 2 diabetes in a South Asian 
cohort, using stratified 10-fold cross-validation. We report adjusted R2 on the liability scale 
averaged over 500 different partitions of the data into 10 stratified folds, and the average of 
adjusted R2 within each fold. Adjusted R2 merging folds is lower than average adjusted R2 across 
folds because of miscalibration between folds. We used 10-fold cross-validation for all methods, 
including EUR and SAS (see Methods). We also report normalized weights, defined as the 
mixing weight 𝛼" (see Methods) multiplied by the standard deviation of the PRS. 
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Model 
LD-pruning threshold 

0.1 0.2 0.5 0.8 
EUR 0.01442 0.02619 0.02215 0.02235 
AFR 0.00785 0.00877 0.01023 0.01075 

AFR+ANC 0.00981 0.01081 0.01238 0.01332 
EUR+AFR 0.02095 0.03319 0.03103 0.02940 

EUR+AFR+ANC 0.02420 0.03344 0.03048 0.03019 
S18 Table. Prediction accuracy of 5 prediction methods in analyses of height in an African 
cohort using different LD-pruning thresholds. 
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Model R with PC1 
R2 with 

PC1 
EUR -0.12249 0.01500 
AFR 0.29584 0.08752 

AFR+ANC -0.18300 0.03349 
EUR+AFR 0.04358 0.00190 

EUR+AFR+ANC -0.11575 0.01340 
Height -0.02199 0.00048 

S19 Table. R and R2 with European ancestry for 5 prediction methods and height 
phenotype in analyses of height in an African cohort.  European ancestry is represented by 
PC1 in the data set. 
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Model Weight EUR 
PRS 

Weight AFR 
PRS 

Avg. adj. R2 
across folds 
(s.d.) 

Adj. R2 
merging 
folds 

EUR 0.16352 
(0.008) 

 0.02653 
(0.026) 

0.02377 

AFR  0.10635 
(0.008) 

0.01075 
(0.017) 

0.0085 

AFR+ANC  0.12366 
(0.008) 

0.01253 
(0.018) 

0.01046 

EUR+AFR 0.15485 
(0.009) 

0.09171 
(0.008) 

0.03358 
(0.028) 

0.03095 

EUR+AFR+ANC 
0.14969 
(0.008) 

0.10221 
(0.008) 

0.03347 
(0.029) 

0.03087 

S20 Table. Accuracy of 5 prediction methods in analyses of height in an African cohort, 
using 10-fold cross validation. We report adjusted R2 merging folds averaged over 500 different 
partitions of the data into 10 stratified folds, and the average of adjusted R2 within each fold. 
Adjusted R2 merging folds is lower than average adjusted R2 across folds because of 
miscalibration between folds. We used 10-fold cross-validation for all methods, including EUR 
and AFR (see Methods). We also report normalized weights, defined as the mixing weight 𝛼" 
(see Methods) multiplied by the standard deviation of the PRS. 
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Table S21. Phenotypes for which GWAS have been published in Europeans and at least one non-European 
population with minimum sample size of 8,000. 

STUDY.AC
CCESSION 

PUBM
EDID 

FIRST.A
UTHOR 

DA
TE 

ST
AG

E 

NUMBER.OF.I
NDIVDUALS 

BROAD.ANCESTR
AL.CATEGORY 

COUNTRY.
OF.ORIGIN 

DISEA
SE.trait 

GCST002245 241627
37 

European 
Alzheimer
's Disease 
Initiative 

(EADI) 

10/2
7/13 

initi
al 

55134 European NR Alzheim
er's 

disease 
(late 

onset) 
GCST002954 260494

09 
Hirano A 6/5/

15 
initi

al 
8808 East Asian NR Alzheim

er's 
disease 

(late 
onset) 

GCST001026 214608
41 

Naj AC 4/3/
11 

initi
al 

15675 European NR Alzheim
er's 

disease 
(late 

onset) 
GCST001709 230421

14 
Hirota T 10/7

/12 
initi

al 
9443 East Asian NR Atopic 

dermatit
is 

GCST001363 221979
32 

Paternoste
r L 

12/2
5/11 

initi
al 

26171 European NR Atopic 
dermatit

is 
GCST000602 201737

47 
Ellinor PT 2/21

/10 
initi

al 
14179 European NR Atrial 

fibrillati
on 

GCST000446 195974
91 

Gudbjarts
son DF 

7/13
/09 

initi
al 

36137 European NR Atrial 
fibrillati

on 
GCST000445 195974

92 
Benjamin 

EJ 
7/13

/09 
initi

al 
40518 European NR Atrial 

fibrillati
on 

GCST001499 225443
66 

Ellinor PT 4/29
/12 

initi
al 

59133 European NR Atrial 
fibrillati

on 
GCST004373 284168

22 
Low SK 4/17

/17 
initi

al 
36792 East Asian NR Atrial 

fibrillati
on 

GCST001072 215724
16 

Kato N 5/15
/11 

initi
al 

19608 East Asian NR Blood 
pressure 

GCST002167 240018
95 

Kelly TN 9/3/
13 

initi
al 

22275 East Asian NR Blood 
pressure 

GCST002143 239723
71 

Francesch
ini N 

8/20
/13 

initi
al 

28190 African American or 
Afro-Caribbean 

NR Blood 
pressure 

GCST001235 219091
10 

Wain LV 9/11
/11 

initi
al 

74064 European NR Blood 
pressure 

GCST001676 229829
92 

Yang J 9/12
/12 

initi
al 

133154 European NR Body 
mass 
index 

GCST000185 184541
48 

Loos RJ 5/4/
08 

initi
al 

16876 European NR Body 
mass 
index 
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Table S21 (Continued) 
GCST001415 223442

19 
Wen W 2/19

/12 
initi

al 
22762 East Asian NR Body 

mass 
index 

GCST000298 190792
61 

Willer CJ 12/1
4/08 

initi
al 

32387 European Italy Body 
mass 
index 

GCST001967 235839
78 

Monda 
KL 

4/14
/13 

initi
al 

37956 African American or 
Afro-Caribbean 

NR Body 
mass 
index 

GCST000022 174348
69 

Frayling 
TM 

4/12
/07 

initi
al 

10657 European U.K., 
Republic of 

Ireland 

Body 
mass 
index 

GCST002227 240643
35 

Pei YF 10/8
/13 

initi
al 

8463 European NR Body 
mass 
index 

GCST002461 248615
53 

Wen W 5/26
/14 

initi
al 

82438 East Asian NR Body 
mass 
index 

GCST002783 256734
13 

Locke AE 2/12
/15 

initi
al 

236781 European NR Body 
mass 
index 

GCST000830 209356
30 

Speliotes 
EK 

10/1
0/10 

initi
al 

123865 European NR Body 
mass 
index 

GCST002021 236693
52 

Graff M 5/12
/13 

initi
al 

13627 European NR Body 
mass 
index 

GCST000037 175299
74 

Stacey SN 5/27
/07 

initi
al 

13145 European NR Breast 
cancer 

GCST001937 235357
29 

Michailid
ou K 

4/1/
13 

initi
al 

22627 European NR Breast 
cancer 

GCST000811 208722
41 

Li J 9/26
/10 

initi
al 

8428 European NR Breast 
cancer 

GCST002537 250387
54 

Cai Q 7/20
/14 

initi
al 

9450 East Asian NR Breast 
cancer 

GCST000678 204538
38 

Turnbull 
C 

5/9/
10 

initi
al 

8556 European NR Breast 
cancer 

GCST001683 229764
74 

Siddiq A 9/13
/12 

initi
al 

32530 European NR Breast 
cancer 

GCST003782 281716
63 

Huo D 9/4/
16 

initi
al 

8112 African American or 
Afro-Caribbean 

NR Breast 
cancer 

GCST001930 235357
33 

Garcia-
Closas M 

4/1/
13 

initi
al 

39387 European NR Breast 
cancer 

GCST003842 271177
09 

Couch FJ 4/27
/16 

initi
al 

19291 European NR Breast 
cancer 

GCST003520 273543
52 

Han MR 6/27
/16 

initi
al 

13905 East Asian NR Breast 
cancer 

GCST000933 211964
92 

Okada Y 12/3
1/10 

initi
al 

10112 East Asian NR C-
reactive 
protein 

GCST000430 195674
38 

Elliott P 7/1/
09 

initi
al 

17967 South Asian, 
European 

NR C-
reactive 
protein 
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Table S21 (Continued)        

GCST001650 229396
35 

Reiner AP 8/28
/12 

initi
al 

8280 African American or 
Afro-Caribbean 

NR C-
reactive 
protein 

GCST001787 232665
56 

Peters U 12/2
1/12 

initi
al 

27809 European NR Colorect
al cancer 

GCST003017 261518
21 

Schumach
er FR 

7/7/
15 

initi
al 

37955 European NR Colorect
al cancer 

GCST002454 248362
86 

Zhang B 5/18
/14 

initi
al 

8270 East Asian NR Colorect
al cancer 

GCST003799 269655
16 

Zeng C 3/8/
16 

initi
al 

21096 East Asian NR Colorect
al cancer 

GCST002411 247377
48 

Whiffin N 4/15
/14 

initi
al 

13443 European NR Colorect
al cancer 

GCST002919 259904
18 

Al-Tassan 
NA 

5/20
/15 

initi
al 

17556 European NR Colorect
al cancer 

GCST001544 226347
55 

Dunlop 
MG 

5/27
/12 

initi
al 

17780 European NR Colorect
al cancer 

GCST002586 251873
74 

Hwang 
JY 

9/3/
14 

initi
al 

24740 East Asian NR Fasting 
plasma 
glucose 

GCST000276 190609
07 

Prokopen
ko I 

12/1
/08 

initi
al 

35812 European NR Fasting 
plasma 
glucose 

GCST000303 190965
18 

Pare G 12/1
9/08 

initi
al 

14618 European NR Glycate
d 

hemoglo
bin 

levels 
GCST002390 246477

36 
Chen P 3/19

/14 
initi

al 
17290 East Asian NR Glycate

d 
hemoglo

bin 
levels 

GCST000803 208586
83 

Soranzo 
N 

9/21
/10 

initi
al 

46368 European NR Glycate
d 

hemoglo
bin 

levels 
GCST000431 195708

15 
Estrada K 7/1/

09 
initi

al 
10074 European NR Height 

GCST000644 203977
48 

Liu JZ 4/1/
10 

initi
al 

11536 European NR Height 

GCST000372 193431
78 

Soranzo 
N 

4/3/
09 

initi
al 

12611 European NR Height 

GCST000174 183919
52 

Weedon 
MN 

4/6/
08 

initi
al 

13665 European NR Height 

GCST000817 208819
60 

Lango 
Allen H 

9/29
/10 

initi
al 

133653 European NR Height 

GCST000176 183919
50 

Lettre G 4/6/
08 

initi
al 

15821 European NR Height 

GCST000611 201899
36 

Okada Y 2/26
/10 

initi
al 

19633 East Asian NR Height 
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Table S21 (Continued)        

GCST001263 219985
95 

N'Diaye 
A 

10/6
/11 

initi
al 

20427 African American or 
Afro-Caribbean, 

African unspecified 

NR Height 

GCST002647 252821
03 

Wood AR 10/5
/14 

initi
al 

253288 European NR Height 

GCST000175 183919
51 

Gudbjarts
son DF 

4/6/
08 

initi
al 

30968 European NR Height 

GCST002702 254290
64 

He M 11/2
6/14 

initi
al 

36227 East Asian NR Height 

GCST001290 220214
25 

Carty CL 10/2
1/11 

initi
al 

8149 African American or 
Afro-Caribbean 

NR Height 

GCST000522 198935
84 

Kim JJ 11/6
/09 

initi
al 

8842 East Asian NR Height 

GCST000398 194304
79 

Levy D 5/10
/09 

initi
al 

29136 European NR Hyperte
nsion 

GCST004143 282738
73 

Park YM 3/5/
17 

initi
al 

8839 East Asian NR Hyperte
nsion 

GCST001506 225706
27 

van 
Koolwijk 

LM 

5/3/
12 

initi
al 

11972 European NR Intraocu
lar 

pressure 
GCST002580 251731

06 
Hysi PG 8/31

/14 
initi

al 
27558 European NR Intraocu

lar 
pressure 

GCST002767 256375
23 

Springelk
amp H 

1/30
/15 

initi
al 

8105 NR NR Intraocu
lar 

pressure 
GCST002466 248803

42 
Wang Y 6/1/

14 
initi

al 
27209 European NR Lung 

cancer 
GCST000257 189787

87 
Wang Y 11/2

/08 
initi

al 
10295 European NR Lung 

cancer 
GCST001740 231436

01 
Lan Q 11/1

1/12 
initi

al 
10054 East Asian NR Lung 

cancer 
GCST003325 267324

29 
Wang Z 1/4/

16 
initi

al 
13154 East Asian NR Lung 

cancer 
GCST001638 228996

53 
Timofeev

a MN 
8/16

/12 
initi

al 
44385 European NR Lung 

cancer 
GCST001335 221394

19 
Gieger C 11/3

0/11 
initi

al 
18600 European Italy, 

Germany 
Mean 

platelet 
volume 

GCST001439 224232
21 

Qayyum 
R 

3/8/
12 

initi
al 

16388 African American or 
Afro-Caribbean 

NR Mean 
platelet 
volume 

GCST000400 194486
22 

Sulem P 5/15
/09 

initi
al 

15297 European NR Menarch
e (age at 

onset) 
GCST002013 236676

75 
Tanikawa 

C 
5/7/

13 
initi

al 
15495 East Asian NR Menarch

e (age at 
onset) 

GCST000404 194486
20 

Perry JR 5/17
/09 

initi
al 

17510 European NR Menarch
e (age at 

onset) 
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Table S21 (Continued)        

GCST001973 235990
27 

Demerath 
EW 

4/17
/13 

initi
al 

18089 African American or 
Afro-Caribbean 

NR Menarch
e (age at 

onset) 
GCST000880 211024

62 
Elks CE 11/2

1/10 
initi

al 
87802 European Italy, 

Netherlands 
Menarch
e (age at 

onset) 
GCST002541 252318

70 
Perry JR 7/23

/14 
initi

al 
182413 European NR Menarch

e (age at 
onset) 

GCST001436 223995
27 

Kristianss
on K 

3/7/
12 

initi
al 

10564 European NR Metabol
ic 

syndrom
e 

GCST002732 257051
58 

Shim U 12/3
1/14 

initi
al 

8842 East Asian NR Metabol
ic 

syndrom
e 

GCST002544 250640
09 

Nalls MA 7/27
/14 

initi
al 

108990 European NR Parkinso
n's 

disease 
GCST001126 217384

87 
Do CB 6/23

/11 
initi

al 
33050 European NR Parkinso

n's 
disease 

GCST001430 224512
04 

Pankratz 
N 

3/1/
12 

initi
al 

8477 European NR Parkinso
n's 

disease 
GCST000959 212923

15 
Nalls MA 2/1/

11 
initi

al 
17352 European NR Parkinso

n's 
disease 

GCST003922 280117
12 

Foo JN 12/2
2/16 

initi
al 

14006 East Asian NR Parkinso
n's 

disease 
GCST003383 268057

83 
Schick 

UM 
1/21

/16 
initi

al 
12491 Hispanic or Latin 

American 
NR Platelet 

count 
GCST002186 240264

23 
Shameer 

K 
9/12

/13 
initi

al 
13582 European NR Platelet 

count 
GCST002733 257051

62 
Oh JH 12/3

1/14 
initi

al 
8842 East Asian NR Platelet 

count 
GCST001735 231392

55 
Butler 

AM 
11/8

/12 
initi

al 
13415 African American or 

Afro-Caribbean 
NR PR 

interval 
GCST000562 200620

60 
Pfeufer A 1/10

/10 
initi

al 
28517 European NR PR 

interval 
GCST001746 231662

09 
Smith JG 11/1

9/12 
initi

al 
13105 African American or 

Afro-Caribbean 
NR QT 

interval 
GCST000363 193054

08 
Newton-
Cheh C 

3/22
/09 

initi
al 

13685 European NR QT 
interval 

GCST000364 193054
09 

Pfeufer A 3/22
/09 

initi
al 

15842 European NR QT 
interval 

GCST002500 249527
45 

Arking 
DE 

6/22
/14 

initi
al 

71061 European Italy, 
Germany 

QT 
interval 
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Table S21 (Continued)        
GCST003818 277986

24 
Eppinga 

RN 
10/3
1/16 

initi
al 

127919 European U.K. Resting 
heart 

rate 
GCST001748 231831

92 
Deo R 11/2

3/12 
initi

al 
13372 African American or 

Afro-Caribbean 
NR Resting 

heart 
rate 

GCST000731 206393
92 

Eijgelshei
m M 

7/16
/10 

initi
al 

38991 European NR Resting 
heart 

rate 
GCST002323 244495

72 
Orozco G 1/1/

14 
initi

al 
8305 European NR Rheuma

toid 
arthritis 

GCST000232 187948
53 

Raychaud
huri S 

9/14
/08 

initi
al 

15853 European NR Rheuma
toid 

arthritis 
GCST001454 224469

63 
Okada Y 3/25

/12 
initi

al 
20965 East Asian NR Rheuma

toid 
arthritis 

GCST000679 204538
42 

Stahl EA 5/9/
10 

initi
al 

25708 European NR Rheuma
toid 

arthritis 
GCST001851 238947

47 
Aberg KA 2/1/

13 
initi

al 
21953 European NR Schizop

hrenia 
GCST000435 195718

08 
Stefansso

n H 
7/1/

09 
initi

al 
16161 European NR Schizop

hrenia 
GCST001301 220375

55 
Shi Y 10/3

0/11 
initi

al 
10218 East Asian NR Schizop

hrenia 
GCST002539 250560

61 
Ripke S 7/22

/14 
initi

al 
82315 European Portugal, 

U.K., 
Republic of 

Ireland, 
Denmark 

Schizop
hrenia 

GCST003880 279226
04 

Yu H 12/6
/16 

initi
al 

10154 East Asian NR Schizop
hrenia 

GCST003048 261987
64 

Goes FS 7/21
/15 

initi
al 

150064 NR NR Schizop
hrenia 

GCST001242 219269
74 

Ripke S 9/18
/11 

initi
al 

21856 European NR Schizop
hrenia 

GCST001696 230497
50 

Kumasaka 
N 

9/25
/12 

initi
al 

11696 East Asian NR Smokin
g 

behavior 
GCST000667 204188

88 
Thorgeirs

son TE 
4/25

/10 
initi

al 
31266 European NR Smokin

g 
behavior 

GCST000668 204188
89 

Liu JZ 4/25
/10 

initi
al 

41150 European NR Smokin
g 

behavior 
GCST001286 220062

18 
Yoon D 10/1

8/11 
initi

al 
8842 East Asian NR Smokin

g 
behavior 

GCST001539 228329
64 

David SP 5/22
/12 

initi
al 

32389 African American or 
Afro-Caribbean 

NR Smokin
g 

behavior 
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Table S21 (Continued)        

GCST000666 204188
90 

The 
Tobacco 

and 
Genetics 

Consortiu
m 

4/25
/10 

initi
al 

74035 European NR Smokin
g 

behavior 

GCST000379 193696
58 

Ikram 
MA 

4/15
/09 

initi
al 

19602 European NR Stroke 

GCST001400 223066
52 

Bellengue
z C 

2/5/
12 

initi
al 

9520 European NR Stroke 

GCST002988 260893
29 

Carty CL 6/18
/15 

initi
al 

14519 African American or 
Afro-Caribbean 

NR Stroke 

GCST002630 252491
83 

Lu X 9/23
/14 

initi
al 

11816 East Asian NR Systolic 
blood 

pressure 
GCST004279 281352

44 
Warren 

HR 
1/30

/17 
initi

al 
140882 European NR Systolic 

blood 
pressure 

GCST000394 194304
83 

Newton-
Cheh C 

5/10
/09 

initi
al 

34433 European NR Systolic 
blood 

pressure 
GCST001234 219091

09 
Kim YJ 9/11

/11 
initi

al 
12545 East Asian NR Triglyce

rides 
GCST003217 265827

66 
Lu X 11/1

8/15 
initi

al 
8344 East Asian NR Triglyce

rides 
GCST002216 240970

68 
Willer CJ 10/6

/13 
initi

al 
94595 European NR Triglyce

rides 
GCST000027 174606

97 
Steinthors

dottir V 
4/26

/07 
initi

al 
8686 European NR Type 2 

diabetes 
GCST003400 268189

47 
Imamura 

M 
1/28

/16 
initi

al 
41646 East Asian NR Type 2 

diabetes 
GCST002317 243903

45 
Williams 

AL 
12/2
5/13 

initi
al 

8214 Hispanic or Latin 
American 

NR Type 2 
diabetes 

GCST000167 183729
03 

Zeggini E 3/30
/08 

initi
al 

10128 European NR Type 2 
diabetes 

GCST001213 218740
01 

Kooner JS 8/28
/11 

initi
al 

20019 South Asian India, Sri 
Lanka, 

Pakistan, 
Bangladesh 

Type 2 
diabetes 

GCST002128 239453
95 

Hara K 8/14
/13 

initi
al 

26805 East Asian NR Type 2 
diabetes 

GCST001351 221585
37 

Cho YS 12/1
1/11 

initi
al 

15000 East Asian NR Type 2 
diabetes 

GCST003619 271890
21 

Cook JP 5/18
/16 

initi
al 

56799 European NR Type 2 
diabetes 

GCST000712 205818
27 

Voight 
BF 

6/27
/10 

initi
al 

47117 European U.K. Type 2 
diabetes 

GCST002560 251021
80 

Ng MC 8/7/
14 

initi
al 

23827 African American or 
Afro-Caribbean 

NR Type 2 
diabetes 
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Table S21 (Continued)        
GCST000242 188346

26 
Dehghan 

A 
10/1

/08 
initi

al 
11847 European NR Urate 

levels 
GCST000818 208848

46 
Yang Q 9/30

/10 
initi

al 
28283 European NR Urate 

levels 
GCST001163 217682

15 
Tin A 7/18

/11 
initi

al 
8651 African American or 

Afro-Caribbean 
NR Urate 

levels 

GCST000427 195571
97 

Heard-
Costa NL 

6/26
/09 

initi
al 

31373 European NR Waist 
circumfe

rence 
GCST003337 267857

01 
Wen W 1/20

/16 
initi

al 
39869 East Asian NR Waist 

circumfe
rence 

GCST002138 239668
67 

Liu CT 8/15
/13 

initi
al 

19744 African American or 
Afro-Caribbean 

NR Waist-
hip ratio 

GCST000829 209356
29 

Heid IM 10/1
0/10 

initi
al 

77167 European NR Waist-
hip ratio 

GCST003564 271957
08 

Scott WR 5/19
/16 

initi
al 

10318 South Asian India, Sri 
Lanka, 

Pakistan, 
Bangladesh 

Waist-
to-hip 

ratio 
adjusted 
for body 

mass 
index 

GCST002782 256734
12 

Shungin 
D 

2/12
/15 

initi
al 

142762 European NR Waist-
to-hip 

ratio 
adjusted 
for body 

mass 
index 

GCST001302 220379
03 

Crosslin 
DR 

10/3
0/11 

initi
al 

12046 European NR White 
blood 

cell 
count 

GCST001133 217384
79 

Reiner AP 6/30
/11 

initi
al 

16388 African American or 
Afro-Caribbean 

NR White 
blood 

cell 
count 

GCST001137 217384
80 

Nalls MA 7/1/
11 

initi
al 

19509 European NR White 
blood 

cell 
count 

GCST004126 281587
19 

Jain D 2/1/
17 

initi
al 

11809 Hispanic or Latin 
American 

NR White 
blood 

cell 
count 
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Supplementary Figures. 

 
S1 Fig. Accuracy of 5 prediction methods in simulations using subsets of chromosomes, 

including the causal SNPs. We report results for A) 2:1 training sample size ratio (row 1 of 

Table 1) and B) 1:1 training sample size ratio (row 2 of Table 1). We report prediction accuracies 

for each of the 5 main prediction methods as a function of M/Msim, where M=232,629 is the 

total number of SNPs and Msim is the actual number of SNPS used in each simulation: 232,629 

(all chromosomes), 68,188 (chromosomes 1-4), 38,412 (chromosomes 1-2), and 19,087 

(chromosome 1).  Numerical results are provided in S6 Table.  
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S2 Fig. Sensitivity to mixing weights in analyses of type 2 diabetes in a Latino cohort. We 

report the prediction R2 of xEUR + (1-x)LAT, with x varying between 0 and 1. As expected, the 

prediction accuracy at x=0.8 is similar to the prediction accuracy of EUR-LAT-meta (Table 3).  
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Appendix B

Modeling functional enrichment
improves polygenic prediction accuracy
in UK Biobank and 23andMe data sets

Supplementary Figures
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Figure S3: Accuracy of 5 polygenic prediction methods in simulations using UK Biobank geno-
types, for 4 values of the number of causal variants. We report results for P+T, LDpred-inf, P+T-
funct-LASSO, LDpred-funct-inf and LDpred-funct in chromosome 1 simulations with 1,000 causal
variants (extremely sparse architecture), 2,000 causal variants (sparse architecture), 5,000 causal
variants (polygenic architecture) and 10,000 causal variants (extremely polygenic architecture).
Results are averaged across 100 simulations. Top dashed line denotes simulated SNP-heritability
of 0.5. Bottom dashed lines denote differences vs. LDpred-inf; error bars represent 95% confidence
intervals. Numerical results are reported in Table S23 and Table S24.

113



Supplementary Tables

Table S22: List of 16 UK Biobank traits. We list the training sample size and validation sample
size for each trait.

Trait Training Validation
N N (ancestry distribution)

1 Height 408092 25030 (43.5% Irish, 56.5% Other)
2 Hair color 403024 24773 (43.5% Irish, 56.5% Other)
3 Platelet count 395747 24277 (43.5% Irish, 56.5% Other)
4 Bone mineral density 397274 24167 (43.6% Irish, 56.4% Other)
5 Red blood cell count 396464 24305 (43.5% Irish, 56.5% Other)
6 FEV1-FVC ratio 331786 19929 (42.5% Irish, 57.5% Other)
7 Body mass index 407667 25000 (43.5% Irish, 56.5% Other)
8 RBC distribution width 394258 24175 (43.5% Irish, 56.5% Other)
9 Eosinophil count 391787 24030 (43.4% Irish, 56.6% Other)

10 Forced vital capacity 331786 19929 (42.5% Irish, 57.5% Other)
11 White blood cell count 395835 24293 (43.5% Irish, 56.5% Other)
12 Blood pressure 376437 23127 (43.2% Irish, 56.8% Other)
13 Age at menarche 214860 13999 (39.7% Irish, 60.3% Other)
14 Tanning ability 400721 24608 (43.5% Irish, 56.5% Other)
15 Balding type I 186506 10578 (48.9% Irish, 51.1% Other)
16 Waist hip ratio 408196 25032 (43.5% Irish, 56.5% Other)
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Table S23: Accuracy of 5 polygenic prediction methods in simulations using UK Biobank geno-
types, for 4 values of the number of causal variants. We report results for P+T, LDpred-inf,
P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct in chromosome 1 simulations with 1,000
causal variants (extremely sparse architecture), 2,000 causal variants (sparse architecture), 5,000
causal variants (polygenic architecture) and 10,000 causal variants (extremely polygenic architec-
ture). Results are averaged across 100 simulations.

Training sample size
# Causal 10,000 20,000 50,000
variants Model Average R2(s.e.) Average R2(s.e.) Average R2(s.e.)

1,000

P+T 0.2061 ( 0.0022 ) 0.2536 ( 0.0021 ) 0.2900 ( 0.0019 )
LDpred-inf 0.1423 ( 0.0020 ) 0.1865 ( 0.0031 ) 0.2369 ( 0.0045 )
P+T-funct-LASSO 0.2292 ( 0.0024 ) 0.2723 ( 0.0024 ) 0.3044 ( 0.002 )
LDpred-funct-inf 0.1681 ( 0.0024 ) 0.2119 ( 0.0028 ) 0.2688 ( 0.0033 )
LDpred-funct 0.2021 ( 0.0021 ) 0.2462 ( 0.0019 ) 0.2968 ( 0.0025 )

2,000

P+T 0.1658 ( 0.0022 ) 0.2215 ( 0.0026 ) 0.2683 ( 0.0029 )
LDpred-inf 0.1442 ( 0.0019 ) 0.1905 ( 0.0023 ) 0.2432 ( 0.0028 )
P+T-funct-LASSO 0.1869 ( 0.0026 ) 0.2383 ( 0.0028 ) 0.2817 ( 0.0031 )
LDpred-funct-inf 0.1697 ( 0.0022 ) 0.2135 ( 0.0026 ) 0.2703 ( 0.003 )
LDpred-funct 0.1881 ( 0.0017 ) 0.2347 ( 0.0019 ) 0.2936 ( 0.0016 )

5,000

P+T 0.1352 ( 0.0016 ) 0.1909 ( 0.0020 ) 0.2472 ( 0.0024 )
LDpred-inf 0.1447 ( 0.0017 ) 0.1898 ( 0.0022 ) 0.2430 ( 0.0027 )
P+T-funct-LASSO 0.1550 ( 0.0018 ) 0.2098 ( 0.0021 ) 0.2610 ( 0.0026 )
LDpred-funct-inf 0.1698 ( 0.0019 ) 0.2125 ( 0.0022 ) 0.2693 ( 0.0027 )
LDpred-funct 0.1783 ( 0.0012 ) 0.2232 ( 0.0013 ) 0.2809 ( 0.0015 )

10,000

P+T 0.1273 ( 0.0015 ) 0.1806 ( 0.002 ) 0.2379 ( 0.0024 )
LDpred-inf 0.1442 ( 0.0017 ) 0.1908 ( 0.0021 ) 0.2449 ( 0.0026 )
P+T-funct-LASSO 0.1419 ( 0.0017 ) 0.1954 ( 0.0022 ) 0.2477 ( 0.0026 )
LDpred-funct-inf 0.1700 ( 0.0020 ) 0.2136 ( 0.0023 ) 0.2698 ( 0.0028 )
LDpred-funct 0.1750 ( 0.0012 ) 0.2196 ( 0.0012 ) 0.2761 ( 0.0013 )
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Table S24: Differences between polygenic prediction methods in simulations using UK
Biobank genotypes, for 4 values of the number of causal variants. We report results for P+T,
LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct in chromosome 1 simulations
with 1,000 causal variants (extremely sparse architecture), 2,000 causal variants (sparse architec-
ture), 5,000 causal variants (polygenic architecture) and 10,000 causal variants (extremely poly-
genic architecture). Results are averaged across 100 simulations. (a) Difference between R2 for
each method vs. R2 for LDpred-inf. (b) Difference between R2 for LDpred-funct vs. R2 for each
method.

(a)
Training sample size

# Causal 10,000 20,000 50,000
variants Model Diff. R2(s.e.) Diff. R2(s.e.) Diff. R2(s.e.)

1,000

P+T 0.0622 (0.0017) 0.0649 (0.0028) 0.0508 (0.0038)
LDpred-inf 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)
P+T-funct-LASSO 0.0855 (0.0018) 0.0833 (0.0027) 0.0654 (0.0038)
LDpred-funct-inf 0.0258 (0.0010) 0.0255 (0.0025) 0.0322 (0.0038)
LDpred-funct 0.0583 (0.0026) 0.0578 (0.0030) 0.0572 (0.0048)

2,000

P+T 0.0216 (0.0012) 0.0312 (0.0011) 0.0253 (0.0011)
LDpred-inf 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)
P+T-funct-LASSO 0.0427 (0.0016) 0.0481 (0.0012) 0.0389 (0.0011)
LDpred-funct-inf 0.0258 (0.0010) 0.0233 (0.0010) 0.0275 (0.0011)
LDpred-funct 0.0443 (0.0021) 0.0448 (0.0021) 0.0487 (0.0020)

5,000

P+T -0.0098 (0.0006) 0.0006 (0.0008) 0.0037 (0.0010)
LDpred-inf 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)
P+T-funct-LASSO 0.0103 (0.0007) 0.0196 (0.0008) 0.0177 (0.0011)
LDpred-funct-inf 0.0254 (0.0008) 0.0226 (0.0008) 0.026 (0.0009)
LDpred-funct 0.0339 (0.0015) 0.0336 (0.0019) 0.0377 (0.0019)

10,000

P+T -0.0172 (0.0007) -0.0104 (0.0007) -0.0072 (0.0008)
LDpred-inf 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)
P+T-funct-LASSO -0.0024 (0.0007) 0.0046 (0.0008) 0.0027 (0.0009)
LDpred-funct-inf 0.0262 (0.0008) 0.0230 (0.0008) 0.0250 (0.0007)
LDpred-funct 0.0311 (0.0015) 0.0288 (0.0016) 0.031 (0.0016)

(b)
Training sample size

# Causal 10,000 20,000 50,000
variants Model Diff. R2(s.e.) Diff. R2(s.e.) Diff. R2(s.e.)

1,000

P+T -0.004 (0.0029) -0.0071 (0.0027) 0.0064 (0.0034)
LDpred-inf 0.0583 (0.0026) 0.0578 (0.003) 0.0572 (0.0048)
P+T-funct-LASSO -0.0272 (0.003) -0.0255 (0.0028) -0.0082 (0.0035)
LDpred-funct-inf 0.0325 (0.0028) 0.0323 (0.0025) 0.025 (0.0034)
LDpred-funct 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)

2,000

P+T 0.0227 (0.0024) 0.0136 (0.0023) 0.0234 (0.0023)
LDpred-inf 0.0443 (0.0021) 0.0448 (0.0021) 0.0487 (0.002)
P+T-funct-LASSO 0.0017 (0.0026) -0.0033 (0.0023) 0.0098 (0.0023)
LDpred-funct-inf 0.0185 (0.0021) 0.0215 (0.002) 0.0212 (0.0022)
LDpred-funct 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)

5,000

P+T 0.0437 (0.0016) 0.033 (0.0018) 0.034 (0.0018)
LDpred-inf 0.0339 (0.0015) 0.0336 (0.0019) 0.0377 (0.0019)
P+T-funct-LASSO 0.0237 (0.0016) 0.0139 (0.0018) 0.0201 (0.0019)
LDpred-funct-inf 0.0086 (0.0015) 0.0109 (0.0017) 0.0118 (0.0018)
LDpred-funct 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)

10,000

P+T 0.0483 (0.0014) 0.0393 (0.0015) 0.0382 (0.0016)
LDpred-inf 0.0311 (0.0015) 0.0288 (0.0016) 0.031 (0.0016)
P+T-funct-LASSO 0.0336 (0.0015) 0.0243 (0.0016) 0.0283 (0.0017)
LDpred-funct-inf 0.0049 (0.0015) 0.0058 (0.0016) 0.006 (0.0017)
LDpred-funct 0.0000 (0.0000) 0.0000 (0.0000) 0.0000 (0.0000)
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Table S25: Sensitivity of LDpred-funct results to number of bins used for regularization in
simulations using UK Biobank genotypes. We report results with the number of posterior mean
causal effect size bins used for regularization (K) set to 10, 20, 50 or 100. LDpred-funct-K denotes
each respective value of K. We also report results for LDpred-funct-inf, which is identical to
LDpred-funct with K set to 1. Results are averaged across 100 simulations.

Training sample size
# Causal 10,000 20,000 50,000
variants Model Average R2(s.e.) Average R2(s.e.) Average R2(s.e.)

1,000

LDpred-funct-inf 0.1681 ( 0.0024 ) 0.2119 ( 0.0028 ) 0.2688 ( 0.0033 )
LDpred-funct-10 0.1958 ( 0.002 ) 0.2402 ( 0.0019 ) 0.2937 ( 0.0019 )
LDpred-funct-20 0.2021 ( 0.0021 ) 0.2462 ( 0.0019 ) 0.2968 ( 0.0025 )
LDpred-funct-50 0.2130 ( 0.0021 ) 0.2561 ( 0.0021 ) 0.3089 ( 0.0021 )
LDpred-funct-100 0.2243 ( 0.0022 ) 0.2647 ( 0.0025 ) 0.2976 ( 0.0074 )

2,000

LDpred-funct-inf 0.1697 ( 0.0022 ) 0.2135 ( 0.0026 ) 0.2703 ( 0.0030 )
LDpred-funct-10 0.1840 ( 0.0024 ) 0.2296 ( 0.0027 ) 0.2912 ( 0.0015 )
LDpred-funct-20 0.1881 ( 0.0024 ) 0.2347 ( 0.0028 ) 0.2936 ( 0.0015 )
LDpred-funct-50 0.1978 ( 0.0025 ) 0.2439 ( 0.0028 ) 0.3005 ( 0.0017 )
LDpred-funct-100 0.2054 ( 0.0028 ) 0.2528 ( 0.0028 ) 0.3019 ( 0.0054 )

5,000

LDpred-funct-inf 0.1698 ( 0.0019 ) 0.2125 ( 0.0022 ) 0.2693 ( 0.0027 )
LDpred-funct-10 0.1758 ( 0.0019 ) 0.2206 ( 0.0023 ) 0.2788 ( 0.0028 )
LDpred-funct-20 0.1783 ( 0.0019 ) 0.2232 ( 0.0023 ) 0.2809 ( 0.0028 )
LDpred-funct-50 0.1836 ( 0.0019 ) 0.229 ( 0.0024 ) 0.2861 ( 0.0028 )
LDpred-funct-100 0.1899 ( 0.002 ) 0.2344 ( 0.0026 ) 0.2915 ( 0.0028 )

10,000

LDpred-funct-inf 0.1700 ( 0.0020 ) 0.2136 ( 0.0023 ) 0.2698 ( 0.0028 )
LDpred-funct-10 0.1746 ( 0.0012 ) 0.2199 ( 0.0012 ) 0.2746 ( 0.0028 )
LDpred-funct-20 0.1750 ( 0.002 ) 0.2196 ( 0.0023 ) 0.2761 ( 0.0028 )
LDpred-funct-50 0.1799 ( 0.002 ) 0.2240 ( 0.0024 ) 0.2800 ( 0.0028 )
LDpred-funct-100 0.1849 ( 0.0021 ) 0.2289 ( 0.0024 ) 0.2835 ( 0.0029 )
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Table S26: Parameter values for 16 UK Biobank traits. For each trait, we list the training sample
size, h2g estimate (from BOLT-LMM v2.3; used by LDpred-inf, LDpred-funct-inf and LDpred-funct)
and c parameter (used by LDpred-funct-inf and LDpred-funct).

Trait Training N h2g c

1 Height 408092 0.58 0.45
2 Hair color 403024 0.45 0.23
3 Platelet count 395747 0.40 0.30
4 Bone mineral density 397274 0.40 0.27
5 Red blood cell count 396464 0.32 0.22
6 FEV1-FVC ratio 331786 0.31 0.24
7 Body mass index 407667 0.31 0.28
8 RBC distribution width 394258 0.29 0.20
9 Eosinophil count 391787 0.28 0.19

10 Forced vital capacity 331786 0.28 0.22
11 White blood cell count 395835 0.27 0.22
12 Blood pressure 376437 0.27 0.21
13 Age at menarche 214860 0.26 0.20
14 Tanning ability 400721 0.24 0.09
15 Balding type I 186506 0.22 0.11
16 Waist hip ratio 408196 0.21 0.16
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Table S27: Accuracy of 5 polygenic prediction methods across 16 UK Biobank traits. We report
results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct. Jackknife s.e.
for differences vs. LDpred-inf are reported in Table S28. Results for Average across traits are
reported in Table S29.
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Table S28: Differences between polygenic prediction methods across 16 UK Biobank traits.
We report results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct.
We report the difference between R2 for each method vs. R2 for LDpred-inf.
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Table S29: Accuracy of secondary polygenic prediction methods across 16 UK Biobank traits.
For each method, we report the average prediction R2 across 16 UK Biobank traits. Rows 1-5 cor-
respond to the ”Average across traits” panel of Figure 2. Rows 6-8 are methods that analyze only
genotyped SNPs (601,728 genotyped SNPs after QC). Rows 9-10 are slightly modified versions
of P+T-funct-LASSO. Row 11 uses baseline-LD model functional enrichments that were meta-
analyzed across 31 traits. Row 12 uses the baseline model, instead of the baseline-LD model. Row
13 restricts the baseline-LD model to the 6,334,603 SNPs that passed QC filters and were used
for prediction. Row 14 infers baseline-LD model parameters using UK10K SNPs, instead of 1000
Genomes SNPs. Row 15 uses UK10K SNPs and uses the baseline-LD+LDAK model, instead of the
baseline-LD model.

Method Average R2

1 P+T 0.1368
2 LDpred-inf 0.1390
3 P+T-funct-LASSO 0.1475
4 LDpred-funct-inf 0.1606
5 LDpred-funct 0.1739
6 LDpred-inf (typed) 0.1360
7 LDpred-funct-inf (typed) 0.1378
8 LDpred (typed) 0.1117
9 P+T-funct-LASSO-weighted 0.1549

10 P+T-funct-LASSO (5%) 0.1538
11 LDpred-funct-inf (meta31) 0.1560
12 LDpred-funct-inf(baseline) 0.1573
13 LDpred-funct-inf(QCfilters) 0.1606
14 LDpred-funct-inf(UK10K) 0.1601
15 LDpred-funct-inf(UK10K, baseline-LD+LDAK) 0.1600
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Table S30: Sensitivity of LDpred-funct results to number of bins used for regularization across
16 UK Biobank traits. We report results with the number of posterior mean causal effect size bins
used for regularization (K) set to 10, 20, 50, 75 or 100. LDpred-funct-K denotes each respective
value of K. We also report results for LDpred-funct-inf, which is identical to LDpred-funct with
K set to 1. For each trait, the column with highest prediction R2 is denoted in bold font.
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Table S31: Sensitivity of LDpred-funct results to number of validation samples across 16 UK
Biobank traits. We report results with the number of validation samples set to 1,000, 2,000, 5,000,
10,000 (the number of regularization bins is proportional to the number of validation samples; see
Equation 2.6. Results are averaged across 20 random subsets of each size. ALL denotes results
of LDpred-funct using the total number of validation samples (reported in Table S22). We also
report results for LDpred-funct-inf, which is equivalent to LDpred-funct in the limit of a very
small number of validation samples.
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Table S32: Accuracy of 5 prediction methods in height meta-analysis of UK Biobank and
23andMe cohorts. We report results for P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf
and LDpred-funct, for each of 4 training data sets: UK Biobank interim release (113,660 training
samples), UK Biobank (408,092 training samples), 23andMe (698,430 training samples) and meta-
analysis of UK Biobank and 23andMe (1,107,430 training samples). We also report results for a
fixed-effect meta-analysis of UK Biobank and 23andMe.

Data Set Training N P+T LDpred-inf P+T-funct LDpred LDpred
-LASSO -funct-inf -funct

UK Biobank
interim
release

113,660 0.2223 0.2305 0.2524 0.2777 0.2926

UK Biobank 408,092 0.3448 0.3677 0.3644 0.3995 0.4132
23andMe 698,430 0.2903 0.2882 0.2985 0.3148 0.3279
Meta-
analysis
of UK
Biobank and
23andMe

1,107,430 0.3710 0.3874 0.3778 0.4193 0.4292

Fixed-effect
meta-
analysis

1,107,430 0.3687 0.3653 0.3663 0.3965 0.4051
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Table S33: Accuracy of LDpred-funct-inf(1000G), LDpred-funct-inf(UK10K) and LDpred-funct-
inf(UK10K, baseline-LD+LDAK) across 16 UK Biobank traits. We report results for each trait.
Results for Average across traits are reported in Table S29.

LDpred-funct-inf under different priors:
Trait h2g baselineLD

(1000G)
baselineLD
(UK10K)

baselineLD
+ LDAK
(UK10K)

1 Height 0.579 0.4019 0.4011 0.4018
2 Hair color 0.454 0.2472 0.2501 0.2501
3 Platelet

count
0.404 0.2290 0.2294 0.2298

4 Bone mineral
density

0.401 0.2105 0.2122 0.2117

5 Red blood
cell count

0.324 0.1572 0.1566 0.1544

6 FEV1-FVC
ratio

0.313 0.1306 0.1309 0.1323

7 Body mass
index

0.308 0.1501 0.1503 0.1502

8 RBC dis-
tribution
width

0.288 0.1429 0.1432 0.1451

9 Eosinophil
count

0.277 0.1336 0.1335 0.1342

10 Forced vital
capacity

0.277 0.1148 0.1147 0.1140

11 White blood
cell count

0.272 0.1249 0.1246 0.1251

12 Blood pres-
sure

0.271 0.1111 0.1113 0.1136

13 Age at
menarche

0.255 0.1071 0.0995 0.0930

14 Tanning abil-
ity

0.242 0.1234 0.1206 0.1190

15 Balding type
I

0.223 0.1065 0.1040 0.1070

16 Waist hip ra-
tio

0.210 0.0786 0.0793 0.0785
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Appendix C

Summary statistic based extension of
mixed model association method to
increase meta-analysis power

Supplementary Figures

Step 1).
for each cohort c do

1a) Compute summary association statistics using BOLT-LMM, call them SSc.
1b) Share with other cohorts the summary statistics SSc.

Step 2)
for each cohort c do

2a) i. Meta-analyze summary statistics using all cohorts except for summary statistics
from cohort c. Call these summary statistics SSmetac .

for each chromosome chr do
2a) ii. Compute a PRSc−chr using recommended prediction method, using sum-

mary statistics SSmetac from all chromosomes except from chromosome chr.
Compute residual Yresidual−c−chr, where Yresidual−c−chr = Y − α̂PRSc−chr.
2b) Compute summary association statistics using Yresidual−c−chr as outcome. Call

these summary statistics SS ′metac−chr
.

Share summary association statistics SS ′metac across cohorts.

Step 3) Meta-analyze summary association statistics SS ′metac using all cohort, and call
them SSMeta−LMM .

Figure S4: Pseudocode to compute Meta-LMM summary statistics. In this figure, we show the
necessary steps to get Meta-LMM summary statistics.
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Figure S5: Test statistic for calibration of Meta-LMM vs. Meta-Fixed when applied to 14 UK
Biobank traits. We compare the attenuation ratios from LD score regresssion, numerical values
are reported in Table S39.
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Figure S6: Power analyses for 3 meta-analyses methods relative to fixed-effects meta-analysis
when applied to 14 UK Biobank. We report percent increases in χ2 statistics defined as the me-
dian of ratios between χ2 statistics estimated using Method X and Meta-Fixed, where method-
X can be Meta-LMM, Meta-LMM-P+T, and Meta+LMM+LDpred-inf. We restrict calculations to
SNPs that have χ2 > 30 in an additional independet sample of 120K Brish Europeans. We also
report in Table S42 analogous results using BOLT-LMM-inf and BOLT-LMM, wich respesents the
best case scenenario for increasing association power. Golden dashed line represents the boost in
power obtained using BOLT-LMM. Numerical values are in Table S42.
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Figure S7: Number of independent genome-wide significant associations (p < 5×108) identified
by 4 meta-analysis methods applied to 14 traits in the UK Biobank. We obtain the number on
indpendent loci using LD-cumpling, and also report the average accross traits. Dashed golden bar
is the number of independendent GWAS loci obtained using BOLT-LMM. Numerical values are
in Table S43.
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Supplementary Tables

Table S34: List of 14 UK Biobank traits. We list the total sample size for each trait.

trait N
1 Eosinophil Count 323392
2 Platelet Count 326702
3 Red Blood Cell Distribution Width 325480
4 Red Blood Cell Count 327286
5 White Blood Cell Count 326797
6 Heel T Score 327848
7 BMI 336458
8 Height 336816
9 Waist-hip Ratio 336902

10 Systolic Blood Pressure 310820
11 FEV1-FVC Ratio 274961
12 Forced Vital Capacity (FVC) 274961
13 Hair Color 332690
14 Tanning 330797
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Table S35: Null calibration analyses of 5 meta-analysis methods in simulations using UK
Biobank genotypes, for 2 different genetics architectures. We report the average χ2 statistic of
SNPs in restricted to even chromosomes obtained using the following methods: Meta-Fixed, Meta-
LMM-P+T, Meta-LMM-LDpred-inf, Meta-LMM, Meta-LMM-True. Results are averaged across 20
simulations.

p SNP set Meta-
Fixed

Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

Meta-
LMM-
True

0.1% even chromosomes 1.004
(0.002)

1.000
(0.002)

1.001
(0.002)

1.001
(0.002)

1.000
(0.002)

5% even chromosomes 1.002
(0.001)

1.002
(0.001)

1.000
(0.001)

1.000
(0.001)

0.997
(0.001)
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Table S36: Relationship between prediction R2 and % increase in power of 3 meta-analysis
methods compared to Meta-Fixed in simulations using UK Biobank genotypes, for 2 different
genetics architectures. We report the prediction R2 obtained using 3 different prediction methods
(P+T, LDpred-inf and P+T + LDpred-inf). We optimal weights for each PRS in the joint model P+T
+ LDpredinf are 0.56 (resp. 0.325) for P+T and 0.081 (resp. 0.212) for simulated genetic architecture
with 0.1% (resp. 5%) causal variants. We report the ratio of the average χ2 statistic of method X
vs Meta-Fixed, where method X can be Meta-LMM-LDpred-inf, Meta-LMM-P+T and Meta-LMM.
Results are averaged across 20 simulations.

p models % increase in power R2

0.1%
Meta-LMM-LDpred-inf 14.335 0.201
Meta-LMM-P+T 35.022 0.376
Meta-LMM 35.854 0.380
Meta-LMM-TRUE 50.297 0.498

5%
Meta-LMM-LDpred-inf 14.839 0.205
Meta-LMM-P+T 18.524 0.232
Meta-LMM 20.747 0.253
Meta-LMM-TRUE 64.570 0.498
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Table S37: Power analyses of 5 meta-analysis methods in simulations using UK Biobank geno-
types, for 2 different genetics architectures. We report results for average χ2 statistics restricted
to the 3 different SNP sets obtained using the following methods: Meta-Fixed, Meta-LMM-P+T,
Meta-LMM-LDpred-inf, Meta-LMM, Meta-LMM-True. Results are averaged across 20 simula-
tions.

p SNP set Meta-
Fixed

Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

Meta-
LMM-
True

0.1%

true effects 169.117192.422227.057228.722254.179
genome-wide significant 113.067132.190164.300165.512196.262

odd chromosomes 3.578 3.992 4.660 4.690 5.279

5%

true effects 8.888 10.206 10.533 10.730 14.627
genome-wide significant 50.295 57.002 58.742 59.903 81.119

odd chromosomes 3.634 4.067 4.176 4.242 5.553
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Table S38: Null calibration analyses of 4 meta-analysis methods in simulations using UK
Biobank genotypes assumin 0.1% of causal variants. We report the average χ2 statistic of SNPs
in restricted to even chromosomes over 20 simulations. Meta-Fixed (linreg. + X PCs) and Meta-
LMM-LDpredinf (linreg. + X PCs) refers to methods were in step 1a) we use linear regression plus
X PCs to compute association statistics.

Method Average χ2 in
even chromo-
somes (s.e.)

Meta-Fixed (BOLT-LMM default) 1.004 (0.001)
Meta-Fixed (LR + 10 PCs) 1.002 (0.002)
Meta-Fixed (LR + 20 PCs) 1.002 (0.002)

Meta-LMM (BOLT-LMM default) 1.001 (0.003)
Meta-LMM-LDpredinf (LR + 10 PCs) 1.024 (0.008)
Meta-LMM-LDpredinf (LR + 20 PCs) 1.001 (0.002)
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Table S39: Calibration analysis using LDSC attenuation ratio using 6 association methods
when applied to 14 UK Biobank traits. LDSC attenuation is defined as (LDSC intercept −
1)/meanχ2 − 1. We include attenuation ratio obtained for BOLT-LMM and BOLT-LMM-inf for
comparison purposes.

Trait Meta-
Fixed

Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

BOLT-
LMM-
inf

BOLT-
LMM

1 Eosinophil Count 0.058 0.064 0.063 0.063 0.061 0.067
2 Platelet Count 0.070 0.082 0.076 0.084 0.076 0.074
3 Red Blood Cell Distribution Width 0.057 0.062 0.062 0.060 0.055 0.051
4 Red Blood Cell Count 0.076 0.073 0.076 0.072 0.076 0.065
5 White Blood Cell Count 0.060 0.055 0.055 0.057 0.063 0.066
6 Heel T Score 0.091 0.078 0.084 0.079 0.089 0.083
7 BMI 0.061 0.054 0.053 0.059 0.056 0.058
8 Height 0.079 0.104 0.101 0.104 0.104 0.094
9 Waist-hip Ratio 0.083 0.093 0.091 0.099 0.084 0.086

10 Systolic Blood Pressure 0.063 0.063 0.064 0.067 0.067 0.065
11 FEV1-FVC Ratio 0.042 0.055 0.055 0.058 0.048 0.042
12 Forced Vital Capacity (FVC) 0.117 0.124 0.123 0.129 0.099 0.097
13 Hair Color 0.250 0.212 0.221 0.197 0.224 0.226
14 Tanning 0.145 0.137 0.142 0.148 0.194 0.202
15 Average across traits 0.089 0.090 0.090 0.091 0.093 0.091
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Table S40: Power analyses for 5 association methods relative to fixed-effects meta-analysis
when applied to 14 UK Biobank. We report percent increases in χ2 statistics defined as the me-
dian of ratios between χ2 statistics estimated using Method X and Meta-Fixed, where method-
X can be Meta-LMM, Meta-LMM-P+T, and Meta+LMM+LDpred-inf, BOLT-LMM-inf and BOLT-
LMM. We restrict calculations to SNPs that have χ2 > 30 accross all the 6 methods being com-
pared. We include results for BOLT-LMM-inf and BOLT-LMM for comparison purposes, as these
methods assumes that individual-level data for the 10 cohorts can be analyzed together.

trait Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

BOLT-
LMM-
inf

BOLT-
LMM

1 Eosinophil Count 1.0869 1.0806 1.1062 1.086 1.1439
2 Platelet Count 1.1436 1.1243 1.1764 1.1379 1.2235
3 Red Blood Cell Distribution Width 1.085 1.0641 1.0983 1.0785 1.1477
4 Red Blood Cell Count 1.0907 1.0938 1.1176 1.0997 1.1348
5 White Blood Cell Count 1.0684 1.084 1.0906 1.0698 1.0807
6 Heel T Score 1.0949 1.1048 1.1339 1.141 1.2052
7 BMI 1.0632 1.076 1.0768 1.075 1.0885
8 Height 1.3531 1.3768 1.4074 1.48 1.5576
9 Waist-hip Ratio 1.0189 1.0151 1.0311 1.0504 1.0742

10 Systolic Blood Pressure 0.9707 0.9865 0.9908 1.0584 1.0708
11 FEV1-FVC Ratio 1.0645 1.0855 1.0952 1.0862 1.114
12 Forced Vital Capacity (FVC) 1.0255 1.0422 1.0436 1.0833 1.0891
13 Hair Color 1.5926 1.6017 1.6947 1.6784 2.0243
14 Tanning 1.072 1.0475 1.0841 1.044 1.1478
15 Average across traits 1.1236 1.1274 1.1533 1.1549 1.2216
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Table S41: Accuracy of 3 different polygenic prediction methods used in the residualization
step of Meta-LMM applied to 14 UK Biobank traits. We report the optimal weights assign to
each normalized PRS when modelling jointy P+T and LDpred-inf.

trait P+T LDpred-
inf

P+T+
LDpred-
inf

P+T
PRS
weight

LDpred-
inf
PRS
weight

1 Eosinophil Count 0.099 0.092 0.112 0.199 0.162
2 Platelet Count 0.185 0.174 0.215 0.273 0.233
3 Red Blood Cell Distribution Width 0.121 0.101 0.137 0.245 0.164
4 Red Blood Cell Count 0.12 0.119 0.139 0.203 0.199
5 White Blood Cell Count 0.082 0.088 0.100 0.154 0.188
6 Heel T Score 0.165 0.164 0.200 0.248 0.244
7 BMI 0.09 0.109 0.110 0.076 0.265
8 Height 0.262 0.287 0.309 0.238 0.349
9 Waist-hip Ratio 0.05 0.054 0.069 0.14 0.161

10 Systolic Blood Pressure 0.066 0.082 0.083 0.064 0.232
11 FEV1-FVC Ratio 0.084 0.096 0.112 0.161 0.21
12 Forced Vital Capacity (FVC) 0.059 0.076 0.077 0.005 0.272
13 Hair Color 0.208 0.21 0.262 0.283 0.291
14 Tanning 0.095 0.073 0.108 0.228 0.141
15 Average across traits 0.120 0.123 0.145 0.180 0.222
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Table S42: Power analyses for 5 association methods relative to fixed-effects meta-analysis
when applied to 14 UK Biobank. We report percent increases in χ2 statistics defined as the me-
dian of ratios between χ2 statistics estimated using Method X and Meta-Fixed, where method-
X can be Meta-LMM, Meta-LMM-P+T, and Meta+LMM+LDpred-inf, BOLT-LMM-inf and BOLT-
LMM. We restrict calculations to SNPs that have χ2 > 30 in an additional independet sample of
120K Brish Europeans. We include results for BOLT-LMM-inf and BOLT-LMM for comparison
purposes, as these methods assumes that individual-level data for the 10 cohorts can be analyzed
together.

trait Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

BOLT-
LMM-
inf

BOLT-
LMM

1 Eosinophil Count 1.0638 1.054 1.0814 1.1073 1.1706
2 Platelet Count 1.1533 1.144 1.1899 1.1936 1.2866
3 Red Blood Cell Distribution Width 1.0781 1.0644 1.0977 1.0865 1.1637
4 Red Blood Cell Count 1.0695 1.0868 1.0998 1.1422 1.1849
5 White Blood Cell Count 1.0318 1.0408 1.049 1.0819 1.1082
6 Heel T Score 1.1244 1.1361 1.1574 1.1726 1.2426
7 BMI 1.0427 1.0586 1.0575 1.0925 1.1005
8 Height 1.4061 1.4329 1.4692 1.5725 1.6547
9 Waist-hip Ratio 1.0006 1.0102 1.0178 1.0437 1.0689

10 Systolic Blood Pressure 1.0562 1.0822 1.0855 1.0956 1.1092
11 FEV1-FVC Ratio 1.0552 1.0928 1.0989 1.1042 1.1206
12 Forced Vital Capacity (FVC) 1.0058 1.0137 1.0136 1.0567 1.0668
13 Hair Color 1.4849 1.504 1.566 1.9177 2.3029
14 Tanning 1.0433 1.0307 1.0602 1.2304 1.3495
15 Average across traits 1.1154 1.1251 1.146 1.207 1.2807
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Table S43: Number of independent GWAS loci obtained using 6 different association methods
when applied to 14 traits in the UK Biobank. We obtain the number on indpendent loci using
LD-cumpling.

Trait Meta-
Fixed

Meta-
LMM-
P+T

Meta-
LMM-
LDpred-
inf

Meta-
LMM

BOLT-
LMM-
inf

BOLT-
LMM

Waist-hip Ratio 232 242 245 242 253 262
Tanning 98 104 106 106 106 112

White Blood Cell Count 381 401 410 410 421 432
Forced Vital Capacity (FVC) 215 230 237 239 256 255

Eosinophil Count 395 419 423 428 427 454
Systolic Blood Pressure 322 332 351 348 372 379

FEV1-FVC Ratio 336 370 369 380 379 402
BMI 342 383 395 393 401 415

Red Blood Cell Distribution Width 403 430 427 434 444 466
Red Blood Cell Count 443 490 494 509 509 536

Heel T Score 600 672 677 706 695 738
Platelet Count 612 712 694 726 715 780

Hair Color 162 258 256 269 279 345
Height 1012 1387 1383 1426 1513 1602

Average across traits 397 459 462 473 484 513

139


