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Abstract

Recent developments have uncovered a deep relationship between soft theorems in quantum field theories and asymptotic symmetries. We investigate five explicit examples wherein these connections are studied and verified.

First, we show that the Weinberg’s soft-photon theorem may be recast as the Ward identity for $CPT$-invariant large $U(1)$ gauge transformations that asymptotically approach an arbitrary function $\varepsilon$ of the conformal sphere at null infinity, but are independent of retarded time. The symmetries for which $\varepsilon \neq \text{constant}$ are spontaneously broken in the perturbative quantum field theory vacuum and the associated Goldstone modes are the zero-momentum photons. These comprise a $U(1)$ boson living on the conformal sphere.

Second, we generalize the construction to non-abelian gauge theories with gauge group $G$ and show that the massless tree-level soft-gluon theorem is the Ward identity of a holomorphic two-dimensional $G$-Kac-Moody symmetry acting on these correlation functions. Holomorphic Kac-Moody current insertions are positive helicity soft-gluon insertions. These symmetries are also spontaneously broken and the soft-gluons are the Goldstone modes.

Third, we generalize to supersymmetric $\mathcal{N} = 1$ abelian gauge theories with massless charged
matter and establish the existence of infinitely many fermionic asymptotic symmetries at null infinity, parametrized by a function on $S^2$, whose Ward identities give rise to the soft photino theorem. Unlike large gauge transformations, these symmetries are not manifest at the level of the Lagrangian. They are spontaneously broken, and the soft photinos are the associated Goldstone fermions. Unbroken global supersymmetry relates this fermionic charge to the $U(1)$ large gauge charge.

Fourth, we consider gravitational theories and show that Weinberg’s soft-graviton theorem is the Ward identity corresponding to a certain infinite-dimensional “diagonal” subgroup of BMS supertranslations acting on past and future null infinity ($\mathcal{I}^-$ and $\mathcal{I}^+$). The soft-gravitons are the Goldstone bosons of spontaneously broken supertranslation invariance.

Finally, we use the sub-leading soft-graviton theorem to construct an operator $T_{zz}$ whose insertion in the four-dimensional tree-level quantum gravity $S$-matrix obeys the Virasoro-Ward identities of the energy momentum tensor of a two-dimensional conformal field theory ($\text{CFT}_2$). The celestial sphere at Minkowskian null infinity plays the role of the Euclidean sphere of the $\text{CFT}_2$, with the Lorentz group acting as the unbroken $SL(2, \mathbb{C})$ subgroup.
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Quantum field theory is the central mathematical framework that is used in modern day particle physics research. The Standard Model, which is a particular quantum field theory, describes the dynamics and interactions of all known elementary particles. It is one of the most widely and accurately tested theories to date (the other being Einstein’s General Theory of Relativity). Experimental verifications of the Standard Model typically come from scattering experiments. In a scattering
experiment, two or more collimated beams of particles are accelerated to very high energies and collided. The immense energy released in the collision process is almost instantaneously converted into a plenitude of new particles which are then collected and their properties measured by particle detectors. By studying the type and amount of each particle that is released as well as their momenta, one can obtain information of the structure of the subatomic world as well as the laws that govern it. In general, these processes are exceedingly complicated and a lot of incredible theoretical, experimental and technological ideas are needed to extract useful information from these collisions.

The fundamental quantity that theoretical physicists like to use to describe scattering processes is called the *scattering amplitude* or *scattering matrix* or *S-matrix* or often, simply *amplitude*. The $S$-matrix is defined as the overlap between the quantum state before the collision $|\text{in}\rangle$ (the incoming or *in* state) and a possible quantum state after the collision $|\text{out}\rangle$ (the outgoing or *out* state), i.e.

$$A_{\text{out},\text{in}} = \langle \text{out} | \text{in} \rangle.$$  

The $S$-matrix amplitude $A$ is a function of all the quantum numbers that describe the *in* and *out* states, e.g. the momentum, spin, charge, flavor, color, etc of each particle. It describes almost all aspects of the collision process and consequently, it is extremely vital that we have a good understanding of the structure of the $S$-matrix and more importantly, how it is determined in quantum field theory. A large part of particle physics research in the past 80 years has been devoted to this endeavor.

Despite being incredibly complicated in general (as expected from the complexity of the collision process it describes), there are certain limits in which the $S$-matrix simplifies. These simplifications
are often due special properties of the $S$-matrix or of the underlying quantum field theory such as unitarity, locality, causality, Poincaré invariance, etc. In this thesis, we will study a particularly interesting kinematic limit of the $S$-matrix known as the soft limit, in which the energy of one or more of the massless particles involved in the collision is taken to be small compared to the energy or masses of the other particles in the process. It has been well known since the work of Bloch and Nordseick [6], Low [7, 8], Yennie, Frautschi and Suura [9] and Weinberg [10] that the $S$-matrix factorizes in this limit into a so-called soft-factor and another $S$-matrix that involves fewer particles. Roughly

$$A_n \xrightarrow{\text{soft-limit}} S_m \cdot A_{n-m}.$$  

Here, $A_n$ denotes the $S$-matrix of a collision process involving a total of $n$ particles (incoming + outgoing), $m$ is the number of soft-particles and $S_m$ is the soft-factor which may be a number, a matrix or differential operator that depends, in general, on the precise structure of $A_n$. There are, however, certain aspects of this soft factor that are independent of these details and are therefore universal. The leading, subleading or in some cases, the subsubleading terms in the soft expansion (expansion in the energies of all the soft particles) of $S_m$ are universal! Soft limits which extract these universal structures are referred to as soft theorems.

Soft theorems characterize universal properties of $S$-matrices. They often imply severe constraints on the amplitude, such as conservation of (color) charge, momentum and angular momentum [10, 11]. They additionally imply that long range interactions cannot be mediated by particles of helicity $|s| > 2$ [10]. They also ensure infrared finiteness of cross sections and decay rates [6, 12, 13],
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which are directly measured at colliders. Despite their immense usefulness, the origin of soft theorems has not been clear. They are often determined, as in the case of \([6-10]\), by an explicit computation of soft-limit in each case. This case-by-case derivation makes it difficult to understand when soft theorems may exist in general. For instance, while the leading soft-photon and soft-graviton theorems were known since 1965 due to seminal work of Weinberg \([10]\), the subleading soft-graviton theorem was derived only as recently as 2014 \([11]\).

Recent developments in this area, which form the central topic of this thesis, have shown that soft theorems are consequences of infinite-dimensional symmetries of the \(S\)-matrix. In some cases, these infinite-dimensional symmetries have been connected to previously known symmetries and in other cases have turned out to be completely new! Once established, this connection allows us to deduce new infinite-dimensional symmetries from soft theorems and vice versa. In fact, the subleading soft-graviton theorem was conjectured to exist only by first connecting it to a previously known symmetry known as superrotations.

The infinite-dimensional symmetries referred to above are known as asymptotic symmetries. These are exact symmetries of the theory which are highly non-trivial in the bulk of spacetime, but take on a rather simplified form at infinity. From the perspective of the scattering amplitudes, these are symmetries that act in a simple way on the \(S\)-matrix but in a non-trivial way on the action. Asymptotic symmetries have been studied in the context of general relativity for a long time, starting from the work of Bondi, van der Burg, Metzner and Sachs in the early 60s \([14, 15]\). The authors were interested in understanding the structure of gravitational waves at infinity, i.e. far away from any sources. In particular, they were interested in determining the symmetry group that acts on such
gravitational waves and expected to find the Poincaré group – since general relativity ought to reduce to special relativity when spacetime is weakly curved. However, what they surprisingly found instead was the so-called BMS group, an infinite-dimensional extension of the Poincaré group. At the time, most were puzzled by the result and strived to impose stronger constraints than the ones BMS used to reduce the asymptotic symmetry group down from BMS to Poincaré. On the other hand, there significant interest in the the structure of the BMS group and its implications on gravitational physics, and in particular the gravitational $S$-matrix (see [16–26] and references therein.). However, it wasn’t until quite recently [4, 27] that the consequences of the BMS group on the $S$-matrix were understood. The study of asymptotic symmetries and their consequences on the $S$-matrix in non-gravitational systems such as QED or non-abelian gauge theories is more recent [1, 28–31] and is a subject of ongoing research [32–39].

Soft theorems and asymptotic symmetries have been independently studied over the past 60 years with significant developments in both. The language and notation employed in these distinct fields have been wildly different and yet – as we will argue in this thesis – they are in fact completely equivalent. This equivalence will come in the form of conservation laws. In particular, due to the seminal work of Noether [40], it is known that the existence of symmetries implies conservation laws or Ward identities for the $S$-matrix. We will show, in several examples, that the Ward identities corresponding to these asymptotic symmetries are precisely the soft-theorems in quantum field theory.

The implications of the new found connection between soft theorems and asymptotic symmetries are deep.
Firstly, connecting two disparate fields is often in and of itself a useful development. Results in one field can be translated into potentially new results in the other field. The connection opens up the possibility of new calculational techniques and new insights into physical phenomena.

Secondly, it is known that soft theorems constrain the IR dynamics of a quantum field theory which therefore implies that the IR sector is governed by infinitely many symmetries! This may provide new light into infrared problems in quantum field theory, which currently is treated technically by introducing a IR cutoff and then removing it at the end of the calculation. This procedure explicitly breaks these symmetries and obscures the interesting physics. In particular, it is not clear with this technique how to define an IR finite $S$-matrix in gauge theories (the cutoffs are removed from decay rates and cross-sections, but cannot be removed from the $S$-matrix.). In fact, as we will see, in theories with such infinite dimensional asymptotic symmetries, the vacuum is not unique so that a basic assumption of perturbative quantum field theory breaks down. It is believed that this infinite vacuum degeneracy might be the cause of IR divergences.

Thirdly, such a connection implies deep insights on the long-sought-after flat space holography, i.e. a holographic description of quantum gravity in asymptotically flat spacetimes. With the advent of AdS/CFT \cite{adscft1,adscft2}, substantial progress was made in understanding quantum gravity in AdS spacetimes by holographically mapping it to a conformal field theory in one lower dimension. Various attempts to extrapolate this holographic principle to Minkowski spacetime have been made by taking the infinite radius limit of AdS \cite{infradius1,infradius2}, but not much progress has been made on this front. For instance, while it has been possible to recover the three-dimensional BMS group by taking such a limit, attempts to recover $\text{BMS}_4$ have failed. Nonetheless a quantum theory of gravity
in flat space is much desired and one may begin to answer this question holographically by studying the asymptotic symmetries of a spacetime. It was recently noted [45] that the original analysis of BMvS allows for another infinite-dimensional extension of the four-dimensional Lorentz group $SO(1, 3) \cong SL(2, \mathbb{C})$ to the local two-dimensional Virasoro group. Existence of the local two-dimensional conformal group implies a possibility of the description of quantum gravity in flat spacetimes in terms of a CFT$_2$. We are still in the process of understanding how such a holographic correspondence would come about and we will touch upon some developments on this front in this thesis.

Another interesting motivation to study this subject lies in understanding the so-called miracles of $\mathcal{N} = 4$ supersymmetric Yang-Mills theory. Detailed calculations of the $S$-matrix in this complicated theory show that while intermediate steps of the calculation are often intricate, there are miraculous cancellations so that the final answer is exceedingly simple. There is no apriori explanation for these simplifications. One possible suggestion, and the one we advocate, is that the cancellations occur due the asymptotic symmetries discussed here. Using a recently developed technique called inverse soft [46], one is able to construct a large class of amplitudes in $\mathcal{N} = 4$ SYM with the knowledge of only the soft theorems. It is then natural to suspect that the same symmetries that constrain the soft sector also have implications for hard amplitudes.

Finally, another interesting application of this connection that has emerged due to the work of Hawking, Perry and Strominger [47, 48] is to the black hole information paradox. It turns out that the same infinite-dimensional asymptotic symmetries that BMvS obtained by studying the structure of asymptotically flat spacetimes at infinity appear also on the horizon of black holes and therefore
constrain the formation and evaporation of a black hole. In particular, complete specification of a black hole now requires not only the mass, charge and angular momentum (as dictated by the no-hair theorem), but also these infinitely many charges. In other words, black holes have infinitely many hair! This idea is intriguing and seems to significantly affect the original argument of the information paradox [49]. However, it is not clear if this resolves the paradox or simply reformulates it. The answer to this question is currently being investigated [47, 48, 50–66].

While the connection between soft theorems and asymptotic symmetries is interesting and rich enough, it has additionally been revealed that these two fields are related to a third field, namely the study of memory. A memory effect is a change in the average value of some quantity before and after a certain process occurs. The first instance of memory was understood in 1974 in the context of gravitational physics in [67–71] known as the Christodoulou memory. The Christodoulou memory effect describes the net change in the geodesic distance between two inertial detectors before and after a gravitational wave passes through. In other words, when a gravitational wave passes through two inertial detectors, there is a temporary oscillation while the wave passes, followed by a permanent relative displacement of the two detectors. This net change in the distance is a DC effect captures important non-radiative data about the passing wave. It is now understood that the Christodoulou memory effect is related to the BMS group [72] and therefore also to the corresponding soft theorem. In particular, the formula that relates the DC shift to the gravitational wave is simply a Fourier transform of the soft theorem. The DC shift can also be understood as a transition between the infinitely degenerate vacua of systems with asymptotic symmetries. These relationships are concisely portrayed in the so-called infrared triangle shown in Figure 1.1. Similar memory effects and their
Figure 1.1: The Infrared Triangle: The triangular equivalence of three phenomena that characterize the infrared structure of all theories.

relationships to soft theorems and asymptotic symmetries have now been shown to exist for gauge theories \([73, 74]\) as well as new ones in gravity \([75–84]\).

Instances of the infrared triangle appear ubiquitously in all physical systems – gauge, gravitational or supersymmetric theories and in all dimensions. They are present in classical theories as well as in quantum theories. Further, there is a version of this triangle corresponding to all types of soft theorems – leading, subleading, subsleading, double soft theorems, etc. Current research is slowly uncovering various instances of this triangle in different theories. In many cases, only one vertex of the triangle is known which can be used to deduce the remaining two vertices.

In this thesis, we will discuss the detailed relationship between asymptotic symmetries and soft theorems. It is organized as follows. In Chapter 2, we present a basic introduction to fields in flat
space and their asymptotic structure. This chapter sets up the notations and conventions that we use in the rest of the thesis and introduces all preliminary material. In Chapter 3, we study asymptotic symmetries in massless QED and relate it to the leading Weinberg’s soft-photon theorem. In Chapters 4 and 5, we generalize the discussion of Chapter 3 to non-abelian gauge theories and supersymmetric theories respectively. In Chapter 6, we move away from Minkowski space and consider gravitational fluctuations thereof. We show that the asymptotic symmetries derived by BMvS [14, 15] are related to Weinberg’s soft-graviton theorem. Finally, in Chapter 7, we discuss a recently proposed infinite-dimensional extension of the BMS group – the extended BMS group. The extended BMS group includes a Virasoro subgroup which is shown to be related to a newly discovered subleading soft-graviton theorem [11] and we construct the corresponding two-dimensional stress tensor.
Asymptotics of Minkowski Spacetime

In this chapter, we study the geometric structure of Minkowski space. In particular, we will be interested in the asymptotic structure of Minkowski space. We also discuss free fields and their asymptotic structure. A lot of the discussion in this chapter is found in quantum field theory and general relativity textbook, albeit in a slightly different form. We reproduce it here to setup our notations and conventions.
2.1 Causal Structure

A useful representation of the asymptotic structure of a \((d + 2)\)-dimensional Lorentzian spacetime \((M, g)\) is given by the Penrose diagram (or more precisely, the Penrose-Carter diagram), which captures the causal relation between different points in \(M\), i.e. whether two points are spacelike, null or timelike separated. The idea is to perform a conformal transformation on the metric \(g \rightarrow \tilde{g} = \Omega^2 g\) which brings the entire spacetime \(M\) into a compact region which can then be conveniently represented on a two-dimensional diagram. Note that on the asymptotic boundary of \(M\), we have \(\Omega = 0\) on the boundary of \(M\). Since conformal transformations preserve causal relationships, the causal structure of the unphysical spacetime \((M, \tilde{g})\) is the same as that of \((M, g)\). Distances are not accurately represented in the Penrose diagram.

In practice, one obtains the Penrose diagram by finding compact timelike and spacelike coordinates \(T\) and \(R\) and then choosing \(\Omega\) so that \(\tilde{g} = -dT^2 + dR^2 + \tilde{g}_{ab} dx^a dx^b\) where \(x^a\) are the remaining \(d\) spatial coordinates. The Penrose diagram is obtained by plotting the coordinate ranges of \(T\) and \(R\) on the usual Cartesian plane. The remaining \(d\) spatial directions \(x^a\) are suppressed in this representation of \(M\).

We now carry out this program for Minkowski spacetime \(M_{D=d+2}\). This is globally described in Cartesian coordinates \(y^A = (y^0, y^1, y^2, \cdots, y^{d+1}), y^A \in \mathbb{R}\) by the metric

\[
\text{d}s^2 = \eta_{AB} \text{d}y^A \text{d}y^B = - (\text{d}y^0)^2 + (\text{d}y^1)^2 + (\text{d}y^2)^2 + \cdots + (\text{d}y^{d+1})^2. \tag{2.1.1}
\]
To find the compact coordinates $T$ and $R$, we move to spherical coordinates $(t, r, \theta^1, \cdots, \theta^d)$,

$$y^0 = t, \quad y^i = r \hat{y}^i(\theta), \quad i = 1, \cdots, d+1.$$ \hspace{1cm} (2.1.2)

Here, $\theta^a, a = 1, \cdots, d$ are generalized coordinates on $S^d$ and $\hat{y}^i(\theta)$ is the unit-vector in $\mathbb{R}^{d+1}$ pointing towards $\theta \in S^d$ (which is embedded in $\mathbb{R}^{d+1}$ in the standard way).

The metric of Minkowski spacetime in spherical coordinates is

$$ds^2 = -dt^2 + dr^2 + r^2 \gamma_{ab}(\theta) d\theta^a d\theta^b, \quad \gamma_{ab}(\theta) = \partial_a \hat{y}^i(\theta) \partial_b \hat{y}_i(\theta).$$ \hspace{1cm} (2.1.3)

where $\gamma_{ab}(\theta)$ is the round metric on the unit $S^d$.\footnote{For the unit $S^d$, we have
\[ R_{abcd}[\gamma] = \gamma_{ac} \gamma_{bd} - \gamma_{ad} \gamma_{bc}, \quad R_{ab}[\gamma] = (d-1) \gamma_{ab}, \quad R[\gamma] = d(d-1). \]}

We may then find $T$ and $R$ by performing the following chain of coordinate transformations

$$u = t - r, \quad v = t + r, \quad -\infty < u < v < \infty,$$

$$U = \tan^{-1} u, \quad V = \tan^{-1} v, \quad -\frac{\pi}{2} < U \leq V < \frac{\pi}{2},$$

$$T = U + V, \quad R = V - U, \quad R \geq 0, \quad R + |T| < \pi.$$ \hspace{1cm} (2.1.4)

$u$ and $v$ are null coordinates in the sense that null geodesics in Minkowski spacetime are defined by varying $u$ keeping $(v, \theta)$ fixed and varying $v$ keeping $(u, \theta)$ fixed. Similarly, $U$ and $V$ are null coordinates. The metric in the $(T, R, \theta)$ coordinates is

$$ds^2 = \frac{1}{(\cos T + \cos R)^2} \left(-dT^2 + dR^2 + \sin^2 R \gamma_{ab} d\theta^a d\theta^b \right).$$ \hspace{1cm} (2.1.5)

We then obtain the unphysical metric $\tilde{g}$ by choosing $\Omega = \cos T + \cos R$. We note that the resultant unphysical spacetime $(M, \tilde{g})$ is compact and may be represented as shown in Figure 2.1.
Figure 2.1: Penrose diagram of Minkowski spacetime: The coordinate ranges \(|T| + R \leq \pi\) and \(R \geq 0\) are plotted above. The angular coordinates \(\theta\) is frozen \(\theta = \theta_0\) so that each point in the diagram above is an \(S^d\). Timelike, spacelike and null geodesics that pass through the origin are shown in red, orange and blue respectively. The dotted segment indicates that the geodesic that starts at \(\theta_0\) crosses the origin \(r = 0\) over to the antipodal point \(\theta_0\).

The asymptotic boundaries of Minkowski spacetime are given by \(\Omega|_{\partial M_D} = 0\). There are three different types of asymptotic regions (shown in Figure 2.1):

---
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**Time-like Infinity** $i^{\pm}$  
This is described by $T = \pm(\pi - \varepsilon)$, $R = \frac{1}{2}r\varepsilon^2$ with $\varepsilon \to 0$. In spherical coordinates, this corresponds to the limit $t \to \pm\infty$ with $(r, \theta)$ fixed. All time-like curves begin at past timelike infinity $i^-$ and end at future timelike infinity $i^+$. 

**Spatial Infinity** $i^0$  
This is described by $T = \frac{1}{2}t\varepsilon^2$, $R = \pi - \varepsilon$ with $\varepsilon \to 0$. In spherical coordinates, this corresponds to the limit $r \to \infty$ keeping $(t, \theta)$ fixed. The end-points of all spatial curves lies in $i^0$. 

**Null Infinity** $I^{\pm}$  
Future null infinity $I^+$ is described by $V = \frac{\pi}{2}$ whereas past null infinity $I^-$ is $U = -\frac{\pi}{2}$. In spherical coordinates, $I^+$ corresponds to the limit $v \to \infty$ keeping $(u, \theta)$ fixed whereas $I^-$ is the limit $u \to -\infty$ keeping $(v, \theta)$ fixed. These have the topology of $S^d \times \mathbb{R}$. All null geodesics begin at $I^-$ and end at $I^+$. In this thesis, we will focus our discussion primarily on null boundaries $I^{\pm}$. $I^+$ has further $d$-dimensional boundaries located at $u = \pm\infty (U = \pm\frac{\pi}{2})$ which we denote by $I^+_{\pm}$. Similarly, $I^-$ has boundaries at $v = \pm\infty (V = \pm\frac{\pi}{2})$ which we denote by $I^-_{\pm}$. Note that $I^+_{\pm} (I^-_{\pm})$ is distinct from $i^+(i^-)$ and $I^{\pm}_{\pm}$ are distinct from $i^0$. 

Note that null (timelike) geodesics that begin at $I^- (i^-)$ at a point $\theta = \theta_0$ end at $I^+ (i^+)$ at the antipodal point $\theta = \bar{\theta}_0$. For this reason, it is often more convenient to draw the Penrose diagram of Minkowski space by including also the antipodal angle as shown in Figure 2.2.
Figure 2.2: Alternative Penrose diagram of Minkowski spacetime: In the diagram above, we have frozen the angular coordinates, with the right side corresponding to a fixed point $\theta = \theta_0$ on $S^d$ and the left side the antipodal point, $\theta = -\theta_0$. Thus, each point in the diagram above is a hemisphere. Timelike, null and spacelike geodesics passing through the origin are shown in red, blue and orange respectively.

2.2 Retarded and Advanced Coordinates

In this section, we introduce two coordinate systems that are more naturally adapted to $\mathcal{I}^+$ and $\mathcal{I}^-$. These are the so-called retarded coordinates $(u, r, \theta)$ and advanced coordinates $(v, r, \theta)$ where the metric of Minkowski spacetime takes the form

$$ds^2 = -du^2 - 2dudr + r^2\gamma_{ab}(\theta) d\theta^a d\theta^b = -dv^2 + 2dvdv + r^2\gamma_{ab}(\tilde{\theta}) d\tilde{\theta}^a d\tilde{\theta}^b.$$  (2.2.1)
\( \mathcal{I}^+ \) is best described in retarded coordinates as the boundary located at \( r = \infty \) keeping \((u, \theta)\) fixed whereas \( \mathcal{I}^- \) is best described in advanced coordinates as the boundary located at \( r = \infty \) keeping \((v, \bar{\theta})\) fixed. Here, \( \theta \) and \( \bar{\theta} \) are antipodal coordinate systems on the asymptotic \( S^d \), i.e.

\[
\tilde{y}^i(\tilde{\theta}(\theta)) = -\tilde{y}^i(\theta), \quad \gamma_{ab}(\theta) = \partial_a \tilde{\theta}^c \partial_b \tilde{\theta}^d \gamma_{cd}(\tilde{\theta}(\theta)). \tag{2.2.2}
\]

The Christoffel symbols in the retarded coordinates are

\[
\Gamma^u_{ab}[g] = -\Gamma^r_{ab}[g] = r\gamma_{ab}, \quad \Gamma^a_{rb}[g] = \frac{1}{r} \delta^a_b, \quad \Gamma^a_{bc}[g] = \Gamma^a_{bc}[\gamma]. \tag{2.2.3}
\]

These coordinates are shown in Figure 2.3

\[
\int_{\mathcal{I}^+} d\Sigma^\mu = \lim_{r \to \infty} r^d \int_{-\infty}^{\infty} du \int_{S^d} d^d\theta \sqrt{\gamma} \left( \delta^\mu_u - \frac{1}{2} \delta^\mu_r \right). \tag{2.2.4}
\]

In §2.4.3, we will be discussing the structure of spinor fields near \( \mathcal{I}^+ \). For this purpose, we will
need to introduce a vielbein. We will work with the flat vielbein,
\[ e^A \mu \, dx^\mu = d y^A = \frac{\partial y^A}{\partial x^\mu} \, dx^\mu, \quad \omega_{\mu} A_B = 0. \] (2.2.5)

We will discuss these vielbein more explicitly when we discuss spinors in \$2.4.3.

**Special Coordinates in D = 4** So far we have discussed retarded and advanced coordinates in general dimensions \( D \geq 3 \) and have not made any particular choice for coordinates on the asymptotic sphere, \( S^d \). In \( D = 4 \), the asymptotic sphere is two-dimensional and it is extremely useful to work in stereographic coordinates \( \theta^a = (z, \overline{z}) \). These are related to the standard angular coordinates \( (\theta, \phi) \) by
\[ z = e^{i\phi} \tan \frac{\theta}{2}, \quad \overline{z} = e^{-i\phi} \tan \frac{\theta}{2}. \] (2.2.6)

Alternatively, we may describe them by relating \((z, \overline{z})\) to the unit vector \( \hat{y}^i(\theta) \) as
\[ \hat{y}^i(z, \overline{z}) = \left( \frac{z + \overline{z}}{1 + z \overline{z}}, \frac{-i(z - \overline{z})}{1 + z \overline{z}}, \frac{1 - z \overline{z}}{1 + z \overline{z}} \right). \] (2.2.7)

The \( S^2 \)-metric takes the form
\[ d\Omega_2^2 = d\theta^2 + \sin^2 \theta d\phi^2 = 2 \gamma_{z \overline{z}} dz d\overline{z}, \quad \gamma_{z \overline{z}} = \frac{2}{(1 + z \overline{z})^2}. \] (2.2.8)

The volume form on \( S^2 \) is
\[ d^2\Omega = \sin \theta d\theta \wedge d\phi = i \gamma_{z \overline{z}} dz \wedge d\overline{z} \equiv d^2 z \gamma_{z \overline{z}}. \] (2.2.9)

The \( S^2 \) Christoffel symbols are
\[ \Gamma_{zz}[\gamma] = \gamma^{z \overline{z}} \partial_z \gamma_{z \overline{z}}, \quad \Gamma_{z\overline{z}}[\gamma] = \gamma^{z \overline{z}} \partial_{\overline{z}} \gamma_{z \overline{z}}, \] (2.2.10)
and all others vanish.

A convenience of working in stereographic coordinates is that one may describe spinor and tensor representations together. These are classified by their weights \((h, \bar{h})\). The covariant derivative of a tensor \(T_{(h,\bar{h})}\) is given by

\[
D_z T_{(h,\bar{h})} = \partial_z T_{(h,\bar{h})} - h\Gamma^z_{zz} T_{(h,\bar{h})},
\]

\[
D_{\bar{z}} T_{(h,\bar{h})} = \partial_{\bar{z}} T_{(h,\bar{h})} - \bar{h}\Gamma^z_{z\bar{z}} T_{(h,\bar{h})}.
\]

(2.2.11)

For integer and positive \(h\) and \(\bar{h}\), \(T_{(h,\bar{h})}\) can be thought of as a covariant tensor (or contravariant if \(h\) or \(\bar{h}\) are negative) with \(h\) \(z\)-indices and \(\bar{h}\) \(\bar{z}\) indices. However, (2.2.11) holds for both integer and half-integer \(h\) and \(\bar{h}\).

Finally, we introduce a complex zweibein on \(S^2\),

\[
E^+_z = E^z_{\bar{z}} = \sqrt{2}\gamma_{z\bar{z}}, \quad E^+_{\bar{z}} = E^-_{-} = 0.
\]

(2.2.12)

Note that \((E^+_z)^* = E^-_{\bar{z}}\). The flat metric is \(\eta_{\pm\pm} = 0, \eta_{+-} = \eta_{-+} = \frac{1}{2}\). The corresponding spin connection has the following non-vanishing components

\[
\Omega^\pm_{\pm} = \pm \Omega_z, \quad \Omega^\pm_{\mp} = \mp \Omega_{\bar{z}}.
\]

(2.2.13)

where

\[
\Omega_z = \frac{1}{2} \gamma^{z\bar{z}} \partial_z \gamma_{z\bar{z}} = \frac{1}{2} \Gamma^z_{z\bar{z}}[\gamma], \quad \Omega_{\bar{z}} = \frac{1}{2} \gamma^{z\bar{z}} \partial_{\bar{z}} \gamma_{z\bar{z}} = \frac{1}{2} \Gamma^z_{z\bar{z}}[\gamma].
\]

(2.2.14)

Now, given any \((h, \bar{h})\) tensor, we may change basis and define a tensor w.r.t the internal flat metric \(\hat{T}_{(h,\bar{h})}\) as

\[
\hat{T}_{(h,\bar{h})} = (E^z_+)^h (E^z_{\bar{z}})^{\bar{h}} T_{(h,\bar{h})}.
\]

(2.2.15)
$\hat{T}_{(h, \overline{h})}$ does not transform under spacetime diffeomorphisms, but transforms as a $(h, \overline{h})$ tensor under the internal $SO(2)$ rotation. The action of the covariant derivative on this tensor is

$$D_z \hat{T}_{(h, \overline{h})} = \partial_z \hat{T}_{(h, \overline{h})} - s\Omega_z \hat{T}_{(h, \overline{h})},$$  

$$D_{\overline{z}} \hat{T}_{(h, \overline{h})} = \partial_{\overline{z}} \hat{T}_{(h, \overline{h})} + s\Omega_{\overline{z}} \hat{T}_{(h, \overline{h})},$$

(2.2.16)

where $s = h - \overline{h}$ is the spin of the tensor.

Finally, we note that the antipodal stereographic coordinates $(\overline{z}, \overline{\overline{z}})$ is related to $(z, \overline{z})$ as

$$\overline{\overline{z}} = -\frac{1}{z}, \quad \overline{\overline{\overline{z}}} = -\frac{1}{\overline{z}}.$$  

(2.2.17)

which corresponds to $\overline{\theta} = \pi - \theta$, $\overline{\phi} = \pi + \phi$. It may easily be verified that

$$\hat{y}^i(\overline{\overline{z}}, \overline{\overline{\overline{z}}}) = -\hat{y}^i(z, \overline{z}).$$  

(2.2.18)

2.3 Poincaré Generators

Particle dynamics are constrained by symmetries, via Noether’s theorem. In particular, Killing vector fields of Minkowski spacetime give rise to translational and Lorentz invariance, which correspond to momentum conservation and angular momentum conservation. In Cartesian coordinates, these vector fields are

$$\zeta_A^T = \partial_A, \quad \zeta_{AB}^L = x_A \partial_B - x_B \partial_A.$$  

(2.3.1)

Together, these generators form the Poincaré algebra, $T^{d+2} \ltimes \mathfrak{so}(1, d + 1)$. In our discussion of null infinity, we will find it more convenient to rewrite these generators in retarded (or advanced)
coordinates,
\[\zeta_f = f \partial_a + \frac{1}{d} D^2 f \partial_r - \frac{1}{r} D^a f \partial_a,\]
\[\zeta_Y = \psi [u \partial_a - (u + r) \partial_r] + \left[ Y^a - \frac{u}{r} D^a \psi \right] \partial_a.\]  
(2.3.2)

where
\[\psi = \frac{1}{d} D^c Y_c.\]  
(2.3.3)

Here, \(f(\theta)\) is a function and \(Y^a(\theta)\) is a vector field on \(S^d\) that satisfy
\[D_a D_b f - \frac{1}{d} \gamma_{ab} D^2 f = 0,\]  
(d > 1)  
(2.3.4)
\[D_a (D^2 + d) f = 0,\]  
(d ≥ 1)  
(2.3.5)
\[D_a Y_b + D_b Y_a - \frac{2}{d} \gamma_{ab} D^c Y_c = 0,\]  
(d ≥ 2)  
(2.3.6)
\[(D_a D_b + \gamma_{ab}) D^c Y_c = 0.\]  
(d ≥ 2)  
(2.3.7)

Here, \(D_a\) is the \(\gamma\)-covariant derivative and \(D^2 = D^c D_c\). In \(d > 1\), (2.3.4) implies (2.3.5) and in \(d > 2\), (2.3.6) implies (2.3.7).

The Killing vectors (2.3.2) are related to the usual translation and Lorentz transformation generators as follows. We may decompose the function \(f(\theta)\) into spherical harmonic modes as
\[f(\theta) = \sum_{\ell=0}^{\infty} \sum_{J} a_{\ell,J} Y_{\ell,J}(\theta),\]
\[D^2 Y_{\ell,J}(\theta) = -\ell (\ell + d - 1) Y_{\ell,J}(\theta).\]  
(2.3.8)

where \(J\) are all the remaining quantum numbers\(^2\). (2.3.5) implies that only the \(\ell = 0\) and \(\ell = 1\) modes of \(f(\theta)\) are non-zero. The single \(\ell = 0\) mode corresponds to time translation whereas the

\(^2\)For \(S^d, J = \{m_1 \cdots m_{d-1}\}\) with \(m_i \in \mathbb{Z}\) and \(|m_1| \leq m_2 \leq \cdots \leq m_{d-1} \leq \ell\). The number of spherical harmonics with quantum number \(\ell\) is \(N(d, \ell) = \frac{\ell + d - 1}{(d-1)!} \binom{d-1}{\ell} (\ell + d - 2).\) Note that \(N(d, 0) = 1\) and \(N(d, 1) = d + 1.\)
$(d + 1) \ell = 1$ modes correspond to the $(d + 1)$ spatial translations in $\mathbb{R}^{1,d+1}$.

In a similar way, (2.3.6) implies that $Y^\alpha$ is a conformal Killing vector field of $S^d$. The Lie algebra of these vectors is $\mathfrak{so}(1, d+1)$ which is also the Lorentz algebra in $(d+2)$-dimensions. In $d = 2$, the conformal algebra is infinite-dimensional. In this case, (2.3.7) implies that $Y^\alpha$ is a global conformal Killing vector field of $S^2$ which reduces to the symmetry algebra to $\mathfrak{so}(1, 3) \cong \mathfrak{sl}(2, \mathbb{C})$. Spatial rotations are generated by Killing vector fields of $S^d$, namely those satisfying $\psi = 0$, whereas Lorentz boosts correspond to vector fields with $\psi \neq 0$.

The algebra of these vector fields is the Poincaré algebra,

$$
[\zeta_f, \zeta_f] = 0, \quad [\zeta_Y, \zeta_f] = \zeta_{Y(f) - \psi f}, \quad [\zeta_Y, \zeta_Y] = \zeta_{[Y,Y]}.
$$

In a similar way, one may also determine the Killing vectors in advanced coordinates as

$$
\zeta_{\tilde{f}^-} = \tilde{f}^- \partial_v - \frac{1}{d} \tilde{D}^c \tilde{f}^- \partial_c - \frac{1}{r} \tilde{D}^a \tilde{f}^- \tilde{\partial}_a,
$$

$$
\zeta_{\tilde{Y}^-} = \tilde{\psi}^- \left[ v \partial_v + (v - r) \partial_r \right] + \left[ \tilde{Y}^- - a + \frac{u}{r} \tilde{D}^a \tilde{\psi}^- \right] \tilde{\partial}_a.
$$

where $\tilde{\psi}^- = \frac{1}{d} \tilde{D}^c \tilde{Y}^-_c$ and $\tilde{Y}^- - a$ is a conformal Killing vector of $S^d$. Of course, these Killing vectors are not independent of those in retarded coordinates (2.3.2). Rather,

$$
f(\theta) = \tilde{f}^-(\theta), \quad Y^\alpha(\theta) = \tilde{Y}^- - a(\theta).
$$

The identification above implies that $f$ and $Y^\alpha$ are antipodally identified with $\tilde{f}^-$ and $\tilde{Y}^- - a$ as functions. For instance, the value of the function $f$ at the north pole (say $\theta = 0$) is equal to the value of $\tilde{f}$ at the south pole (which is now $\tilde{\theta} = 0$).
In $D = 4$ and in stereographic coordinates, the conditions (2.3.4)–(2.3.7) read

$$D^2 f = 0 = D^2 z, \quad D_z Y^z = 0 = D_\bar{z} Y^{\bar{z}}, \quad D^3 Y^z = 0 = D^3 Y^{\bar{z}}. \quad (2.3.12)$$

These are solved by

$$f_a = a^0 + a^1 \frac{z + \bar{z}}{1 + z\bar{z}} + a^2 \frac{-i(z - \bar{z})}{1 + z\bar{z}} + a^3 \frac{1 - z\bar{z}}{1 + z\bar{z}}, \quad Y^z = \alpha + \beta z + \gamma z^2, \quad (2.3.13)$$

where $a^\mu \in \mathbb{R}$ and $\alpha, \beta, \gamma \in \mathbb{C}$.

Stereographic coordinates make the group isomorphism $SO(1, 3) \cong SL(2, \mathbb{C})$ explicit. A general finite Lorentz transformation takes the form of a Mobiüs transformation,

$$z \to z' = \frac{az + b}{cz + d}, \quad u \to u' = \frac{u(1 + z\bar{z})}{|cz + d|^2 + |az + b|^2}, \quad ad - bc = 1. \quad (2.3.14)$$

The antipodal map of the Poincaré generators (2.3.11) in these coordinates is

$$f(z, \bar{z}) = \tilde{f}^-(z, \bar{z}), \quad Y^z(z) = \tilde{Y}^{-z}(z). \quad (2.3.15)$$

### 2.4 Asymptotics of Massless Fields

Having understood the geometry of Minkowski spacetime, we may consider the asymptotic dynamics of fields on $M_4$. We only consider massless particles and will therefore be interested in the structure near $\mathcal{I}^+$ and $\mathcal{I}^-$. For most of this section, we discuss the structure near $\mathcal{I}^+$. The analogous structure near $\mathcal{I}^-$ is almost identical and only briefly discussed in §2.4.5.

In particular, the goal of this section is to solve the Cauchy problem for and canonically quantize massless scalar, vector and spinor fields on $\mathcal{I}^+$. The discussion of free fields trivially extends to the interacting case as long as all interactions die off sufficiently fast near $\mathcal{I}^+$, i.e. as long as all interac-
tions are either marginal or irrelevant. We briefly discuss this in §2.4.6.

2.4.1 Scalar Field

A massless free scalar field is governed by the action

$$S[\Phi] = -\frac{1}{2} \int_{M_4} d^4x \sqrt{-g} \nabla_\mu \Phi \nabla^\mu \Phi.$$  \hspace{1cm} (2.4.1)

We vary the action w.r.t. $\Phi$ to determine the equations of motion

$$\delta S[\Phi, \delta \Phi] = \int_{M_4} d^4x \sqrt{-g} \delta \Phi \nabla^2 \Phi - \int_{M_4} d^4x \sqrt{-g} \nabla^\mu (\delta \Phi \nabla_\mu \Phi).$$  \hspace{1cm} (2.4.2)

The first term above gives us the equations of motion

$$\nabla^2 \Phi = \left[\frac{\partial^2}{\partial_r^2} - 2 \partial_u \partial_r + \frac{2}{r} (\partial_r - \partial_u) + \frac{1}{r^2} D^2\right] \Phi = 0.$$  \hspace{1cm} (2.4.3)

The first step towards studying the asymptotics of the scalar field is to determine its large $r$ behavior. To do this, we consider (2.4.3) at large $r$,

$$\nabla^2 \Phi = 0 \text{ large } r \rightarrow -2 \left[\partial_r - \frac{1}{r}\right] \partial_u \Phi = 0,$$  \hspace{1cm} (2.4.4)

which implies that near $\mathcal{I}^+$, $\partial_u \Phi = \mathcal{O} \left( r^{-1} \right)$. This motivates the boundary condition,

$$\Phi = \mathcal{O} \left( r^{-1} \right) \text{ at large } r.$$  \hspace{1cm} (2.4.5)

This boundary condition is also consistent with finiteness of momentum and angular momentum flux through $\mathcal{I}^+$.

We now solve the Cauchy problem on $\mathcal{I}^+$, which is to determine the data on $\mathcal{I}^+$ that must be prescribed in order to have a unique solution to the wave equation (2.4.3). To do this, we assume
that the scalar field \( \Phi \) admits a large \( r \) Taylor expansion satisfying (2.4.5),

\[
\Phi(u, r, \theta) = \sum_{n=1}^{\infty} \frac{\Phi^{(n)}(u, \theta)}{r^n} .
\]  

(2.4.6)

Plugging this expansion into (2.4.3) and expanding in large \( r \), we find the following equations order-by-order in large \( r \),

\[
\partial_u \Phi^{(n+1)} = -\frac{1}{2n} \left[ D^2 + n(n - 1) \right] \Phi^{(n)} , \quad n \geq 1.
\]  

(2.4.7)

Up to \( u \)-independent integration constants \( \Phi^{(n)}(\theta) \) for \( n > 1 \), the full scalar field is determined by the leading order coefficient \( \Phi^{(1)}(u, \theta) \). Thus, the boundary data for the massless scalar is

\[
\phi(u, \theta) = \lim_{r \to \infty} \left[ r \Phi(u, r, \theta) \right] .
\]  

(2.4.8)

where we have now relabelled \( \Phi^{(0)} \to \phi \). In the language of \( S^2 \) tensors introduced in §2.2, this field has \( h = \overline{h} = 0 \) and is denoted \( \phi_{(0,0)} \).

Now that we have solved the Cauchy problem on \( \mathscr{I}^+ \), we may proceed with the canonical quantization of the theory. To do this, we follow the procedure described in [85]. Let us briefly review this here.

\footnote{Solutions in which these integration constants are non-zero are of the form

\[
\sum_{n=1}^{\infty} \frac{1}{r^n} {}_2F_1 \left( n - \frac{1}{2} - \sqrt{\frac{1}{4} - D^2}, n - \frac{1}{2} + \sqrt{\frac{1}{4} - D^2}, \frac{1}{2}, \frac{-u}{2r} \right) \Phi^{(n)}(\theta) .
\]  

These solutions are singular at the origin \( r = 0 \) and are not considered here.}
**Aside – Review of Wald and Zoupas:** Let \( \varphi \) be the set of all fields in a theory which is described by an action \( S[\varphi] \),

\[
S[\varphi] = \int d^4 x \sqrt{-g} \mathcal{L}(\varphi). \tag{2.4.9}
\]

Varying this action, we find the form

\[
\delta S[\varphi] = \int d^4 x \sqrt{-g} E(\varphi) \delta \varphi + \int d^4 x \sqrt{-g} \nabla_\mu \Theta^\mu (\varphi, \delta \varphi). \tag{2.4.10}
\]

The bulk term implies the Euler-Lagrange equations of motion \( E(\varphi) = 0 \). From the bulk term, we read off the symplectic current potential density, \( \Theta^\mu (\varphi, \delta \varphi) \). This quantity is defined only up to a total derivative

\[
\Theta^\mu (\varphi, \delta \varphi) = \Theta^\mu (\varphi, \delta \varphi) + \nabla_\nu B_{\nu \mu}(\varphi, \delta \varphi). \tag{2.4.11}
\]

The symplectic form on a hypersurface \( \Sigma \) is given by

\[
\Omega_\Sigma (\varphi, \delta \varphi, \delta' \varphi) = \int_\Sigma d\Sigma_\mu \left[ \delta \Theta^\mu (\varphi, \delta' \varphi) - \delta' \Theta^\mu (\varphi, \delta \varphi) \right]. \tag{2.4.12}
\]

Note that if we use \( \Theta' \) instead of \( \Theta \), the symplectic form is modified to

\[
\Omega'_\Sigma (\varphi, \delta \varphi, \delta' \varphi) = \Omega_\Sigma (\varphi, \delta \varphi, \delta' \varphi) + \int_{\partial \Sigma} d\Sigma_{\mu \nu} \left[ \delta B^{\nu \mu}(\varphi, \delta' \varphi) - \delta' B^{\nu \mu}(\varphi, \delta \varphi) \right]. \tag{2.4.13}
\]

Thus, the ambiguity in \( \Theta \) affects the boundary symplectic form. In this thesis, we will not discuss this ambiguity.

Let us now work this out for the scalar case. The symplectic current potential density from the boundary term in the variation of the action (2.4.2)

\[
\Theta_\mu (\Phi, \delta \Phi) = \partial_\mu \Phi \delta \Phi. \tag{2.4.14}
\]
Finally, the symplectic form on a Cauchy surface $\Sigma$ is given by

$$
\Omega_\Sigma = \int d\Sigma^\mu \left[ \delta_1 \Theta_\mu (\Phi, \delta_2 \Phi) - \delta_2 \Theta_\mu (\Phi, \delta_1 \Phi) \right] = \int d\Sigma^\mu \partial_\mu \delta \Phi \wedge \delta \Phi \ . \tag{2.4.15}
$$

where we define $\delta a \wedge \delta b = \delta_1 a \delta_2 b - \delta_2 a \delta_1 b$.

As an example of this procedure, let us take $\Sigma$ to be a $t =$ constant hypersurface, $\mathcal{H}_t$. The Cauchy data on this hypersurface is $\phi = \Phi|\Sigma$ and its time-derivative $\pi = \partial_t \Phi|\Sigma$. The symplectic form is

$$
\Omega_{\mathcal{H}_t} = \int d^3x \delta \pi(t, \vec{x}) \wedge \delta \phi(t, \vec{x}) \ . \tag{2.4.16}
$$

The quantum commutators on $\mathcal{H}_t$ are then determined by inverting $\Omega$\footnote{On a general symplectic manifold, if $\Omega = \frac{1}{2} \Omega_{\mu\nu} dq^\mu \wedge dq^\nu$ then $\left[ q^\mu, q^\nu \right] = i \Omega_{\mu\nu}$ where $\Omega_{\mu\nu}$ is the inverse matrix of $\Omega_{\mu\nu}$.}

$$
\left[ \phi(t, \vec{x}), \pi(t, \vec{x}') \right] = i \delta^{d-1}(\vec{x} - \vec{x}') \ , \quad \left[ \phi(t, \vec{x}), \phi(t, \vec{x}') \right] = \left[ \pi(t, \vec{x}), \pi(t, \vec{x}') \right] = 0 \ .
$$

Thus, by quantizing the theory on $\mathcal{H}_t$, we retrieve the usual equal time commutators of quantum field theory.

We now move back to the case of interest, namely $\Sigma = \mathcal{I}^+$. The symplectic form is

$$
\Omega_{\mathcal{I}^+} = \int du d^2\theta \sqrt{\gamma} \partial_u \delta \phi \wedge \delta \phi \ . \tag{2.4.18}
$$

Recall that when we quantized the theory on $\mathcal{H}_t$, $\phi$ was paired with $\pi$ both of which are independent data on $\mathcal{H}_t$. On $\mathcal{I}^+$ however, $\phi$ is paired with $\partial_u \phi$, which are not independent data. We must therefore be careful about the way we read off quantum commutators. In particular, we must be very careful about $u$-independent modes of $\phi(u, \theta)$. We start by considering the zero mode

$C(\theta) = \phi(+\infty, \theta) + \phi(-\infty, \theta)$. This zero mode corresponds to the divergent $n = 0$ solution
mentioned in footnote 3. We therefore discard this zero mode and set $C = 0$. For all such solutions, we may write

$$\phi(u, \theta) = \frac{1}{2} \int_{-\infty}^{\infty} du' \Theta(u - u') \partial_{u'} \phi(u', \theta).$$  \hspace{1cm} (2.4.19)

where $\Theta(x)$ is the sign function. We now move to Fourier space

$$N(\omega, \theta) = \int_{-\infty}^{\infty} du e^{i\omega u} \partial_u \phi(u, \theta).$$  \hspace{1cm} (2.4.20)

The symplectic form is then

$$\Omega_{\mathcal{J}^+} = \frac{i}{\pi} \int_{0}^{\infty} d\omega d^2 \theta \sqrt{\gamma} \delta N(\omega, \theta) \wedge \delta N(-\omega, \theta).$$  \hspace{1cm} (2.4.21)

We can then easily read off the quantum commutators

$$[N(\omega, \theta), N(\omega', \theta')] = -\pi \omega \delta(\omega + \omega') \delta^2(\theta, \theta').$$  \hspace{1cm} (2.4.22)

where $\delta^2(\theta, \theta')$ is the Dirac Delta function on $S^2$ normalized as

$$\int d^2 \theta \sqrt{\gamma} \delta^2(\theta, \theta') = 1.$$  \hspace{1cm} (2.4.23)

Moving back to position space, we find

$$[\phi(u, \theta), \phi(u', \theta')] = -\frac{i}{4} \Theta(u - u') \delta^2(\theta, \theta').$$  \hspace{1cm} (2.4.24)

(2.4.24) is the canonical commutation relation on $\mathcal{J}^+$. The non-standard $\Theta$-function that appears on the RHS is due to the fact that $\mathcal{J}^+$ is a null hypersurface. Note that (2.4.24) is the quantum commutator one would obtain if we naively invert the symplectic form (2.4.18) without discussing the zero mode issues. This is due to the fact that the potential zero mode $C$ vanishes on the space of solutions that we are considering. When dealing with gauge fields, the analogous zero mode is
generically non-vanishing and we must follow through with the analogous argument as above in order to determine the correct commutators.

2.4.2 Vector Field

We now consider the quantization of a free $U(1)$ gauge field $A$ whose dynamics is governed by the Maxwell action

$$S[A] = -\frac{1}{2e^2} \int_{M_4} F \wedge *F.$$  \hspace{1cm} (2.4.25)

where $F = dA$ is the field strength. Under $U(1)$ gauge transformations

$$A \rightarrow A + d\lambda.$$  \hspace{1cm} (2.4.26)

Varying the action, we find

$$\delta S[A, \delta A] = \frac{1}{e^2} \int_{M_4} (d * F) \wedge \delta A - \frac{1}{e^2} \int_{M_4} d(* F) \wedge \delta A.$$  \hspace{1cm} (2.4.27)

The bulk term above gives us the equations of motion

$$d(*F) = d(dA) = 0.$$  \hspace{1cm} (2.4.28)

As in the case with the scalar field, we start by determining the boundary conditions for the gauge field. This can be done by studying the equations of motion (2.4.28) and further imposing finiteness of momentum and angular momentum flux through $\mathcal{I}^+$, analogous to the scalar case. Near $\mathcal{I}^+$, we find

$$F_{ur} = O(r^{-2}) , \quad F_{ra} = O(r^{-2}) , \quad F_{ua} = O(1) , \quad F_{ab} = O(1).$$  \hspace{1cm} (2.4.29)

29
These boundary conditions are also consistent with finiteness of momentum and angular momentum flux through $\mathcal{I}^+$. 

For the gauge field, this motivates the following boundary conditions

\[
A_u = \mathcal{O}(r^{-1}) , \quad A_r = \mathcal{O}(r^{-2}) , \quad A_a = \mathcal{O}(1) . \tag{2.4.30}
\]

Next, we solve the Cauchy problem on $\mathcal{I}^+$. Here, the gauge field $A$ is defined only up to gauge transformations so we need to fix a gauge. A convenient gauge for our purposes is the retarded radial gauge

\[
A_r = 0 . \tag{2.4.31}
\]

In this gauge, (2.4.28) takes the form

\[
\nabla_\mu F_{\mu u} = \frac{1}{r^2} \left[ (\partial_r - \partial_u) (r^2 \partial_r A_u) + D^2 A_u - \partial_a D^a A_a \right] = 0 , \\
\nabla_\mu F_{\mu r} = \frac{1}{r^2} \partial_r (r^2 \partial_r A_u - D^a A_a) = 0 , \tag{2.4.32}
\]

\[
\nabla_\mu F_{\mu a} = \partial_r (\partial_r - 2 \partial_u) A_a + D_a \partial_r A_u + \frac{1}{r^2} (D^2 - 1) A_a - \frac{1}{r^2} D_a D^b A_b = 0 .
\]

To solve these equations, we Taylor expand the gauge field near $\mathcal{I}^+$,

\[
A_u(u, r, \theta) = \sum_{n=1}^{\infty} \frac{A_u^{(n)}(u, \theta)}{r^n} , \quad A_a(u, r, \theta) = \sum_{n=0}^{\infty} \frac{A_a^{(n)}(u, \theta)}{r^n} . \tag{2.4.33}
\]

The equations at each order in large $r$ takes the form (for $n \geq 0$)

\[
\partial_u [A_u^{(1)} - D^a A_a^{(0)}] = 0 , \\
2 \partial_u A_a^{(1)} - D_a A_a^{(0)} - D^b (D_a A_b^{(0)} - D_b A_a^{(0)}) = 0 , \\
(n + 2) A_a^{(n+2)} + D^a A_a^{(n+1)} = 0 , \tag{2.4.34}
\]

\[
2(n + 2) \partial_u A_a^{(n+2)} + (D^2 + (n + 1)(n + 2) - 1) A_a^{(n+1)} = 0 .
\]
The equations imply that up to \( u \)-independent integration constants \( A_a^{(1)} \) and \( A_a^{(n)} \) for \( n \geq 1 \), the full gauge field is determined by \( A_a^{(0)}(u, \theta) \). Thus, the boundary data for the gauge field is

\[
A_a(u, \theta) = \lim_{r \to \infty} A_a(u, r, \theta).
\]

(2.4.35)

where have now relabelled \( A_a^{(0)} \Rightarrow A_a \). In stereographic coordinates, the data is \( A_z \equiv A_{(1,0)} \) and \( A_\pi \equiv A_{(0,1)} \). As we will see in \( \S 2.5 \), \( A_z \) corresponds to a positive helicity photon and \( A_\pi \) corresponds to a negative helicity photon.

Finally, we consider canonical quantization of the gauge field on \( \mathscr{S}^+ \). From the boundary term of (2.4.27), we find

\[
* \Theta[A, \delta A] = -\frac{1}{e^2} * F \wedge \delta A,
\]

(2.4.36)

which implies the symplectic form

\[
\Omega_{\mathscr{S}^+} = -\frac{1}{e^2} \int_{\mathscr{S}^+} * F \wedge \delta A = \frac{1}{e^2} \int_{\mathscr{S}^+} dud\theta \sqrt{\gamma} \partial_u \delta A_a \wedge \delta A^a.
\]

(2.4.37)

Now, as in the scalar case, it is important to be careful about \( u \)-independent zero modes of the gauge field. For a scalar field, such a zero mode was forced to be zero by requirement of regularity at the origin. For the gauge field, we may allow for a pure gauge zero mode which does not affect the structure of the solution at the origin. Define,

\[
C_a(\theta) = \frac{1}{2} [A_a(+\infty, \theta) + A_a(-\infty, \theta)] = e^2 \partial_u C(\theta).
\]

(2.4.38)

^{3}Similar to the scalar field case (see footnote 3), gauge field solutions in which these integration constants are non-zero are singular at the origin and will not be considered.
We define the zero-mode-stripped gauge field as

\[
\hat{A}_a(u, \theta) = A_a(u, \theta) - C_a(\theta) .
\]  

(2.4.39)

Plugging these into the symplectic form, we find

\[
\Omega_{\gamma^+} = \frac{2}{e^2} \int_{\gamma^+} du \, d^2 \theta \sqrt{\gamma} \partial_u \delta \hat{A}^a \wedge \delta \hat{A}^a - \int_{S^2} d^2 \theta \sqrt{\gamma} \partial_u \delta C \wedge \delta N^a .
\]  

(2.4.40)

where we have defined

\[
N_a(\theta) = \int du \partial_u A_a(u, \theta) .
\]  

(2.4.41)

Note that \(C_a\) and \(N_a\) are symplectically paired. To understand further the structure of the symplectic form, we decompose \(N_a\) into two pieces

\[
N_a = e^2 \partial_a N + e^2 \varepsilon_{ab} D^a N' .
\]  

(2.4.42)

Using this, we find

\[
\Omega_{\gamma^+} = \frac{2}{e^2} \int_{\gamma^+} du \, d^2 \theta \sqrt{\gamma} \partial_u \delta \hat{A}^a \wedge \delta \hat{A}^a - e^2 \int_{S^2} d^2 \theta \sqrt{\gamma} \partial_u \delta C \wedge D^2 \delta N .
\]  

(2.4.43)

Note that the mode \(N'\) does not enter the symplectic form and is therefore non-dynamical. We can therefore set \(N' = 0\)\(^6\) which then implies that \(N_a\) is flat.

We can finally read-off the quantum commutators as

\[
[\hat{A}_a(u, \theta), \hat{A}_b(u', \theta')] = -\frac{i e^2}{4} \gamma_{ab} \Theta(u - u') \delta^3(\theta, \theta') ,
\]

\[
[N(\theta), C(\theta')] = -\frac{i}{e^2} G(\theta, \theta') ,
\]  

(2.4.44)

\(^6\)This is no longer true when one includes magnetically charged matter. We will not consider this case in this thesis, but has been discussed in [86].
where $G(\theta, \theta')$ is the Green’s function on $S^2$,
\[
\Box_g G(\theta, \theta') = \delta^2(\theta, \theta') .
\tag{2.4.45}
\]
For later use, we simplify the result above in stereographic coordinates. Here, we find it convenient to normalize the Dirac delta function as
\[
\delta^2(z, \bar{z}; w, \bar{w}) = \gamma^z \bar{\gamma}^{\bar{z}} \delta^2(z - w) , \quad \int_{S^2} d^2 z \delta^2(z - w) = 1 .
\tag{2.4.46}
\]
The non-zero commutators take the form
\[
[\mathcal{A}_z(u, z, \bar{z}), \mathcal{A}_{z'}(u', z', \bar{z}')] = -\frac{ie^2}{4} \Theta(u - u') \delta^2(z - z') ,
\tag{2.4.47}
\]
\[
[N(z, \bar{z}), C(z', \bar{z}')] = \frac{i}{4\pi e^2} \log |z - z'|^2 .
\]

### 2.4.3 Spinor Field

The final field we consider is a two-component spinor $\Psi_\alpha$ in four dimensions. The dynamics of a massless two-component spinor is described by the action
\[
S[\Psi] = -\frac{i}{2} \int_{\mathcal{M}_4} d^4 x \sqrt{-g} \left[ \overline{\Psi} \sigma^\mu \nabla_\mu \Psi - \nabla_\mu \overline{\Psi} \sigma^\mu \Psi \right] .
\tag{2.4.48}
\]
Here, we are using the spinor conventions of \cite{87}, which we review in Appendix A.2. The $\sigma$-matrices in retarded coordinates are given by $\sigma^\mu = e^\mu_A \sigma^A$. Varying the action, we find
\[
\delta S[\Psi] = -i \int d^4 x \sqrt{-g} \left[ \delta \overline{\Psi} \sigma^\mu \nabla_\mu \Psi - \nabla_\mu \overline{\Psi} \sigma^\mu \delta \Psi \right]
\]
\[
- \frac{i}{2} \int d^4 x \sqrt{-g} \nabla_\mu \left[ \overline{\Psi} \sigma^\mu \delta \Psi - \delta \overline{\Psi} \sigma^\mu \Psi \right] .
\tag{2.4.49}
\]
The bulk term above gives the equations of motion
\[
\sigma^\mu \nabla_\mu \Psi = 0 , \quad \nabla_\mu \overline{\Psi} \sigma^\mu = 0 .
\tag{2.4.50}
\]
To simplify these equations and solve the Cauchy problem, it is convenient to use a helicity basis for the spinors,
\[ \sigma^z \xi_{\alpha}^{(\pm)} = \pm \frac{1}{2} \xi_{\alpha}^{(\pm)} , \quad \xi^{(+)} \xi^{(-)} = 1 . \] (2.4.51)

Complex conjugation changes the helicity, so we denote \((\xi_{\alpha}^{(\pm)})^* = \xi_{\dot{\alpha}}^{(\mp)}\). Using the explicit form of the Lorentz matrices given in Appendix A.2, we find
\[ \xi_{\alpha}^{(+)} = \sqrt{\frac{1}{1 + z^2}} \left( \begin{array}{c} 1 \\ z \end{array} \right) , \quad \xi_{\alpha}^{(-)} = \sqrt{\frac{1}{1 + z^2}} \left( \begin{array}{c} -1 \\ z \end{array} \right) \] (2.4.52)

We expand the spinor \(\Psi\) in this basis as
\[ \Psi_{\alpha} = \hat{\Psi}_{(\pm)} \xi_{\alpha}^{(\pm)} + \hat{\Psi}_{(-)} \xi_{\alpha}^{(-)} , \quad \hat{\Psi}_{(\pm)} = \mp \xi^{(\mp)} \Psi . \] (2.4.53)

The fields \(\hat{\Psi}_{(\pm)}\) has \(h = \frac{1}{2}, \bar{h} = 0\) and \(\hat{\Psi}_{(-)}\) has as \(h = 0, \bar{h} = \frac{1}{2}\) w.r.t the internal flat metric. In particular, these fields do not transform under \(S^2\) diffeomorphisms.

(2.4.50) then take the form
\[ \frac{1}{r} \left[ (\partial_r - 2 \partial_\phi)(r \hat{\Psi}_{(-)}) + 2 E_z D_z \hat{\Psi}_{(+)} \right] = 0 , \] (2.4.54)
\[ \frac{1}{r} \left[ - \partial_r (r \hat{\Psi}_{(+)}) + 2 E_\phi D_\phi \hat{\Psi}_{(-)} \right] = 0 . \]

First, we determine the large \(r\) fall-off of the \(\hat{\Psi}_{(\pm)}\). The first equation in (2.4.54) implies that \(\hat{\Psi}_{(-)}\) falls-off one power of \(r\) faster than \(\hat{\Psi}_{(+)}\). The second equation then implies
\[ \hat{\Psi}_{(+)} = O(r^{-1}) , \quad \hat{\Psi}_{(-)} = O(r^{-2}) \quad \text{at large } r . \] (2.4.55)

These fall-offs are also consistent with finite energy and angular momentum flux through \(\mathcal{I}^+\). To
determine the boundary data, we Taylor expand

\[ \hat{\Psi}^+(u, r, z, \bar{z}) = \sum_{n=1}^{\infty} \frac{\hat{\Psi}^{(n)}(u, z, \bar{z})}{r^n}, \quad \hat{\Psi}^-(u, r, z, \bar{z}) = \sum_{n=2}^{\infty} \frac{\hat{\Psi}^{(n)}(u, z, \bar{z})}{r^n}. \]  

(2.4.56)

At each order, we find the equations

\[ \partial_u \hat{\Psi}^{(2)}(-) = E_\bar{z} - D_z \hat{\Psi}^{(1)}(+), \]

\[ 2\partial_u \hat{\Psi}^{(n+1)}(-) = 2E_\bar{z}D_z \hat{\Psi}^{(n)}(+) - (n - 1) \hat{\Psi}^{(n)}(-), \quad n \geq 2, \]

\[ \hat{\Psi}^{(n)}(+) = -\frac{2}{n - 1}E_\bar{z}D_z \hat{\Psi}^{(n)}(-), \quad n \geq 2 \]  

(2.4.57)

Up to \( u \)-independent integration constants, the full spinor field is determined in terms of \( \hat{\Psi}^{(1)}(+) \).

Thus, the boundary data is

\[ \psi^+(u, z, \bar{z}) = \lim_{r \to \infty} (r \hat{\Psi}^+(u, r, z, \bar{z})) = -\lim_{r \to \infty} (r \xi^{(-)} \hat{\Psi}(u, r, z, \bar{z})). \]  

(2.4.58)

where we have no relabelled \( \hat{\Psi}^{(1)}(+) \to \psi^+(+) \). As described previously, in terms of \( S^2 \) tensor notation, this field is denoted \( \psi_{(\frac{1}{2}, 0)} \).

Finally, we consider canonical quantization of the spinor. The symplectic potential current density is

\[ \Theta^\mu[\Psi, \delta\Psi] = -\frac{i}{2} \left[ \overline{\Psi} \overline{\epsilon}^\mu \delta\Psi - \delta\overline{\Psi} \overline{\epsilon}^\mu \Psi \right]. \]  

(2.4.59)

Then, the symplectic form on \( \mathcal{M}^+ \) is

\[ \Omega_{\mathcal{M}^+} = i \int_{\mathcal{M}^+} du d^2z \gamma_{\bar{z}z} \delta \overline{\psi}^{(+)} \wedge \delta\psi^{(+)}. \]  

(2.4.60)

Note that now since \( \psi \) is a fermionic field, the wedge product is symmetric. The quantum anti-
commutator can be read off as
\[
\{ \psi_+(u, z, \bar{z}), \bar{\psi}_-(u', z', \bar{z}') \} = \gamma^\bar{z} \bar{\gamma} (u - u') \delta^2(z - z').
\] (2.4.61)

### 2.4.4 Generalization to Fields of Arbitrary Spin

Without proof, we now present the large \( r \) fall-offs and the boundary data of general spin fields, though the procedure to determine these is the identical to that of the previous three sections.

We recall that the the Lorentz algebra in \( D = 4 \), \( \mathfrak{so}(1, 3) \cong \mathfrak{su}(2)_L \times \mathfrak{su}(2)_R \), so that a general field representation of \( SO(1, 3) \) is defined by two half-integers \((j, \bar{j})\). The scalar representation is \((0, 0)\). The left- and right-handed spinor representations are \((\frac{1}{2}, 0)\) and \((0, \frac{1}{2})\) respectively. The gauge field is described by the representation \((1, 0) \oplus (0, 1)\) corresponding to the self-dual and anti-self-dual field strength tensor. Finally, a vector representation is \((\frac{1}{2}, \frac{1}{2})\).

Working in the spinor notation introduced in §2.4.3, a field that transforms as \((j, \bar{j})\) has index structure \( \mathcal{V}_{(\alpha_1 \cdots \alpha_j)(\bar{\beta}_1 \cdots \bar{\beta}_{\bar{j}})} \). As we did with the spinor, it is natural to expand it in terms of the helicity eigenspinors
\[
\mathcal{V}_{(\alpha_1 \cdots \alpha_j)(\bar{\beta}_1 \cdots \bar{\beta}_{\bar{j}})} = \sum_{m=-j}^{j} \sum_{\bar{m}=-\bar{j}}^{\bar{j}} \xi_{(\alpha_1)}^{(+)} \cdots \xi_{(\alpha_j)}^{(+)} \xi_{(\bar{\beta}_1)}^{(-)} \cdots \xi_{(\bar{\beta}_{\bar{j}})}^{(-)} \xi_{(\alpha_j+m)}^{(+)} \cdots \xi_{(\bar{\beta}_{\bar{j}+\bar{m}})}^{(+)} \cdots \xi_{(\bar{\beta}_{\bar{j}+\bar{m}+1})}^{(+)} \mathcal{V}_{(m, \bar{m})}.
\] (2.4.62)

The fields \( \mathcal{V}_{(m, \bar{m})} \) have left- and right- \( J_3 \) values \( m \) and \( \bar{m} \) respectively. To see this, we note that
under Lorentz transformations

\[
\delta_Y V_{(m, \overline{m})} = \left( \zeta^\mu_\nu \partial_\mu + m D_z Y^z + \overline{m} D_z Y^\overline{z} \right) V_{(m, \overline{m})} \\
+ \frac{1}{2} (j - m + 1) D^2 z Y^z V_{(m-1, \overline{m})} + \frac{1}{2} (\overline{j} - \overline{m} + 1) D^2 z Y^\overline{z} V_{(m, \overline{m}-1)} \\
- \frac{u}{2r} (j + m + 1) D^2 z Y^z V_{(m+1, \overline{m})} - \frac{u}{2r} (\overline{j} + \overline{m} + 1) D^2 z Y^\overline{z} V_{(m, \overline{m}+1)}.
\]

To find the left-handed $J_3$ value, we set $Y^z = z$ and $Y^\overline{z} = 0$. For this choice

\[
\delta_Y V_{(m, \overline{m})} = (z D_z + m) V_{(m, \overline{m})}.
\]

which implies that the field above has a left-handed $J_3$ value $m$. Similarly, the right-handed $J_3$ value is $\overline{m}$.

The coefficient fields $V_{(m, \overline{m})}$ obey simple falloff conditions near null infinity. In order to state these conditions, we need to introduce a conformal scaling dimension $\Delta$ for $V_{(\alpha_1 \cdots \alpha_2j)(\beta_1 \cdots \beta_2\overline{j})}$, even though the theory under consideration need not be conformally invariant. Nevertheless, we expect its long-distance behavior near null infinity to be governed by a conformally invariant IR fixed point, and we take $\Delta$ to be the scaling dimension of $V_{(\alpha_1 \cdots \alpha_2j)(\beta_1 \cdots \beta_2\overline{j})}$ at that fixed point.

In cases where the IR theory is free, $\Delta$ coincides with the mass dimension of $V_{(\alpha_1 \cdots \alpha_2j)(\beta_1 \cdots \beta_2\overline{j})}$. The behavior of the coefficient field $V_{(m, \overline{m})}$ near $\mathcal{I}^+$ is governed by $\Delta$ and its Lorentz quantum numbers $m, \overline{m}$,

\[
V_{(m, \overline{m})}(u, r, \theta) = \mathcal{O}(r^{-\tau}) , \quad \tau = \Delta - m - \overline{m}.
\]

The quantity $\tau$ is known as the collinear twist: it is the eigenvalue of the conformal generator $D + M$, which stabilizes the null vector field $p^\mu$.\footnote{Here $D = u \partial_u + r \partial_r$ is a dilatation, which satisfies $[D, p^\mu \partial_\mu] = -p^\mu \partial_\mu$, and $M = u \partial_u - r \partial_r + z \partial_z + \ldots$}
As a simple example, consider an IR free, massless scalar field $\Phi$ of scaling dimension $\Delta_\Phi = 1$. It has just one component with $m = \bar{m} = 0$ so that $\tau = 1$. Thus, it falls off as $r^{-1}$ at large $r$.

The photon is described by an anti-symmetric field strength $F_{\mu\nu}$, whose IR scaling dimension is $\Delta_F = 2$. It decomposes into self-dual and anti-self-dual parts $F_{\mu\nu}^{SD}$ and $F_{\mu\nu}^{ASD}$, which transform as $(1, 0)$ and $(0, 1)$ representations of the Lorentz group. According to (2.4.65), the different components of $F_{\mu\nu}^{SD}$ behave as follows near $\mathscr{I}^\pm$,

\[
F_{\mu\nu}^{SD}(1, 0) \sim \frac{1}{r} F_{\mu z} = O\left(r^{-1}\right),
\]
\[
F_{\mu\nu}^{SD}(0, 0) \sim F_{\mu r} - \frac{1}{r^2} \gamma^{rz} F_{z\bar{r}} = O\left(r^{-2}\right),
\]
\[
F_{\mu\nu}^{SD}(-1, 0) \sim \frac{1}{r} F_{r\bar{z}} = O\left(r^{-3}\right).
\]

This is consistent with the following asymptotic expansion (2.4.30) near $\mathscr{I}^+$. Similar, the spinor field also satisfies (2.4.65). A left-handed spinor field $\Psi$ has $\Delta_\Psi = \frac{3}{2}$ and transforms as $(\frac{1}{2}, 0)$. Then,

\[
\Psi(\frac{1}{2}, 0) \sim \Psi(+) = O(r^{-1}), \quad \Psi(-\frac{1}{2}, 0) \sim \Psi(-) = O(r^{-2}),
\]

which is precisely (2.4.55).

As another example, we may apply (2.4.65) to determine the fall-off of currents that the fields couple to. For instance, a scalar current $J$ has $\Delta = 3$, $m = \bar{m} = 0$ and falls off as $r^{-3}$ at large $r$. \(\mp \partial_{\bar{z}}\) is a boost along $p^\mu$, which satisfies $[M, p^\mu \partial_\mu] = p^\mu \partial_\mu$. 

\[38\]
The gauge field current $\mathcal{J}_\mu$ also has $\Delta = 3$. This transforms as $(\frac{1}{2}, \frac{1}{2})$. Using (2.4.65), we find

\begin{align*}
\mathcal{J}_{(\frac{1}{2}, \frac{1}{2})} & \sim \mathcal{J}_u = \mathcal{O}(r^{-2}) , \\
\mathcal{J}_{(\frac{1}{2}, -\frac{1}{2})} & \sim \frac{1}{r} \mathcal{J}_z = \mathcal{O}(r^{-2}) , \\
\mathcal{J}_{(-\frac{1}{2}, \frac{1}{2})} & \sim \frac{1}{r} \mathcal{J}_z = \mathcal{O}(r^{-2}) , \\
\mathcal{J}_{(-\frac{1}{2}, -\frac{1}{2})} & \sim \mathcal{J}_r = \mathcal{O}(r^{-4}) .
\end{align*}

(2.4.68)

The spinor field $\Psi$ couples to a spinor current $\mathcal{K}^{(\dot{\alpha})}$ which has $\Delta_\mathcal{K} = \frac{5}{2}$ and transforms as $(0, \frac{1}{2})$.

Then, expanding this current as

\[ \mathcal{K}^{(\dot{\alpha})} = \mathcal{K}^{(+)\dot{\alpha}} + \mathcal{K}^{(-)\dot{\alpha}} . \]

(2.4.69)

Then,

\[ \mathcal{K}_{(0, \frac{1}{2})} \sim \mathcal{K}_{(-)} = \mathcal{O}(r^{-2}) , \quad \mathcal{K}_{(0, -\frac{1}{2})} \sim \mathcal{K}_{(+)} = \mathcal{O}(r^{-3}) . \]

(2.4.70)

Massless fields have $\overline{j} = 0$ (left-handed fields) or $j = 0$ (right-handed fields). Free left-handed massless fields of arbitrary spin satisfy the equations of motion

\[ (\sigma^\mu)^{\dot{\alpha}_{\alpha_1}} \partial_\mu \mathcal{V}_{(\alpha_1 \cdots \alpha_{2\overline{j}})} = 0 . \]

(2.4.71)

For free fields, we always have $\Delta = j + 1$.

The boundary data for these fields may be determined just as we have done previously. We first expand the fields in the spinor basis (2.4.62). The coefficient fields $\mathcal{V}_{(m,0)}$ are then Taylor expanded near $\mathcal{I}^+$ using the boundary fall-offs (2.4.65). Equations are then solved order-by-order in large $r$.

Following this procedure, we find that the boundary data is the leading coefficient of $\mathcal{V}_{(j,0)}$, which
we denote \( V(+) \),
\[
V(+) (u, \theta) = \lim_{r \to \infty} r V(j,0)(u,r,\theta) = (-1)^{2j} \lim_{r \to \infty} r \xi(-)^{\alpha_1} \cdots \xi(-)^{\alpha_{2j}} V_{\alpha_1 \cdots \alpha_{2j}} (u, r, \theta).
\]
Under Lorentz transformation,
\[
\delta Y V(+) (u, z, \bar{z}) = \left[ Y^a \partial_a + \frac{1}{2} D_a Y^a (u \partial_u + \Delta_V - j) + m D_z Y^z \right] V(+) (u, z, \bar{z}),
\]
where recall that \( \Delta_V - j = 1 \).

2.4.5 Asymptotic Structure at \( \mathcal{I}^- \)

In the previous sections, we have completely determined the boundary data on \( \mathcal{I}^+ \). We may analogously determine the boundary data on \( \mathcal{I}^- \) as well. For scalar, vector and spinor fields the boundary data on \( \mathcal{I}^- \) is
\[
\tilde{\phi}(v, \bar{\theta}) = \lim_{r \to \infty} (r \Phi(v, r, \bar{\theta})),
\]
\[
\tilde{A}_z(v, \bar{\theta}) = \lim_{r \to \infty} (r A_z(v, r, \bar{\theta})),
\]
\[
\tilde{\psi} (+)(v, \bar{\theta}) = - \lim_{r \to \infty} (r \xi^(-) \tilde{\Psi}(v, r, \bar{\theta})).
\]
Note that the boundary data on \( \mathcal{I}^- \) is not independent of the data on \( \mathcal{I}^+ \). Both independently determine the full bulk field uniquely. The precise map that describes \( \phi, A, \psi \) in terms of \( \tilde{\phi}, \tilde{A}, \tilde{\psi} \) is known as the classical \( S \)-matrix. We will not discuss the precise structure of the classical or the quantum \( S \)-matrix, but we will later discuss certain features which will allow us to relate asymptotic symmetries in to soft theorems.
2.4.6 Boundary Data for Interacting Fields

We now briefly comment on the boundary data for interacting fields. We will require that the interactions do not change the fall-offs of the fields described above. To be concrete, we discuss scalar fields. The extension to fields with spin is quite similar and will be omitted.

We start by coupling the scalar field to a background current \( J(x) \),

\[
\Box \Phi(x) = J(x). \tag{2.4.75}
\]

The scalar current falls-off as \( r^{-3} \) near \( \mathcal{I}^+ \) as discussed in §2.4.4. We Taylor expand the current

\[
\mathcal{J}(u, r, \theta) = \sum_{n=3} J^{(n)}(u, \theta) r^n. \tag{2.4.76}
\]

The wave equation (2.4.7) is then modified to

\[
2n \partial_u \Phi^{(n+1)} = -[D^2 + n(n - 1)]\Phi^{(n)} + \mathcal{J}^{(n+2)}, \quad n \geq 1. \tag{2.4.77}
\]

Again, up to \( u \)-independent integration constants, we may determine the full scalar field in terms of \( \phi = \Phi^{(0)} \). The only difference is that the solution at each order in large \( r \) is more involved due to the presence of the background current \( \mathcal{J} \).

We now generalize to the case when the current \( \mathcal{J} \) is dynamical. The requirement that the current falls of at least as fast as \( \frac{1}{r^2} \) at large \( r \) implies that the interaction term that generates \( \mathcal{J} \) must be marginal or irrelevant. This is consistent with the requirement that the theory remains free in the infrared. For instance, consider the case in which the scalar field \( \Phi \) couples to itself. In this case, the RHS of (2.4.77) involves only the fields with \( m < n \), which implies that one can determine the full scalar field \( \Phi \) order-by-order in large \( r \). Again, the boundary data remains unchanged, though the
equations at each subsequent order in large $r$ become increasingly complex. This statement trivially extends to the gauge and spinor fields as well. We note in particular that in the presence of currents, the leading constraint equations for the gauge field (2.4.34) and spinor field (2.4.57) is modified to

$$\partial_u A_u^{(1)} = \partial_u D^a A_a + e^2 j_u,$$  

(2.4.78)

$$\partial_u \tilde{\Psi}^{(2)}(\mp) = E^\mp D_\mp \psi^{(\mp)} - \frac{e^2}{2} \tilde{k}(\mp),$$  

(2.4.79)

where

$$j_u(u, z, \bar{z}) = \lim_{r \to \infty} r^2 J_u(u, r, z, \bar{z}),$$  

(2.4.80)

$$\tilde{k}(\mp)(u, z, \bar{z}) = \lim_{r \to \infty} r^2 \tilde{K}(\mp)(u, r, z, \bar{z}),$$

are the leading terms in current expansion (they satisfy the fall-off (2.4.68) and (2.4.70)). Equations (2.4.78) and (2.4.79) will play a very important role in the discussions of Chapter 3 and 5.

Similarly, the boundary data for fields on $\mathcal{I}^-$ remains unchanged. In other words, the bulk field $\Phi$ is determined uniquely either in terms of $\mathcal{I}^+$ data or in terms of $\mathcal{I}^-$ data and the relationship between the two is now the full interacting $S$-matrix.

### 2.5 Free Field Mode Expansions on $\mathcal{I}^+$

In this section, we relate the boundary data derived in the previous three sections to the creation and annihilation operators that are more standard in quantum field theory. This will important to connect our discussion of asymptotic symmetries – which will be on $\mathcal{I}^+$ and in terms of the boundary data described previously – to soft theorems, which are derived in perturbative quantum field theory using Feynman diagrams.
Scalar Field We start with a massless complex scalar field $\Phi(y)$ satisfying $\Box \Phi(y) = 0$. Assuming sufficiently fast fall-offs for $\Phi(y)$ at infinity (we will make this precise soon), we may mode expand the scalar field as

$$
\Phi(y) = \int \frac{d^3 q}{(2\pi)^3} \frac{1}{2\omega_q} \left[ a_\Phi(q) e^{iq \cdot y} + a_\Phi^\dagger(\vec q) e^{-iq \cdot y} \right].
$$

(2.5.1)

where $\omega_q = |\vec q|$.

Here, we use the notation that the annihilation operator that appears in a field $f(y)$ is denoted $a_{f,s}(\vec q)$ where $s$ is the helicity of the particle that it annihilates. For the scalar field, $s = 0$ and we drop this label. These operators may carry additional labels (such as Lie algebra indices) which we have dropped here. The creation and annihilation operators satisfy

$$
[a_{f,s}(\vec q), a_{f',s'}^\dagger(\vec q')] = (2\pi)^3 (2\omega_q) \delta_{f,f'} \delta_{s,s'} \delta^3(\vec q - \vec q').
$$

(2.5.2)

One-particle states are defined as

$$
|\vec q, f, s\rangle = a_{f,s}^\dagger(\vec q)|0\rangle,
$$

(2.5.3)

which satisfy

$$
\langle \vec q', f', s' | \vec q, f, s \rangle = (2\pi)^3 (2\omega_q) \delta_{f,f'} \delta_{s,s'} \delta^3(\vec q - \vec q').
$$

(2.5.4)

We now determine the structure of the scalar field (2.5.1) near $\mathcal{I}^+$. We write out the field explicitly in retarded coordinates

$$
\Phi(u, r, z, \tau) = \frac{1}{2(2\pi)^3} \int_0^\infty d\omega_q \omega_q \int_{S^2} d\Omega_q \left[ a_\Phi(q) e^{-i\omega_q u - i\omega_q r(1-\hat q \cdot \hat y)} + a_\Phi^\dagger(q) e^{i\omega_q u + i\omega_q r(1-\hat q \cdot \hat y)} \right].
$$

(2.5.5)

$\{ , \}$ is a commutator if the operators are bosonic and an anti-commutator if they are fermionic.
Now, consider the mode expansion in the limit \( r \to \infty \). In the integrand, in the stationary phase approximation, we have an oscillating exponent which is localized to \( \hat{q} \cdot \hat{y} = 1 \) in the large \( r \) limit. In particular
\[
\int_{S^2} d\Omega_q f(\vec{q}) e^{\pm i\omega q r (1 - \hat{q} \cdot \hat{y})} \quad r \to \infty \quad \pm \frac{2\pi i}{\omega_q r^2} f(\omega_q \hat{y}).
\] (2.5.6)
Using this, we find
\[
\Phi(u, r, z, \bar{z}) \quad r \to \infty \quad - \frac{i}{8\pi^2 r} \int_0^\infty d\omega_q \left[ a_{\Phi} (\omega_q \hat{y}) e^{-i\omega q u} - a_{\Phi}^\dagger (\omega_q \hat{y}) e^{i\omega q u} \right].
\] (2.5.7)
Here, \( \hat{y} \) is to be understood to be related to \( z, \bar{z} \) according to (2.2.7). Then, the boundary field \( \phi (u, z, \bar{z}) \) (defined in (2.4.8)) is given by
\[
\phi (u, z, \bar{z}) = \lim_{r \to \infty} (r \Phi (u, r, z, \bar{z}))
\]
\[
= - \frac{i}{8\pi^2} \int_0^\infty d\omega_q \left[ a_{\Phi} (\omega_q \hat{y}) e^{-i\omega q u} - a_{\Phi}^\dagger (\omega_q \hat{y}) e^{i\omega q u} \right].
\] (2.5.8)
The complex conjugate field is
\[
\phi (u, z, \bar{z}) = - \frac{i}{8\pi^2} \int_0^\infty d\omega_q \left[ a_{\Phi}^\dagger (\omega_q \hat{y}) e^{-i\omega q u} - a_{\Phi} (\omega_q \hat{y}) e^{i\omega q u} \right].
\] (2.5.9)

**Gauge Field** The gauge field \( A_A (x) \) is not a gauge invariant operator and in particular does not admit a unique mode expansion. We instead talk about the field strength tensor \( F_{AB} \), which is mode expanded as
\[
F_{AB} (x) = e \sum_{s=\pm} \int \frac{d^3q}{(2\pi)^3} \frac{1}{2\omega_q} \left[ f_{AB}^{(s)} (\vec{q})^s a_{F,s} (\vec{q}) e^{iq \cdot x} + f_{AB}^{(s)} (\vec{q}) a_{F,s}^\dagger (\vec{q}) e^{-iq \cdot x} \right].
\] (2.5.10)
The explicit factor of \( e \) is present due to our non-standard normalization of the gauge field in (2.4.25). This ensures that the creation and annihilation operators satisfy (2.5.2). Since \( F = dA \), the wave-
functions $f_{AB}^{(s)}(\vec{q})$ may be written in terms of polarizations as

$$f_{AB}^{(s)}(\vec{q}) = -i [q_A \varepsilon_B^{(s)}(\vec{q}) - q_B \varepsilon_A^{(s)}(\vec{q})] .$$  \hspace{1cm} (2.5.11)

The polarization tensors $\varepsilon_A^{(s)}(\vec{q})$ satisfy

$$q_A \varepsilon_A^{(s)}(\vec{q}) = 0 , \quad \varepsilon_A^{(\pm)}(\vec{q}) = 0 , \quad \varepsilon_A^{(\pm)}(\vec{q}) = 1 .$$  \hspace{1cm} (2.5.12)

We may pick any gauge to describe the polarizations in $f_{AB}^{(s)}(\vec{q})$ since $F$ is gauge invariant. A convenient choice for the polarization tensors is made as follows. We start by parameterizing the null momentum $q^A$ in terms of $(\omega_q, w, \bar{w})$ as

$$q^A = \omega_q \left( 1, \frac{w + \bar{w}}{1 + w\bar{w}}, \frac{-i(w - \bar{w})}{1 + w\bar{w}}, \frac{1 - w\bar{w}}{1 + w\bar{w}} \right) .$$  \hspace{1cm} (2.5.13)

In this parameterization, we choose the polarization to be

$$\varepsilon_A^{(+)}(\vec{q}) = \frac{1}{\sqrt{2}} (-\bar{w}, 1, -i, -\bar{w}) ,$$

$$\varepsilon_A^{(-)}(\vec{q}) = \frac{1}{\sqrt{2}} (-w, 1, i, -w) .$$  \hspace{1cm} (2.5.14)

The field strength component $F^{(0)}_{uz}$ on $\mathcal{I}^+$ can be determined as

$$F^{(0)}_{uz}(u, z, \bar{z}) = \lim_{r \to \infty} \partial_u y^A \partial_z \bar{y}^B F_{AB}(u, r, z, \bar{z}) .$$  \hspace{1cm} (2.5.15)

Using the stationary phase approximation as before, we find

$$F^{(0)}_{uz}(u, z, \bar{z}) = -\frac{e}{8\sqrt{2}\pi^2} E^+ \int_0^{\infty} d\omega q \omega q \left[ a_{\mathcal{F},+}(\omega q \bar{y}) e^{-i\omega q u} + a_{\mathcal{F},-}(\omega q \bar{y}) e^{i\omega q u} \right]$$  \hspace{1cm} (2.5.16)
Recall that $F_{uz}^{(0)} = \partial_u A_z$. Then, analogous to (2.4.19), we may now determine $\widehat{A}_z$ as

$$\widehat{A}_z(u, \theta) = \frac{1}{2} \int_{-\infty}^{\infty} du' \Theta(u - u') F_{u'z}^{(0)}(u', z, \bar{z})$$

$$= -\frac{ie}{8\sqrt{2\pi^2}} \int_{0}^{\infty} d\omega \eta [a_{\mathcal{F},+}(\omega \gamma \tilde{y}) e^{-i\omega u} - a_{\mathcal{F},-}^+(\omega \gamma \tilde{y}) e^{i\omega u}]$$

(2.5.17)

Note that we can determine only $\widehat{A}_z$, not the full $A_z$. In particular, the zero mode $C_z = e^{2D_z} C$ is not determined in terms of the creation and annihilation modes. This mode is typically not considered in standard quantum field theory. As we will see, it is precisely the inclusion of this mode that will lead us to an enhancement of $S$-matrix symmetries which are related to the soft theorems.

In particular, (2.5.17) implies $\widehat{A}_z$ creates outgoing positive helicity states. On the other hand, the mode expansion for $\widehat{A}_z$ is

$$\widehat{A}_z(u, \theta) = -\frac{ie}{8\sqrt{2\pi^2}} \int_{0}^{\infty} d\omega \eta [a_{\mathcal{F},+}(\omega \gamma \tilde{y}) e^{-i\omega u} - a_{\mathcal{F},-}^+(\omega \gamma \tilde{y}) e^{i\omega u}]$$

(2.5.18)

which creates outgoing negative helicity states.

**Spinor Field**

The final mode expansion we consider is that of the spinor field $\Psi(y)$. This is

$$\Psi_\alpha(y) = \int \frac{d^3q}{(2\pi)^3} \frac{1}{2\omega q} \eta_\alpha(q) \left[ a_{\psi,+}(q) e^{i\omega y} + a_{\psi,-}^+(q) e^{-i\omega y} \right]$$

(2.5.19)

Here, $\eta_\alpha(q)$ is a momentum space spinor that satisfies

$$q^A(\sigma^A)_{\alpha\beta} = 0, \quad q_A(\sigma^A)_{\alpha\beta} = \eta_\alpha(q) \bar{\eta}_\beta(q).$$

(2.5.20)

When, we parameterize the momentum $q^A$ as (2.5.13), these wave-functions have the explicit form

$$\eta_\alpha(q) = \sqrt{\frac{2\omega q}{1 + wq}} \left( \frac{1}{w} \right) = \sqrt{2\omega q} \xi^{(+)}(q)|_{z=w}.$$  

(2.5.21)

---

9These spinors are precisely equivalent to the square and angle brackets that are used in the study of scattering amplitudes. Precisely, $\langle q \rangle_\alpha = \eta_\alpha(q)$, $\langle q \rangle^\alpha = \eta^\alpha(q)$, $\langle q |_\alpha = \eta_\alpha(q)$ and $| q \rangle^\alpha = \eta^\alpha(q)$.
The large $r$ limit of the field may then be taken just as before. We may then extract the boundary data $\psi(u, z, \bar{z})$ as

$$
\psi(u, z, \bar{z}) = -\frac{i}{8\pi^2} \int_0^\infty d\omega q \sqrt{2\omega q} \left[ a_{\Psi,+} (\omega q \bar{y}) e^{-i\omega q u} - a_{\Psi,-}^\dagger (\omega q \bar{y}) e^{i\omega q u} \right].
$$

(2.5.22)

Again, we note that $\psi$ creates positive helicity outgoing spinors and its complex conjugate

$$
\bar{\psi}(u, z, \bar{z}) = -\frac{i}{8\pi^2} \int_0^\infty d\omega q \sqrt{2\omega q} \left[ a_{\Psi,-} (\omega q \bar{y}) e^{-i\omega q u} - a_{\Psi,+}^\dagger (\omega q \bar{y}) e^{i\omega q u} \right].
$$

(2.5.23)

creates negative helicity outgoing spinors.

### 2.6 The Perturbative Quantum $S$-matrix

In perturbative quantum field theory, the classical $S$-matrix is elevated to the $S$-matrix operator when working in the interaction picture (where all the one- and multi-particle states are free and non-interacting and the $S$-matrix operator captures all the interactions of the theory). The $S$-matrix amplitude is given by

$$
\mathcal{A}_n = \langle 0 | a_{f_1,s_1} (\vec{p}_1) \cdots a_{f_m,s_m} (\vec{p}_m) S a_{f_{m+1},s_{m+1}}^\dagger (\vec{p}_{m+1}) \cdots a_{f_n,s_n}^\dagger (\vec{p}_n) | 0 \rangle.
$$

(2.6.1)

The extra indices on $\mathcal{A}_n$ are described by the RHS of the equation above, but are dropped on the LHS to have simplified expressions. We will reinstate them if and when required. The $n$-point amplitude here includes a momentum conserving Dirac delta function, which we can extract as

$$
\mathcal{A}_n = i (2\pi)^4 \delta^4 \left( \sum_{i=1}^{m} p_i^\mu - \sum_{i=m+1}^{n} p_i^\mu \right) . \mathcal{M}_n.
$$

(2.6.2)

In this thesis, we will focus our discussion on the amplitude $\mathcal{A}_n$.

A further simplification occurs by using a now common convention of describing all particles as
outgoing. This is done using CPT invariance of the $S$-matrix, which implies

$$S a_{f,s}^\dagger (p^0, \vec{p}) = a_{\bar{f},-s} (-p^0, \vec{p}) S \quad (2.6.3)$$

In particular, an incoming particle with helicity $s$ and 3-momentum $\vec{p}$ and $p^0 > 0$ can be equivalently described as an outgoing particle of the opposite helicity and with the same 3-momentum $\vec{p}$ but now with $p^0 < 0$. Other quantum numbers of the particle are also conjugated. For instance, if the ingoing one-particle state transforms under a representation $R$ of some internal Lie algebra, then the outgoing particle transforms w.r.t. the conjugate representation $\bar{R}$. For a $U(1)$ gauge group this implies that a positive charged incoming particle is mapped to a negatively charged outgoing particle and vice versa.

In this convention, the amplitude $A_n$ may be written as

$$A_n = \langle 0 | a_{f_1,s_1} (p_1) \cdots a_{f_n,s_n} (p_n) S | 0 \rangle \quad (2.6.4)$$

where now the sign of the energy $p^0_i$ determines whether the particle is ingoing or outgoing.
In this chapter, we study the simplest – though historically, not the first – non-trivial example of the relationship between soft theorems and asymptotic symmetries. This chapter is a modified extract of [1].
3.1 Introduction

The purpose of this chapter is to argue that the soft photon theorem in massless QED [9, 10, 88] can be understood as a new asymptotic symmetry. The symmetry is generated by “large” $U(1)$ gauge transformations which approach an arbitrary function $\varepsilon(z, \bar{z})$ on the conformal sphere at $\mathcal{I}$ but are constant along the null generators, even as they antipodally cross from $\mathcal{I}^-$ to $\mathcal{I}^+$ through spatial infinity. Except for the constant transformation, these symmetries are spontaneously broken in the conventional vacuum. The soft photons appear as Goldstone modes living on the sphere at the boundary of $\mathcal{I}$.

The relation between soft theorems and asymptotic symmetries of $\mathcal{I}^+$ (but not of the $S$-matrix), was described already in [28], which in turn was inspired by [89]. Two “simplifying” restrictions were made in the analysis of [28]: the incoming state was required to be invariant under the large gauge symmetries, and the parameter $\varepsilon(z, \bar{z})$ was required to be locally holomorphic. However, far from simplifying the analysis, these restrictions obscured the underlying structure. The present analysis both simplifies and generalizes that of [28].

This chapter considers theories in which there are no stable massive charged particles, and the quantum state begins and ends in the vacuum at past and future timelike infinity. Of course, in real-world QED the electron is a stable massive charged particle, so it is highly desirable to generalize our analysis to this case. However, stable massive charges create technical complications because the charge current has no flux through future null infinity. Rather, there is charge flux across timelike

\footnote{The present analysis is relevant to hard scattering in QED when the electron mass becomes negligible.}
infinity which becomes a singular point in the conformal compactification of Minkowski space. In principle a systematic treatment of this singularity should be possible – the fields disperse and are weakly interacting; nonetheless, this is well beyond the scope of the present chapter.¹

This chapter is organized as follows. In §3.2 we review the classical final data formulation at \( \mathcal{I}^+ \), study the asymptotic symmetries and constructs the associated charges. §3.3 gives the corresponding formulae for \( \mathcal{I}^- \). In §3.4 we give conditions which tie the data of \( \mathcal{I}^- \) to that of \( \mathcal{I}^+ \) and thereby defines the scattering problem. The conditions are shown to break the separate asymptotic symmetries to a diagonal subgroup preserving the \( S \)-matrix. In §3.5 the quantum Ward identity of this symmetry is shown to relate scattering amplitudes with and without a soft photon insertion. Finally in §3.6 we show that this Ward identity is the soft photon theorem.

### 3.2 Large gauge transformations on \( \mathcal{I}^+ \)

In this subsection we briefly review the canonical final data formulation of \( U(1) \) electrodynamics coupled to massless charged matter at future null infinity (\( \mathcal{I}^+ \)), introduce the large gauge transformations and construct the corresponding charges.

We recall that the boundary data for the gauge field is \( A_z = \lim_{r \to \infty} A_z \). When coupled to a current \( \mathcal{J}_\mu \), the leading constraint equation is given by (2.4.78)

\[
\partial_u A^{(1)}_\mu = \partial_u D^a A_a + e^2 j_\mu ,
\]

²The massive case has been studied in [1, 39].
where
\[
j_u(u, z, \varpi) = \lim_{r \to \infty} \left[ r^2 J_u(u, r, z, \varpi) \right]. \tag{3.2.2}
\]

Further, since we are interested in systems with massless particles only, we consider configurations which revert to the vacuum in the far future, i.e.
\[
F_\mathcal{F}|_{\mathcal{F}^+} = F_u|_{\mathcal{F}^+} = 0. \tag{3.2.3}
\]

The analogous structure at \( \mathcal{F}^- \) is described in §3.3 below.

Gauge theories have a local gauge symmetry which acts on the gauge field as
\[
\delta \hat{\varepsilon} A_\mu = \partial_\mu \hat{\varepsilon}, \quad \hat{\varepsilon} \sim \hat{\varepsilon} + \frac{2\pi}{e^2}. \tag{3.2.4}
\]

Radial gauge (2.4.31) leave unfixed residual gauge transformations generated by an arbitrary function approaching \( \hat{\varepsilon} = \varepsilon(\theta) \) on the conformal sphere at \( r = \infty \). We will refer to these as large gauge transformations. The action on \( \Gamma^+ \) is
\[
\delta \varepsilon A_a(u, \theta) = \partial_a \varepsilon(\theta). \tag{3.2.5}
\]

These comprise the asymptotic symmetries considered in this chapter. We can construct the charge that generates this symmetry on \( \mathcal{F}^+ \) following the procedure discussed in [85]. In particular, the charge \( Q_{\Sigma, \Delta} \) on a hypersurface \( \Sigma \) that generates a particular symmetry transformation which acts on fields as \( \Delta \varphi \) satisfies
\[
\delta Q_{\Sigma, \Delta} = -\Omega_{\Sigma}(\varphi, \delta \varphi, \Delta \varphi). \tag{3.2.6}
\]

The charge \( Q_{\Delta} \) is then constructed by integrating the equation above. If it is possible to integrate
the RHS, the charge is called integrable, else it is non-integrable.

Let us now use this procedure to deduce the charge for large gauge transformations (3.2.5). We will do so in a particular example when the gauge field couples to a scalar field of charge $Q$. In this case, the symplectic form on $\mathcal{J}^+$ is

$$\Omega_{\mathcal{J}^+} = \int dud^2\theta\sqrt{\gamma}[-\frac{1}{e^2}\partial_u\delta A_a \wedge \delta A^a + \partial_u\delta\phi \wedge \delta\phi + \partial_u\delta\phi \wedge \delta\phi]$$ \hspace{1cm} (3.2.7)

Now, under large gauge transformations $\delta\epsilon\phi = iQ\epsilon\phi$ and $\delta\epsilon\phi = -iQ\epsilon\phi$. In this case, (3.2.6) takes the form

$$\delta Q^+_z = \delta \int dud^2\theta\sqrt{\gamma}[-\frac{1}{e^2}\partial_u A_a D^a \epsilon - iQ\epsilon(\partial_u\phi - \phi\partial_u\phi)]$$ \hspace{1cm} (3.2.8)

Note that for a scalar field the leading component of the current is

$$j_u = -iQ(\partial_u\phi - \phi\partial_u\phi)$$ \hspace{1cm} (3.2.9)

Additionally, the charge is integrable so that

$$Q^+_z = \int dud^2\theta\sqrt{\gamma}[\frac{1}{e^2}\partial_u A_a D^a + \epsilon j_u] .$$ \hspace{1cm} (3.2.10)

The same formula for the charge holds for arbitrary matter fields coupled to the gauge field. Integrating this by parts and using (3.2.3), we may write

$$Q^+_z = \frac{1}{e^2} \int dud^2\theta\sqrt{\gamma}\mathcal{F}_{ru}^{(2)}|_{\mathcal{J}^+}. \hspace{1cm} (3.2.11)$$

Thus, the charge that generates (3.2.5) is precisely the weighted integral of radial electric field at $\mathcal{J}^+$. Using (2.4.41), we may also write the charge as

$$Q^+_z = \int d^2\theta\sqrt{\gamma}\mathcal{E} N + \int dud^2\theta\sqrt{\gamma}\epsilon j_u.$$ \hspace{1cm} (3.2.12)
For the special case $\varepsilon = 1$, $Q_1^+$ is the total final electric charge which obeys

$$Q_1^+ = \int_{\partial^+} du_2 \theta \sqrt{\gamma} j_u . \tag{3.2.13}$$

For the choice $\varepsilon(z, \overline{z}) = \delta^2(z - w)$ one has the fixed-angle charge

$$Q_{w, \overline{w}}^+ = 2 \partial_w \partial_{\overline{w}} N + \int_{-\infty}^{\infty} du \gamma_{w, \overline{w}} j_u . \tag{3.2.14}$$

This is the total outgoing electric charge radiated into the fixed angle $(w, \overline{w})$ on the asymptotic $S^2$.

The first term is a linear “soft” photon (by which we mean momentum is strictly zero, as opposed to just small) contribution to the fixed-angle charge. It does not contribute to the total charge $Q_1^+$ as it is a total derivative. The second term is the accumulated matter charge flux at the angle $(w, \overline{w})$. $Q_{\varepsilon}^+$ generates the large gauge transformation on matter fields

$$[Q_{\varepsilon}^+, \phi(u, \theta)] = -Q\varepsilon(\theta) \phi(u, \theta) , \tag{3.2.15}$$

where $\phi$ is any massless charged matter field operator on $\partial^+$ with charge $q$.

Using the commutators (2.4.44), we find

$$[Q_{\varepsilon}^+, \tilde{A}_u(u, \theta)] = i \partial_u \varepsilon(\theta) , \quad [Q_{\varepsilon}^+, C(\theta)] = \frac{i}{e^2} \varepsilon(\theta) . \tag{3.2.16}$$

Moreover, the charges satisfy the Abelian algebra

$$[Q_{\varepsilon}^+, Q_{\varepsilon'}^+] = 0 . \tag{3.2.17}$$

Periodicity of $\varepsilon$ implies that $C$ lives on a circle of radius $\frac{1}{e^2}$:

$$C \sim C + \frac{2\pi}{e^2} . \tag{3.2.18}$$
Exponentials of $C$ obey

$$\left[ Q_+^\varepsilon, e^{ine^2C(\theta)} \right] = -n\varepsilon(\theta)e^{ine^2C(\theta)}, \quad n \in \mathbb{Z}. \quad (3.2.19)$$

Such operators do not in themselves create physical states. Rather states with charge $n$ are created by products of these operators with neutral matter-sector operators. This is virtually the same operator product decomposition familiar in 2D CFT when factoring a $U(1)$ current algebra boson, or in 4D soft collinear effective field theory (SCET) involving the so-called jet field [90, 91].

A vacuum wave function for the Goldstone mode which we take to be $C$ can be defined by the condition

$$C(\theta)|0\rangle = 0. \quad (3.2.20)$$

$(3.2.16)$ implies that the large gauge symmetries are broken in this vacuum. The symmetries transform $(3.2.20)$ into more general $C$ eigenstates obeying

$$C(\theta)|\alpha\rangle = \alpha(\theta)|\alpha\rangle. \quad (3.2.21)$$

Up to an undetermined normalization, the inner products are

$$\langle \alpha | \alpha' \rangle = \prod_\theta \delta \left( \alpha(\theta) - \alpha'(\theta) \right). \quad (3.2.22)$$

Other zero-energy states are

$$|\beta\rangle = \int [d\alpha] e^{2i\int d^2\theta \sqrt{\pi}D^aD_a\beta} |\alpha\rangle. \quad (3.2.23)$$

These are zero-mode eigenstates

$$N_a|\beta\rangle = \partial_a\beta|\beta\rangle. \quad (3.2.24)$$
obeying

\[ Q_\varepsilon^\dagger |\beta\rangle = \frac{2}{\varepsilon^2} \int d^2 \theta \sqrt{\gamma \varepsilon} D^2 |\beta\rangle. \]  

(3.2.25)

In particular, any state with \( \beta = \text{constant} \) has unbroken large gauge symmetry. These vacua are annihilated by the zero mode and are not the ones usually employed in QED analyses: it might be of interest to consider scattering in such states.\(^3\) Finally there are normalizable, symmetry-breaking vacua annihilated by complex linear combinations such as \( C + iN \).

3.3 Asymptotic structure at \( \mathcal{I}^- \)

A similar structure exists near \( \mathcal{I}^- \) and is needed to discuss scattering. Recall that the boundary data is \( \mathcal{A}_a(v, \tilde{\theta}) = \lim_{r \to \infty} A_a(v, r, \tilde{\theta}) \). This forms the coordinate on the asymptotic phase space \( \Gamma^- \). The leading order constraint equation is (obtained from the \( \mu = v \) component of the equations of motion)

\[ \partial_v \mathcal{A}_v^{(1)} = -\partial_v D^a \mathcal{A}_a - e^2 j_v, \quad j_v(v, \tilde{\theta}) = \lim_{r \to \infty} \left[ r^2 \mathcal{J}_v(v, r, \tilde{\theta}) \right]. \]  

(3.3.1)

Unfixed large gauge transformations are parameterized by \( \varepsilon^- (\tilde{\theta}) \) under which

\[ \delta_{\varepsilon^-} \mathcal{A}_a = D_a \varepsilon^- . \]  

(3.3.2)

The associated charge is

\[ Q_{\varepsilon^-} = -\frac{1}{e^2} \int_{\mathcal{I}^-} d^2 \theta \sqrt{\gamma \varepsilon^-} \mathcal{F}_{\nu \nu}^{(2)} \]  

\[ = \int d^2 \theta \sqrt{\gamma \varepsilon^-} D^2 \mathcal{N} + \int_{-\infty}^{\infty} dv d^2 \theta \sqrt{\gamma \varepsilon^-} j_v . \]  

(3.3.3)

\(^3\)For example, such states might be related to the vacua considered in [92, 93].
3.4 Matching $\mathcal{F}^+ \text{ to } \mathcal{F}^-$

The classical scattering problem is to find the map from $\Gamma^-$ to $\Gamma^+$, i.e. to determine the final data $A_a$ on $\mathcal{F}^+$ which arises from a given set of initial data $\tilde{A}_a$ on $\mathcal{F}^-$. Given a field strength everywhere on Minkowski space, this data is so far determined only up to the large gauge transformations which are generated by both $\varepsilon$ and $\varepsilon^-$ and act separately on $\Gamma^+$ and $\Gamma^-$. Clearly there can be no sensible scattering problem without imposing a relation between $\varepsilon$ and $\varepsilon^-$. Any relation between them should preserve Lorentz invariance. Under Lorentz transformation

$$
\delta_Y A_a|_{\mathcal{F}^+} = (Y^b \partial_b A_a + A_b \partial_a Y^b)|_{\mathcal{F}^+},
$$

$$
\delta_Y \tilde{A}_a|_{\mathcal{F}^+} = (\tilde{Y}^b \partial_b \tilde{A}_a + \tilde{A}_b \partial_a \tilde{Y}^b)|_{\mathcal{F}^+}.
$$

(3.4.1)

Now, recall that $Y$ and $\tilde{Y}$ are related to each other as (2.3.15). Then, the symmetry is preserved by the natural requirement

$$
A_z(-\infty, z, \bar{z}) = \tilde{A}_{\bar{z}}(+\infty, z, \bar{z}).
$$

(3.4.2)

(3.4.2) in turn requires

$$
\varepsilon(z, \bar{z}) = \varepsilon^-(z, \bar{z}),
$$

(3.4.3)

as well as the generalization to finite gauge transformations.

In addition to the gauge field, the radial electric fields are also antipodal matched\(^4\)

$$
F^{(2)}_{ur}(-\infty, \theta) = F^{(2)}_{ur}(+\infty, \theta).
$$

(3.4.4)

\(^4\)It is easily checked that the Liénard-Wiechert electric field of moving charged particle satisfies this antipodal matching condition as shown in [94].
Note that, because of the antipodal identification of the null generators of $I^+$ and $I^-$, this means the gauge parameter is not the limit of a function which depends only on the angle in Minkowskian $(r, t)$ coordinates. Rather it goes to the same value at the beginning and end of light rays crossing through the origin of Minkowski space.\textsuperscript{5} $\varepsilon$ is then a function on the space of null generators of $I$.

This antipodal matching condition can also be understood by looking at the Penrose diagram of compactified Minkowski space as shown in Figure 3.1.\textsuperscript{6}

Both the gauge field strength and the charge current are invariant under these symmetries. The phases they generate on matter fields are classically unobservable. Hence (unlike the case of gravitational supertranslations considered in [4]), they have little import for the usual discussion of classical scattering. It simply (antipodally) equates the final data for $\tilde{A}_a|_{\mathcal{I}^-}$ with that of the initial data for $A_a|_{\mathcal{I}^+}$. However in the quantum theory, where phases matter, they have significant consequences to which we now turn.

### 3.5 Quantum Ward identity

In this section, we consider the consequences of the large gauge symmetry on the semi-classical $S$-matrix. Following the conventions introduced in §2.4.6, we consider an amplitude (2.6.4) with $n$ outgoing particles with charges $Q_k$ outgoing to points $z_k, \bar{z}_k$ with energies $\omega_k$ so that $\langle \text{out} | \equiv \langle z_1, \cdots, z_n | \text{and} | \text{in} \rangle \equiv \langle 0 \rangle$. The $S$-matrix elements are then denoted as $\langle \text{out} | S | \text{in} \rangle$. The quan-\textsuperscript{5}Such gauge transformations were considered in [95].
\textsuperscript{6}We are assuming that the theory under consideration be conformally invariant in the deep IR.
Figure 3.1: The Einstein Cylinder: Minkowski space $\mathbb{R}^{1,3}$ is conformally equivalent to the Einstein cylinder $\mathbb{R} \times S^3$. In the diagram above, we have compactified Minkowski space onto the cylinder and shown the range of coordinates. Note that the null generators that move from $i^{-}$ to $i^{+}$ across $i^{0}$ are antipodally related. From this perspective, the antipodal matching condition on the gauge field and large gauge parameter is quite natural.

The quantum version of the classical invariance of scattering under large gauge transformations is

$$\langle \text{out} | (Q_\varepsilon^+ S - S Q_\varepsilon^-) | \text{in} \rangle = 0.$$  \hspace{1cm} (3.5.1)
The semi-classical charge obeys the quantum relations (from (3.2.12) and (3.3.3))

\[ \langle \text{out} | Q^{+}_\varepsilon = \langle \text{out} | F^{+}[\varepsilon] + \sum_{k=1}^{n} Q_k \varepsilon(z_k, \bar{z}_k) \langle \text{out} |, \tag{3.5.2} \]

\[ Q^{-}_\varepsilon | \text{in} \rangle = F^{-}[\varepsilon] | \text{in} \rangle, \]

where

\[ F^{+}[\varepsilon] \equiv -2 \int d^2 \omega \partial \varepsilon \partial w N, \quad F^{-}[\varepsilon] \equiv -2 \int d^2 \omega \partial \varepsilon \partial w \tilde{N}. \tag{3.5.3} \]

Defining

\[ F[\varepsilon] \equiv F^{+}[\varepsilon] - F^{-}[\varepsilon]. \tag{3.5.4} \]

and the time ordered product

\[ : F[\varepsilon] S : = F^{+}[\varepsilon] S - S F^{-}[\varepsilon], \tag{3.5.5} \]

equation (5.1.1) becomes

\[ \langle \text{out} | : F[\varepsilon] S : | \text{in} \rangle = - \sum_{k=1}^{n} Q_k \varepsilon(z_k, \bar{z}_k) \langle \text{out} | S | \text{in} \rangle. \tag{3.5.6} \]

This Ward identity relates the insertion of a soft photon with polarization and normalization given in (3.5.4) into any $S$-matrix element to the same $S$-matrix element without a soft photon insertion.

For an incoming state which happens to be the vacuum, (3.5.2) reduces to

\[ Q^{-}_\varepsilon | 0 \rangle = F^{-}[\varepsilon] | 0 \rangle. \tag{3.5.7} \]

Hence, $Q^{-}_\varepsilon$ does not annihilate the vacuum unless $\varepsilon =$ constant, implying that all but the constant mode of the large gauge symmetries are spontaneously broken. Moreover (3.2.16) identifies $C$ as the corresponding Goldstone boson.
This result may seem surprising for the following reason. Soft photons are labelled by a spatial direction and a polarization. This suggests two modes for every point on the sphere, which is twice the number predicted by Goldstone’s theorem. In fact the positive and negative helicity modes are not independent. As spelled out in Appendix 3.7, there are non-local (on the asymptotic $S^2$) linear combinations of positive and negative helicity photons whose associated soft factor cancels exactly at leading order. To leading order, these linear combinations of soft modes decouple from all $S$-matrix elements and hence are truly pure gauge. This relation reduces the two modes for every point on the sphere to the single one predicted by Goldstone theorem.

3.6 Soft photon theorem

In this subsection, we show that the Ward identity (3.5.6) is the soft photon theorem in disguise. In order to do so we must rewrite everything in momentum space. We start with the mode expansion on $\mathcal{F}^+$ (2.5.17),

$$\tilde{A}_z(u, z, \bar{z}) = -\frac{i e^2}{8\sqrt{2\pi}} E_z^+ \int_0^\infty d\omega q \left[ a_{F_+} \left( \omega q \hat{y} \right) e^{-i\omega q u} - a_{F_-}^\dagger \left( \omega q \hat{y} \right) e^{i\omega q u} \right].$$

Defining the energy eigenmodes

$$N_a^\omega (\theta) \equiv \int_{-\infty}^{\infty} du e^{i\omega u} F_{ua} (u, \theta),$$

we find

$$N_z^\omega (\bar{z}) = -\frac{e}{4\sqrt{2\pi}} E_z^+ \left[ a_{F_+} \left( \omega q \hat{y} \right) H(\omega) + a_{F_-}^\dagger \left( \omega q \hat{y} \right) H(-\omega) \right].$$

---

7Sub-leading orders are considered in [96].
where \(H(x)\) is the Heaviside theta function. When \(\omega > 0\) \((\omega < 0)\) only the first (second) term contributes. We define the zero mode by the hermitian expression
\[
N_a = \lim_{\omega \to 0} \frac{1}{2} (N_a^\omega + N_a^{-\omega}) .
\] (3.6.4)

It follows that
\[
N_z = -\frac{e}{8\sqrt{2}\pi} E_z^+ \lim_{\omega \to 0^+} \left[ \omega a_{\mathcal{F},+}(\omega \hat{y}) + \omega a_{\mathcal{F},-}^+(\omega \hat{y}) \right] .
\] (3.6.5)

Similarly on \(\mathcal{I}^-\), we define
\[
\bar{N}_z(\tilde{z}, \tilde{z}) \equiv \int_{-\infty}^{\infty} dv \bar{F}_{vz} = -\frac{e}{8\sqrt{2}\pi} E_z^+ \lim_{\omega \to 0^+} \left[ \omega a_{\mathcal{F},+}(\omega \hat{y}) + \omega a_{\mathcal{F},-}^+(\omega \hat{y}) \right] ,
\] (3.6.6)

It follows from (3.6.2) and (3.6.6) that
\[
N_z - \bar{N}_z = \int_{-\infty}^{\infty} du F_{uz} - \int_{-\infty}^{\infty} dv \bar{F}_{vz} = \frac{e^2}{4\pi} F \left[ \frac{1}{z - w} \right] ,
\] (3.6.7)

where \(F[\varepsilon]\) is defined in (3.5.4). Setting \(\varepsilon(w, \bar{w}) = \frac{1}{z - w}\), the Ward identity (3.5.6) becomes
\[
\langle \text{out} | : (N_z - M_z) \mathcal{S} : \text{in} \rangle = -\frac{e^2}{4\pi} \sum_{k=1}^{n} \frac{Q_k}{z - z_k} \langle \text{out} | \mathcal{S} : \text{in} \rangle .
\] (3.6.8)

Using (3.6.5) and (3.6.6), the above equations become
\[
\lim_{\omega \to 0^+} [\omega \langle \text{out} | a_{\mathcal{F},+}(\omega \hat{y})\mathcal{S} : \text{in} \rangle] = \sqrt{2}eE_z^+ \sum_{k=1}^{n} \frac{Q_k}{z - z_k} \langle \text{out} | \mathcal{S} : \text{in} \rangle ,
\] (3.6.9)

where we have used the fact
\[
\lim_{\omega \to 0^+} [\omega \langle \text{out} | a_{\mathcal{F},-}^+(\omega \hat{y})\mathcal{S} : \text{in} \rangle] = -\lim_{\omega \to 0^+} [\omega \langle \text{out} | a_{\mathcal{F},+}(\omega \hat{y})\mathcal{S} : \text{in} \rangle] .
\] (3.6.10)

(3.6.9) takes on precisely the form of a soft theorem where the particle that is taken to be soft is a photon. It is then natural to expect that this is precisely the soft theorem derived by Weinberg in
We now show that this is indeed the case.

First, we review the derivation of the soft-photon theorem. The standard derivation utilizes Feynman diagrams. However, we present a derivation here that will readily generalize to arbitrary theories with arbitrary soft particles easily.

We consider a scattering amplitude \( \mathcal{A}_{n+1}^{\text{out}, \alpha} \) involving an outgoing photon of momentum \( q^\mu \) and polarization \( \varepsilon^{(\alpha)}_\mu(q) \), as well as \( n \) other hard asymptotic states (some of which may also be photons),

\[
\mathcal{A}_{n+1}^{\text{out}, \alpha} = \langle \text{out} | \alpha, \varepsilon^{(\alpha)}_\mu(q) S | \text{in} \rangle.
\]  

The leading behavior of this amplitude when the momentum of the photon is taken to zero, \( q \to 0 \), is governed by a universal soft theorem,

\[
\mathcal{A}_{n+1}^{\text{out}, \alpha} \to e \sum_{k=1}^n Q_k \frac{p_k \cdot \varepsilon^{(\alpha)}(q)}{p_k \cdot q} \mathcal{A}_n.
\]  

Here \( Q_k \) is the electric charge of \( k \)th particle, and \( \mathcal{A}_n = \langle \text{out} | S | \text{in} \rangle \) is the hard amplitude without the soft photon. The only assumptions that are needed to derive the soft photon theorem are Lorentz symmetry and gauge invariance.

At tree level, the pole at \( q = 0 \) on the right-hand side of (3.6.12) can only arise when an internal propagator goes on shell, which happens precisely when the soft photon attaches to one of the external lines. This is described by a single insertion of the interaction term \(- A^\mu \mathcal{J}_\mu \subset \mathcal{L}_{\text{int}}\). Factorizing on the propagators that go on shell when \( q \to 0 \) then leads to

\[
\mathcal{A}_{n+1}^{\text{out}, \alpha} \to -i \langle 0 | a_{\alpha, \varepsilon^{(\alpha)}_\mu(q) A^\mu(0)} | 0 \rangle \times 
\sum_{f,s} \sum_{k=1}^n \frac{-i}{2 p_k \cdot q} \langle i | \mathcal{J}_\mu(0) | f, p_k, s \rangle \langle 1 ; \ldots ; f, p_k, s ; \ldots ; n | S | \text{in} \rangle.
\]  
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It follows from the mode expansions in §2.5 that

\[
\langle 0 | a_{\mathcal{F}, \alpha} (q) A^\mu (0) | 0 \rangle = e \varepsilon_\mu^{(\alpha)} (q).
\]

(3.6.14)

Lorentz invariance and current conservation completely determine the matrix elements of the electric current \(\mathcal{J}_\mu(x)\) between states of equal momentum (i.e. in the forward limit) in terms of their electric charge (see for instance [97], chapter 10),

\[
\langle f, p, s | \mathcal{J}_\mu (0) | f', p', s' \rangle = -2 Q_f p_\mu \delta_{ff'} \delta_{ss'}.
\]

(3.6.15)

Substituting (3.6.14) and (3.6.15) into (3.6.13) establishes the soft photon theorem (3.6.12).

We can rewrite (3.6.12) in the following form

\[
\lim_{\omega \to 0^+} \omega \mathcal{A}_{n+1}^{\text{out}, \alpha} (q) = e \lim_{\omega \to 0^+} \omega \sum_{k=1}^{n} Q_k \cdot \varepsilon_\mu^{(\alpha)} (q) / p_k \cdot q \mathcal{A}_n.
\]

(3.6.16)

Using the parametrization of the momenta discussed earlier

\[
p_\mu^k = \omega_k \left( 1, \frac{z_k + \bar{z}_k}{1 + z_k \bar{z}_k}, \frac{-i (z_k - \bar{z}_k)}{1 + z_k \bar{z}_k}, \frac{1 - z_k \bar{z}_k}{1 + z_k \bar{z}_k} \right),
\]

\[
q_\mu^l = \omega \left( 1, \frac{z + \bar{z}}{1 + z \bar{z}}, \frac{-i (z - \bar{z})}{1 + z \bar{z}}, \frac{1 - z \bar{z}}{1 + z \bar{z}} \right),
\]

(3.6.17)

\[
\varepsilon_\mu^{(+)} (q) = \frac{1}{\sqrt{2}} \left( -\bar{z}, 1, -i, -\bar{z} \right),
\]

we find

\[
\lim_{\omega \to 0^+} \omega \mathcal{A}_{n+1}^{\text{out}, +} (q) = \sqrt{2} e E_+ \sum_{k=1}^{n} Q_k / z - z_k \mathcal{A}_n,
\]

(3.6.18)

which is precisely (3.6.9). Thus, we have shown that the Ward identity (3.5.6) is equivalent to the soft-photon theorem. This argument can be run backwards to show that (3.6.16) implies (3.5.6) with
\[ \varepsilon = \frac{1}{z-w}. \] However, since any function \( \varepsilon(z, \bar{z}) \) can be written as

\[ \varepsilon(w, \bar{w}) = \frac{1}{2\pi} \int d^2 z \varepsilon(z, \bar{z}) \partial_z \frac{1}{z-w} \] (3.6.19)

and \( F[\varepsilon] \) is linear in \( \varepsilon \), the soft-photon theorem implies (3.5.6) for any \( \varepsilon(z, \bar{z}) \).

### 3.7 Appendix: Decoupled soft photons

It is possible to see directly from the soft photon theorem that a particular combination of positive and negative helicity photons decouples from the theory. This is seen easiest in the \((z, \bar{z})\) coordinates. We start with the soft photon theorem in this parameterization (3.6.9) for positive helicity insertions

\[ \lim_{\omega \to 0^+} \omega \langle \text{out} | a_\mathcal{F}_+ (\omega \hat{y}) \mathcal{S} | \text{in} \rangle = \sqrt{2} e E^+ z \sum_{k=1}^n \frac{Q_k}{z - z_k} \langle \text{out} | \mathcal{S} | \text{in} \rangle. \] (3.7.1)

Consider now the amplitude involving the following linear combination of the positive helicity soft photons

\[ \mathcal{O}_-(z, \bar{z}) = \frac{1}{2\pi} E^- \int d^2 w \frac{1}{z-w} \partial_{\bar{w}} \left[ E^+_{\omega \to 0^+} \lim_{\omega \to 0^+} \{ \omega a_\mathcal{F}_+ (\omega \hat{y}(w, w)) \} \right], \] (3.7.2)

where \( \hat{y} \) points towards \((w, \bar{w})\). Insertions of this operator is given by (3.7.1) as

\[ \langle \text{out} | \mathcal{O}_-(z, \bar{z}) \mathcal{S} | \text{in} \rangle = \sqrt{2} e E^- \sum_{k=1}^n \frac{Q_k}{z - z_k} \langle \text{out} | \mathcal{S} | \text{in} \rangle. \] (3.7.3)

This is precisely the soft photon theorem for a negative-helicity soft photon with momentum pointing towards \((z, \bar{z})\). We therefore conclude that the linear combination

\[ \lim_{\omega \to 0} [\omega a_\mathcal{F}_-(\omega \hat{x})] = \frac{1}{2\pi} E^- \int d^2 w \frac{1}{z-w} \partial_{\bar{w}} \left[ E^+_{\omega \to 0^+} \lim_{\omega \to 0^+} \{ \omega a_\mathcal{F}_+ (\omega \hat{y}(w, w)) \} \right] \] (3.7.4)
has no poles and decouples from the $S$-matrix. In the more familiar momentum space variables, this is

\[ a_{\text{out}}(\omega \hat{p}_\gamma) + \frac{1}{2\pi (1 + \cos \theta_{pq})} \int d\Omega_q \frac{1 + \cos \theta_q}{(\epsilon^+)(\hat{p}_\gamma) \cdot \hat{q}} \frac{1}{\pi} a_{\text{out}}^{\epsilon^+}(\omega \hat{q}), \tag{3.7.5} \]

where the integral is over the angular distribution of $\hat{q}$. 
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2D Kac-Moody Symmetries of 4D Yang-Mills Theory

4.1 Introduction

In this chapter, we study the nonabelian generalization of the large gauge symmetry. This chapter is a modified extract of [2].
The $n$-particle scattering amplitudes $\mathcal{A}_n$ of any four-dimensional quantum field theory (QFT) can be described as a collection of $n$-point correlation functions on the two-sphere ($S^2$) with coordinates $(z, \bar{z})$

$$\mathcal{A}_n = \langle O_1(\omega_1, z_1, \bar{z}_1) \cdots O_n(\omega_n, z_n, \bar{z}_n) \rangle,$$

(4.1.1)

where $O_k$ creates (if $\omega_k < 0$) or annihilates (if $\omega_k > 0$) an asymptotic particle with energy $|\omega_k|$ at the point $(z_k, \bar{z}_k)$ where the particle crosses the asymptotic $S^2$ at null infinity ($\mathcal{I}$). The alternate description (4.1.1) is obtained from the usual momentum space description by simply trading the three independent components of the on-shell four momentum $p^\mu_k$ (subject to $p^2_k = -m^2_k$) with the three quantities $(\omega_k, z_k, \bar{z}_k)$. This is shown in Figure 4.1.

As discussed previously (2.3.14), the Lorentz group $SL(2, \mathbb{C})$ acts as the global conformal group.
on the asymptotic $S^2$ according to

$$z \to \frac{az + b}{cz + d}, \quad ad - bc = 1. \tag{4.1.2}$$

Hence, in this respect, Minkowskian $\text{QFT}_4$ amplitudes resemble Euclidean two-dimensional conformal field theory (CFT$_2$) correlators. It is natural to ask what other properties $\text{QFT}_4$ scattering amplitudes, expressed in the form (4.1.1), have in common with conventional CFT$_2$ correlators, and more generally whether a holographic relation of the form $\text{Minkowskian QFT}_4 = \text{Euclidean CFT}_2$ might plausibly exist when gravity is included.\footnote{The results of $[11, 45, 98-103]$ suggest that for quantum gravity scattering amplitudes the $SL(2, \mathbb{C})$ Lorentz symmetry (4.1.2) is enhanced to the infinite-dimensional local 2D conformal symmetry.} In this paper, we consider tree-level scattering of massless particles in 4D nonabelian gauge theories with gauge group $\mathcal{G}$. A salient feature of all such amplitudes is that soft gluon scattering is controlled by the soft gluon theorem $[104]$. A prescription is given for completing the hard $\mathcal{S}$-matrix (in which all external states have $E_k \neq 0$) to an $\mathcal{S}$-correlator which includes positive helicity soft gluons at strictly zero energy. It is shown that the content of the soft gluon theorem at tree-level is that the positive helicity soft gluon insertions are holomorphic 2D currents which generate a 2D $\mathcal{G}$-Kac-Moody algebra in the $\mathcal{S}$-correlator! Turning the argument around, the soft gluon theorem can be derived as a tree-level Ward identity of the Kac-Moody symmetry.\footnote{A similar Kac-Moody algebra was studied in $[105]$ in the context of MHV amplitudes.}

Moreover, we show that the Kac-Moody symmetries are equivalent to the asymptotic symmetries of 4D gauge theories described in $[28]$. They are $CPT$-invariant gauge transformations, which are independent of advanced or retarded time and take angle-dependent values on $\mathcal{I}$. $CPT$ invariance
requires that the gauge transformation at any point on $\mathcal{I}^+$ equals that at the $PT$ antipode on $\mathcal{I}^-$. Such transformations act nontrivially on the asymptotic physical states and comprise the asymptotic symmetry group. These are the gauge theory analogs of BMS transformations in asymptotically flat gravity [4, 14, 15, 25, 27, 45, 100–103, 106, 107]. The abelian $U(1)$ case was discussed in [1, 30, 96] and related recent discussions of symmetries, infrared divergences and soft theorems are in [11, 35, 108–125].

The asymptotic symmetries of QED are spontaneously broken in the perturbative vacuum and the soft photons were shown to be the resulting Goldstone bosons [1]. Analogously, the standard rules of Yang–Mills perturbation theory presume a trivial flat color frame on $\mathcal{I}$. In this paper we see that this trivial frame is not invariant under the non-constant Kac-Moody transformations and the large gauge symmetry is spontaneously broken, with the soft gluons being the corresponding Goldstone bosons.

The nonabelian interactions of Yang–Mills theory lead to some surprising new features that are not present in parallel analyses of QED [1]. As pointed out to us by S. Caron-Huot [126, 127], the double-soft limit of the $S$-matrix involving one positive and one negative helicity gluon is ambiguous. The result depends on the order in which the gluons are taken to be soft. Hence a prescription must be given for defining the double-soft boundary of the $S$-matrix. We adopt the prescription that positive helicities are always taken soft first. With this prescription there is one holomorphic $G$-Kac-Moody from positive helicity soft gluons, but not a second one from negative helicity soft gluons.

The soft gluon theorem has well-understood universal corrections due to IR divergences which
appear only at one loop, see e.g. [91]. These will certainly affect any extension of the present discussion beyond tree-level. Since an infinite number of relations among $S$-matrix elements remain, an asymptotic symmetry may survive these corrections. However it is not clear if it can still be understood as a Kac-Moody symmetry. Corrections do not appear at the level of the integrands studied in the amplitudes program [111, 112, 128, 129] or in contexts requiring the soft limit to be taken prior to the removal of the IR regulator [91, 111, 128]. Hence the Kac-Moody symmetry is relevant in some contexts to all loops. We leave this issue, as well as the generalization to massive particle scattering, to future investigations.

This chapter is organized as follows. §4.2 establishes our notation and conventions. In §4.3, we introduce the various asymptotic fields used in the paper and discuss the asymptotic symmetries of nonabelian gauge theories. In §4.4, we show that the soft gluon theorem is the Ward identity of a holomorphic Kac-Moody symmetry which can also be understood as an asymptotic gauge symmetry. In §4.5, we show that the double-soft ambiguity of the $S$-matrix obstructs the appearance of a second antiholomorphic Kac-Moody. Finally, §4.6 contains a preliminary discussion of Wilson line insertions, SCET fields and an operator realization of the flat gauge connection on $\mathcal{J}$.

4.2 Notations and Conventions

We consider a nonabelian gauge theory with group $\mathcal{G}$ and associated Lie algebra $\mathfrak{g}$. Elements of $\mathcal{G}$ in representation $R_k$ are denoted by $g_k$, where $k$ labels the representation. The corresponding hermi-
tian generators of $g$ obey
\[
\left[ T^a_k, T^b_k \right] = i f^{abc} T^c_k , \quad (4.2.1)
\]
where $a = 1, \cdots, \dim g$ and the sum over repeated Lie algebra indices is implied. The adjoint elements of $G$ and generators of $g$ are denoted by $g$ and $T^a$ respectively with $(T^a)_{bc} = -i f^{abc}$. The real antisymmetric structure constants $f^{abc}$ are normalized so that
\[
f^{acd} f^{bcd} = \delta^{ab} = \text{tr} \left[ T^a T^b \right] . \quad (4.2.2)
\]
The four-dimensional matrix valued gauge field is $A^a_{\mu} = T^a_{\mu}$. The field strength corresponding to $A^a_{\mu}$ is
\[
F_{\mu\nu} = \partial_{\mu} A_{\nu} - \partial_{\nu} A_{\mu} - i [A_{\mu}, A_{\nu}] = F^{a}_{\mu\nu} T^a . \quad (4.2.3)
\]
The theory is invariant under gauge transformations
\[
A_{\mu} \rightarrow g A_{\mu} g^{-1} + ig \partial_{\mu} g^{-1} , \quad \phi_k \rightarrow g_k \phi_k , \quad J_{\mu} \rightarrow g J_{\mu} g^{-1} , \quad (4.2.4)
\]
where $\phi_k$ are matter fields in representation $R_k$ and $J_{\mu}$ is the matter current that couples to the gauge field. The infinitesimal gauge transformations with respect to $\hat{\varepsilon} = \hat{\varepsilon}^a T^a$ (where $g = e^{i \hat{\varepsilon}}$) are
\[
\delta_{\hat{\varepsilon}} A_{\mu} = \partial_{\mu} \hat{\varepsilon} - i [A_{\mu}, \hat{\varepsilon}] , \quad \delta_{\hat{\varepsilon}} \phi_k = i \hat{\varepsilon}^a T^a_k \phi_k , \quad \delta_{\hat{\varepsilon}} J_{\mu} = -i [J_{\mu}, \hat{\varepsilon}] . \quad (4.2.5)
\]
The bulk equations that govern the dynamics of the gauge field are
\[
\nabla^\nu F_{\nu\mu} - i \left[ A^\nu , F_{\nu\mu} \right] = g_s^2 \mathcal{M} J_{\mu} , \quad (4.2.6)
\]
where $\nabla^\mu$ is the covariant derivative with respect to the spacetime metric.
4.3 **Asymptotic fields and symmetries**

In this section, we give our conventions for the asymptotic expansion around $\mathcal{I}$ (see [28] for more details), specify the gauge conditions and boundary conditions, and describe the residual large gauge symmetry.

For the purposes of this chapter, we find it convenient to work in temporal gauge

$$A_u = 0. \tag{4.3.1}$$

In this gauge, we can expand the gauge fields near $\mathcal{I}^+$ as

$$A_a(r, u, \theta) = A_a(u, \theta) + \mathcal{O}(1/r), \quad A_r(r, u, \theta) = \frac{1}{r^2} A^{(2)}_r(u, \theta) + \mathcal{O}(1/r^3), \tag{4.3.2}$$

where the leading behavior of the gauge field is chosen so that the charge and energy flux through $\mathcal{I}^+$ is finite. The full four-dimensional gauge field is determined by the equations of motion in terms of $A_a(u, \theta)$, which forms the boundary data of the theory.

The leading behavior of the field strength is $F_{ur} = \mathcal{O}(1/r^2)$ and $F_{ua}, F_{ab} = \mathcal{O}(1)$ with leading coefficients

$$F_{ur} = \partial_u A^{(2)}_r, \quad F_{ua} = \partial_u A_a, \quad F_{ab} = \partial_a A_b - \partial_b A_a - i[A_a, A_b]. \tag{4.3.3}$$

We will be interested in configurations that revert to the vacuum in the far future, i.e.

$$F_{ur}|_{\mathcal{I}^+} = F_{ua}|_{\mathcal{I}^+} = F_{ab}|_{\mathcal{I}^+} = 0. \tag{4.3.4}$$

(4.3.4) implies

$$U_a \equiv A_a|_{\mathcal{I}^+} = iU \partial_u U^{-1}, \tag{4.3.5}$$
where $U(\theta) \in G$. A residual gauge freedom near $\mathcal{I}^+$ is generated by an arbitrary function $\varepsilon(\theta)$ on the asymptotic $S^2$. These create zero-momentum gluons and will be referred to as large gauge transformations. Under finite large gauge transformations $U \to gU$, we also define the soft gluon operator

$$N_a \equiv \int_{-\infty}^{\infty} du F_{ua} = U_a - A_a|_{\mathcal{I}^+}. \quad (4.3.6)$$

Near $\mathcal{I}^-$, the temporal gauge condition implies

$$A_\nu = 0. \quad (4.3.7)$$

We expand the gauge fields as $A_a = \tilde{A}_a + \mathcal{O}(r^{-1}), A_r = \frac{1}{r^2} \tilde{A}_r(2) + \mathcal{O}(r^{-3})$. The field strength has leading behavior $F_{\nu r} \sim \mathcal{O}(1/r^2)$ and $F_{\nu a}, F_{ab} = \mathcal{O}(1)$ with leading coefficients

$$\tilde{F}_{\nu r} = \partial_\nu \tilde{A}_r, \quad \tilde{F}_{\nu a} = \partial_\nu \tilde{A}_a, \quad \tilde{F}_{ab} = \partial_a \tilde{A}_b - \partial_b \tilde{A}_a - i[\tilde{A}_a, \tilde{A}_b]. \quad (4.3.8)$$

Configurations that begin from the vacuum in the far past satisfy

$$\tilde{F}_{\nu r}|_{\mathcal{I}^-} = \tilde{F}_{\nu a}|_{\mathcal{I}^-} = \tilde{F}_{ab}|_{\mathcal{I}^-} = 0. \quad (4.3.9)$$

The four-dimensional gauge field is uniquely determined by the boundary data $\tilde{A}_a(v, \theta)$.

Residual gauge freedom near $\mathcal{I}^-$ is generated by an arbitrary function $\varepsilon^-(\theta)$ on the asymptotic $S^2$. Furthermore, $(4.3.9)$ implies

$$V_a \equiv B_a|_{\mathcal{I}^-} = i\nu \partial_\nu \nu^{-1}. \quad (4.3.10)$$

On $\mathcal{I}^-$, we define the soft gluon operator

$$\tilde{N}_a \equiv \int_{-\infty}^{\infty} dv \tilde{F}_{va} = B_a|_{\mathcal{I}^-} - V_a. \quad (4.3.11)$$
The classical scattering problem, i.e. to determine the final data $A_{\alpha}$ given a set of initial data $\tilde{A}_{\alpha}$ is defined only up to the large gauge transformations generated by both $\epsilon$ and $\epsilon^-$ that act separately on the initial and final data. Clearly, there can be no sensible scattering problem without imposing some relation between $\epsilon$ and $\epsilon^-$. To do this, we match the gauge field at $i^0$. Lorentz invariant matching conditions are

$$A_z|_{\mathcal{I}^+} = \tilde{A}_z|_{\mathcal{I}^-}. \quad (4.3.12)$$

This is preserved by

$$\epsilon(z, \bar{z}) = \epsilon^-(z, \bar{z}). \quad (4.3.13)$$

Note that because of the antipodal identification of the null generators of $\mathcal{I}^\pm$ across $i^0$, the gauge parameter $\epsilon(z, \bar{z})$ is not the limit of a function that depends on the angle in Minkowskian $(t, r)$ coordinates. Rather, it goes to the same value at the beginning and end of light rays crossing through the origin of Minkowski space. $\epsilon$ is then a Lie algebra valued function (or section) on the space of null generators of $\mathcal{I}$.

4.4 Holomorphic soft gluon current

In this section, we show that the soft theorem for outgoing positive helicity gluons (or equivalently incoming negative helicity gluons) is the Ward identity of the holomorphic large gauge transformations and takes the form of a holomorphic $\mathcal{G}$-Kac-Moody symmetry acting on the $S^2$ on $\mathcal{I}$.

Let $O_k(\omega_k, z_k, \bar{z}_k)$ denote an operator which creates or annihilates a colored hard particle with
energy \( \omega_k \neq 0 \) crossing the \( S^2 \) on \( \mathcal{I} \) at the point \( z_k \).\(^3\) We denote the standard \( n \)-particle hard amplitudes by

\[
\mathcal{A}_n(z_1, \ldots, z_n) = \langle O_1 \cdots O_n \rangle_{U=1}. \tag{4.4.1}
\]

There are no traces here, so \( \mathcal{A}_n \) has \( n \) suppressed color indices. Since the gauge field vanishes at infinity, the asymptotic \( S^2 \) has a flat connection \( U_z = iU \partial_z U^{-1} \), where \( U \in \mathcal{G} \).\(^4\) In order to compare the color of particles emerging at different points on the \( S^2 \), this connection must be specified. The \( U = 1 \) subscript here indicates the fact that the standard perturbation theory presumes the trivial connection \( U_z = 0 \).\(^5\)

The hard \( S \)-matrix has soft boundaries where gluon momenta vanish. We wish to give a prescription to extend, or ‘compactify’ the \( S \)-matrix to a larger object that includes these boundaries. Since zero-energy gluons are not obviously either incoming or outgoing, the \( S \)-matrix so compactified is not obviously a matrix mapping \( \text{in} \) states to \( \text{out} \) states. Hence we will refer to the compactified \( S \)-matrix as the \( S \)-correlator.\(^6\)

\(^3\)For instance, for scalar particles

\[
\mathcal{O}_k(\omega_k, z_k, \bar{z}_k) = -\frac{4\pi}{\omega_k} \int_{-\infty}^{\infty} du e^{i\omega_k u} \partial_u \lim_{r \to \infty} [r \phi_k(u, r, z_k, \bar{z}_k)].
\]

\(^4\)\( U_z \) should not be confused with \( U_z \) (defined in (4.3.5)).

\(^5\)For \( U_z = 0 \) or \( U = 1 \) an outgoing configuration with a red quark at the north pole and a \( \bar{\text{red}} \) quark at the south pole is a color singlet state which can be created by a colorless incoming state. For more general choices of \( U_z \) this will not be the case.

\(^6\)In the abelian examples of gravity and QED \([1, 4, 27, 103]\), it is possible to view the \( S \)-correlator as a conventional \( S \)-matrix. However, the non-commutativity (see (4.5.2)) of the multi-gluon soft limits persists even if one gluon is outgoing (\( q^0 > 0 \)) and the other incoming (\( q'^0 < 0 \)). This means that the soft limit on an \( \text{out} \) state does not commute with the soft limit on an \( \text{in} \) state, creating difficulties for the reinterpretation of the \( S \)-correlator as an \( S \)-matrix.
4.4.1 Soft gluon theorem

In this section, we will show that insertions of the soft gluon current $J_z$, defined by

$$ J_z \equiv -\frac{4\pi}{g_{\text{YM}}^2} \left( N_z - \tilde{N}_z \right) = \frac{4\pi}{g_{\text{YM}}^2} \left( \int dv \tilde{F}_{uz} - \int du F_{uz} \right) , $$

(4.4.2)

into the hard tree-level $S$-matrix are determined by the soft gluon theorem. In its conventional momentum space form, this theorem states

$$ \langle O_1(p_1) \cdots O_n(p_n); O^a(q, \varepsilon) \rangle_{U=1} = g_{\text{YM}} \sum_{k=1}^n \frac{p_k \cdot \varepsilon}{p_k \cdot q} \langle O_1(p_1) \cdots T^a_k O_k(p_k) \cdots O_n(p_n) \rangle_{U=1} + O(q^0) , $$

(4.4.3)

where $O^a(q, \varepsilon) = \text{tr} \left[ T^a O(q, \varepsilon) \right]$ creates or annihilates, depending on the sign of $q^0$, a soft gluon with momentum $\vec{q}$ and polarization $\varepsilon^\mu$, and $T^a_k$ is a generator in the representation carried by $O_k$.

Gauge invariance of the theory requires that the right hand side vanishes when $\varepsilon = q$. This implies

$$ \sum_{k=1}^n \langle O_1(p_1) \cdots T^a_k O_k(p_k) \cdots O_n(p_n) \rangle_{U=1} = 0 , $$

(4.4.4)

which is global color conservation. Using the notation of our present paper and assuming $\varepsilon \neq q$, for a positive helicity gluon with massless particles ($p_k^2 = 0$), (4.4.3) becomes

$$ \langle J^a_z O_1 \cdots O_n \rangle_{U=1} = \sum_{k=1}^n \frac{1}{z - z_k} \langle O_1 \cdots T^a_k O_k \cdots O_n \rangle_{U=1} , $$

(4.4.5)

where $J^a_z \equiv \text{tr} \left[ T^a J_z \right]$. This was shown in [28] and is reviewed in the appendix. The collinear $q \cdot p_k \rightarrow 0$ singularities of (4.4.3) become the poles at $z = z_k$ in (4.4.5). The soft pole in (4.4.3) is absent in (4.4.5) simply because the definition of $J^a_z$ involves the zero mode of the field strength rather than the gauge field and hence an extra factor of the soft energy.
4.4.2 Kac-Moody symmetry

Since $\partial \tau J_z = 0$ away from operator insertions, $J_z$ is a holomorphic current. Consider a contour $C$ and an infinitesimal gauge transformation $\varepsilon^a(z)$ which is holomorphic ($\partial \varepsilon^a = 0$) inside $C$. It follows from (4.4.5) that

$$\langle J_C(\varepsilon) O_1 \cdots O_n \rangle_{U=1} = \sum_{k \in C} \langle O_1 \cdots \varepsilon_k(z_k) O_k \cdots O_n \rangle_{U=1}, \quad (4.4.6)$$

where $\varepsilon_k(z_k) = \varepsilon^a(z_k) T^a_k$ and

$$J_C(\varepsilon) \equiv \oint_C \frac{dz}{2\pi i} \text{tr} [\varepsilon J_z], \quad (4.4.7)$$

and the sum $k \in C$ includes all insertions inside the contour $C$. Moreover from the soft theorem with multiple $J_z$ insertions one finds

$$\langle J_C(\varepsilon) J_w O_1 \cdots O_n \rangle_{U=1} = \sum_{k \in C} \langle J_w O_1 \cdots \varepsilon_k(z_k) O_k \cdots O_n \rangle_{U=1}$$

$$+ \langle \varepsilon(w) J_w O_1 \cdots O_n \rangle_{U=1}, \quad (4.4.8)$$

where the last term is added only when $w$ is also inside $C$.

(4.4.8) is a very familiar formula in two-dimensional conformal field theory. It is the Ward identity of a holomorphic Kac-Moody symmetry for the group $G$. The absence of a term with no $J_w$ on the right hand side of (4.4.8) indicates that the Kac-Moody level is zero (at tree-level). Hence the $S$-correlators for any massless theory with nonabelian gauge group $G$ transform under a holomorphic level-zero $G$-Kac-Moody action!
4.4.3 Asymptotic symmetries

In this subsection, the Kac-Moody symmetry is identified with holomorphic large gauge symmetry of the gauge theory. According to (4.2.4) under the action of the asymptotic symmetry transformation $U$

$$O_k(z_k, \bar{z}_k) \rightarrow U_k(z_k, \bar{z}_k)O_k(z_k, \bar{z}_k),$$  \hspace{1cm} (4.4.9)

where $U_k$ acts in the representation of $O_k$. $S$-correlators for general $U$ are simply related to those for $U = 1$

$$\langle J^a z^i O^i_1 \cdots \rangle_U = U(z, \bar{z})^{ab} U_1(z_1, \bar{z}_1)^{i_1 j_1} \cdots \langle J^b \bar{z}^{j_1} O^j_1 \cdots \rangle_{U=1}.$$  \hspace{1cm} (4.4.10)

To compare the asymptotic symmetry action (4.4.10) with the Kac-Moody action (4.4.6), consider infinitesimal complexified transformations of the form

$$U(z, \bar{z}) = 1 + i\varepsilon(z) + \cdots,$$  \hspace{1cm} (4.4.11)

which are holomorphic inside the contour $C$ and vanish outside. In that case (4.4.10) linearizes to

$$\delta_\varepsilon \langle O_1 \cdots O_n \rangle_{U=1} = i \sum_{k \in C} \langle O_1 \cdots \varepsilon_k(z_k)O_k \cdots \rangle_{U=1},$$  \hspace{1cm} (4.4.12)

where the operator insertions could also include a positive-helicity soft gluon. Comparing with (4.4.6) we see that

$$-i\delta_\varepsilon \langle O_1 \cdots O_n \rangle_{U=1} = \langle J_C(\varepsilon) O_1 \cdots O_n \rangle_{U=1}.$$  \hspace{1cm} (4.4.13)
Hence, $J_C(\varepsilon)$ generates holomorphic asymptotic symmetry transformations

$$J_C(\varepsilon) = \int_{D_C} d^2 z \gamma_\varepsilon \varepsilon^a \frac{\delta}{\delta U^a},$$

where $D_C$ is the region inside $C$ and $U^a$ is the Lie algebra element corresponding to $U$, that is, $U = e^{iU^a T^a}$.

Let $C_0$ be any contour that divides the incoming and outgoing particles as shown in Figure 4.2.

![Figure 4.2: The contour $C_0$ which separates incoming particles and outgoing particles.](image)

For $\varepsilon$ holomorphic on the incoming side of $C_0$, the corresponding $J_{C_0}(\varepsilon)$ is then the charge that generates the asymptotic symmetries on the incoming state. If $\varepsilon$ is holomorphic and non-constant on the incoming side of $C_0$, it extends to a meromorphic section which must have poles on the outgoing side whose locations we denote $w_1, \ldots, w_p$. We may also evaluate the contour integral by pulling it over the outgoing state. Equating this with (4.4.6) one finds, for any meromorphic section
\[ -i\delta_{\varepsilon}\langle O_1 \cdots O_n \rangle_{U=1} = -\sum_{i=1}^{p} \langle \text{tr} [\varepsilon J_w]_{w_i} O_1 \cdots O_n \rangle_{U=1}, \quad (4.4.15) \]

where

\[ \text{tr} [\varepsilon J_w]_{w_i} = \text{Res}_{w \rightarrow w_i} \text{tr} [\varepsilon J_w]. \quad (4.4.16) \]

This is another form of the soft gluon theorem. It states that $S$-correlators are invariant under the asymptotic symmetries up to insertions of the soft gluon current. The appearance of the inhomogeneous term on the right hand side implies that the $U = 1$ vacuum spontaneously breaks the symmetry. The soft gluons are the associated Goldstone bosons. Indeed, when $p = 0$, i.e. when $\varepsilon$ is a globally holomorphic function on the sphere (and therefore a constant), we have

\[ \delta_{\varepsilon}\langle O_1 \cdots O_n \rangle_{U=1} = 0, \quad (4.4.17) \]

which is precisely (4.4.4). This indicates that the subgroup of constant global asymptotic color rotations is not spontaneously broken, as expected.

One might think that the Kac-Moody symmetry does not capture all of the asymptotic symmetry group, since the transformations are restricted to be holomorphic within some contour $C$. However, this is an irrelevant restriction. The $S$-correlator identities depend only on the $n$ values $\varepsilon_k = \varepsilon(z_k)$ of $\varepsilon$ at the $n$ operator insertions. For any choice of $\varepsilon_k$ there exists a holomorphic $\varepsilon(z)$ inside some $C$ such that $\varepsilon(z_k) = \varepsilon_k$ at the positions of operator insertions. Hence the holomorphicity does not preclude consideration of any gauge transformation on Fock space states, and all nontrivial relations among $S$-correlation functions can be derived from the Kac-Moody symmetry. In particular the soft
gluon theorem (4.4.5) is itself a Ward identity of the Kac-Moody symmetry.

4.5 Antiholomorphic current

We have seen that positive helicity soft gluon currents $J_z$ generate a holomorphic Kac-Moody symmetry. Naively one might expect that negative helicity soft gluon currents $J^a_z$ generate a second Kac-Moody symmetry which is antiholomorphic. This turns out not to be the case for a very interesting reason.

The crucial observation is due to [126, 127]. Consider a boundary of the $S$-matrix near which two gluons become soft. One finds

$$
\mathcal{A}_{n+2}(p_1, \ldots, p_n; q, \varepsilon, a; q', \varepsilon', b) = g_{YM}^2 \sum_{k=1}^n \frac{\varepsilon \cdot p_k}{q \cdot p_k} \sum_{j=1}^n \frac{\varepsilon' \cdot p_j}{q' \cdot p_j} \langle O_1 \cdots T^a_k O_k \cdots T^b_j O_j \cdots O_n \rangle_{U=1} (4.5.1)
$$

where the above limit has been computed by taking $q \to 0$ first. Surprisingly, the right hand side actually depends on the order of limits and

$$
\left[ \lim_{q \to 0}, \lim_{q' \to 0} \right] \mathcal{A}_{n+2}(p_1, \ldots, p_n; q, \varepsilon, a; q', \varepsilon', b) = i g_{YM}^2 f^{abc} \sum_{k=1}^n \left( \frac{\varepsilon \cdot p_k}{p_k \cdot q} - \frac{\varepsilon \cdot q}{q \cdot q} \right) \left( \frac{\varepsilon' \cdot p_k}{q' \cdot p_k} - \frac{\varepsilon' \cdot q}{q' \cdot q} \right) \langle O_1 \cdots T^a_k O_k \cdots O_n \rangle_{U=1} + O(q^0, q'^0) \ (4.5.2)
$$

In the special case that the helicities are the same, then the right hand side of the above expression vanishes and the limits commute. In this case, the $S$-matrix can be extended to its soft boundaries.
unambiguously. When the helicities are not the same, the value of the $S$-matrix at the soft boundary is ambiguous. In terms of currents, taking the positive helicity gluon to zero first gives

$$J_z^a j_{w}^b \sim - \frac{i f^{abc}}{z - w} J_w^c,$$

while in the other order we have

$$J_z^a j_{w}^b \sim - \frac{i f^{abc}}{z - w} J_z^c.$$

Thus, the extension (or ‘compactification’) of the $S$-matrix to all soft boundaries requires a prescription. In this paper we adopt the prescription that positive helicity gluon momenta are always taken to zero before negative helicity gluon momenta. With this prescription, it follows from (4.5.3) that the current $J_z^a$ generates a Kac-Moody symmetry, under which $J_z^a$ transforms in the adjoint. $J_z^a$ itself does not generate a symmetry. A prescription which treats $J_z^a$ and $J_w^b$ symmetrically yields no symmetry, while taking negative helicity momenta to zero first gives one antiholomorphic Kac-Moody symmetry generated by $J_w^b$.

The situation is reminiscent of three-dimensional Chern-Simon gauge theory on a manifold with a boundary parameterized by $(z, \bar{z})$. A priori, one might have expected $A_z$ and $A_{\bar{z}}$ to generate both holomorphic and antiholomorphic $G$-Kac-Moody symmetries. However a more careful analysis reveals that boundary conditions must be chosen to eliminate one or the other. Indeed, this may be more than an analogy. The current $J_z^a$ has no time dependence and lives on the $S^2$ at the boundary of the 3-manifold $\mathcal{I}$, and the addition of a $\theta F \wedge F$ term to the 4D gauge theory action induces a Chern-Simons term on $\mathcal{I}$. It would be interesting to understand how such a term affects the present analysis.
4.6 Wilson lines and the flat connection on $\mathcal{J}$

Other types of $S$-correlator insertions besides soft gluon currents are of physical interest and have been considered in the literature. This section contains preliminary observations on a few such insertions.

Consider the Wilson line operator

$$W_C(u, z_1, z_2) = P \exp \left( i \int_C dx^\mu A_\mu \right), \quad (4.6.1)$$

where $P$ denotes path-ordering and the contour $C$ is chosen such that it initially enters $\mathcal{J}^+$ at $(u, z_1, \bar{z}_1)$ and leaves at $(u, z_2, \bar{z}_2)$ along null lines of varying $r$ and fixed $(u, z, \bar{z})$. Under holomorphic large gauge transformations

$$W_C(u, z_1, z_2) \to g(z_1)W_C(u, z_1, z_2)g(z_2)^{-1}, \quad (4.6.2)$$

where $g(z) \in G$. Insertions of $J_z$ in the presence of the Wilson lines are given by the soft theorem

$$\langle J_z W_C(u, z_1, z_2) \cdots \rangle_U = \frac{1}{z - z_1} \langle T^a W_C(u, z_1, z_2) \cdots \rangle_U - \frac{1}{z - z_2} \langle W_C(u, z_1, z_2) T^a \cdots \rangle_U + \cdots. \quad (4.6.3)$$

From this, we can construct

$$A_z(u, z, \bar{z}) = -i \lim_{z' \to z} \partial_z W_C(u, z, z'), \quad (4.6.4)$$

where we take $C$ to be a short contour from $z' \to z$. It follows from (4.6.3)

$$\langle J_z^a A^b_w O_1 \cdots \rangle_U = -i \delta^{ab} \langle O_1 \cdots \rangle_U - i \frac{\delta^{abc}}{z - w} \langle A^c_w O_1 \cdots \rangle_U + \cdots. \quad (4.6.5)$$

---

\[7\] See §36.3.2 of [130] for details.
Hence the action of $J_z$ indeed transforms $A_z$ as a connection on $\mathcal{I}$ as expected. A similar discussion applies to fields on $\mathcal{I}^{-}$.

Recall that $J_z$ was constructed from zero modes of the past and future field strengths (see (4.4.2)). However, $A_z(u)$ has an inhomogeneous term in its gauge transformation and has a soft $u$-independent piece that cannot be constructed from $J_z$. To see this, we expand on $\mathcal{I}^{+}$

$$A_z(u, z, \overline{z}) = \int_{-\infty}^{\infty} d\omega \frac{1}{2\pi} e^{-i\omega u} A_{z}^{\omega}(z, \overline{z}) + C_z,$$  \hspace{1cm} (4.6.6)

where $C_z$ is defined in (2.4.38).

Here we have used the fact that functions whose boundary values at $\pm\infty$ do not sum to zero do not have a Fourier transform given in terms of ordinary functions. Radiative insertions in an $S$-matrix involve $A_{z}^{\omega}$ and

$$N_z = -\frac{i}{2} \lim_{\omega \to 0^+} (\omega A_{z}^{\omega} - \omega A_{z}^{-\omega}) .$$  \hspace{1cm} (4.6.7)

Under a large gauge transformation,

$$\delta \varepsilon A_{z}^{\omega} = -i[A_{z}^{\omega}, \varepsilon], \hspace{1cm} \delta \varepsilon U_z = \partial_z \varepsilon - i[U_z, \varepsilon].$$  \hspace{1cm} (4.6.8)

Hence the Fourier modes of $A_z$ transform in the adjoint of the asymptotic symmetry group, while the constant piece $U_z$ is a connection on $S^2$. Further, (4.3.5) and (4.6.5) imply that we have

$$\langle J_{\omega}^a U(w, \overline{w}) \mathcal{O}_1 \cdots \rangle_{U=1} = \frac{T^a}{z-w} \langle U(w, \overline{w}) \mathcal{O}_1 \cdots \rangle_{U=1} .$$  \hspace{1cm} (4.6.9)

A parallel structure on $\mathcal{I}^{-}$ also exists.

The flat connection $U_z$ is related to the SCET or Wilson line fields used to study jet physics [91].

In CFT$_2$ with a Kac-Moody symmetry, correlation functions factorize into a hard part and a soft
part computed by the current algebra. 4D gauge theory amplitudes also factorize into a hard and a
soft part, with the latter computed by Wilson line correlators. It would interesting to relate this soft
part to $\mathcal{U}$-correlators and compare it to the structure in CFT$_2$. 
In this chapter, we study our final example of asymptotic symmetries in flat spacetime – in a supersymmetric extension of QED. Unlike the previous two chapters, where the asymptotic symmetry was a subgroup of previously known symmetry, namely gauge symmetry, this will not be the case.
5.1 Introduction

The universal soft behavior of gauge boson amplitudes was recently traced back to the existence of infinitely many symmetries that act on asymptotic scattering states at Minkowskian null infinity, i.e. asymptotic symmetries, whose Ward identities are equivalent to the soft theorems [1, 2, 4, 27–31, 35, 86, 96, 103, 125, 131–135]. Typically, these asymptotic symmetries can be viewed as large gauge transformations, which do not vanish at infinity and therefore act non-trivially on physical states. For instance, the symmetries that give rise to the leading soft photon theorem [1, 2, 28, 31, 86, 132, 135] are parametrized by a function $\varepsilon(z, \bar{z})$ on an asymptotic $S^2$ (with complex coordinates $z, \bar{z}$) inside the null boundary of Minkowski space. The corresponding charges $Q_\varepsilon$ are higher-harmonic generalizations of the electric charge, to which they reduce when $\varepsilon(z, \bar{z}) = 1$. Transformations with non-constant $\varepsilon(z, \bar{z})$ inhomogeneously shift the gauge field $A_\mu$ by $\partial_\mu \varepsilon$, and hence they are spontaneously broken. The corresponding Goldstone bosons are soft, zero-momentum photons.

It is natural to ask whether soft theorems for massless particles that are not gauge bosons have similar interpretations in terms of asymptotic symmetries. Here we will explore this question in the context of rigid supersymmetric gauge theories, where the gauge fields are accompanied by massless spin-$\frac{1}{2}$ superpartners. For simplicity, we confine our attention to $U(1)$ gauge theories with $\mathcal{N} =$

---

1 Here we follow the terminology of [28]: large gauge transformations are assumed to act non-trivially on physical states, because they do not vanish sufficiently rapidly at the boundary of spacetime. However, they may be topologically trivial, i.e. deformable to the identity gauge transformation.
1 supersymmetry and massless charged matter in four dimensions. The $U(1)$ photon $A_\mu$ has an electrically neutral, fermionic superpartner – the photino $\Lambda_\alpha$ – whose couplings to charged matter are related to those of the photon by supersymmetry.

In this paper, we will establish the existence of infinitely many fermionic asymptotic symmetries, parametrized by a chiral spinor-valued function $\chi_\alpha(z, \bar{z})$ on $S^2$, whose Ward identities give rise to the soft photino theorem. The corresponding anti-commuting charges $\mathcal{F}_\chi$ act on the asymptotic fields at null infinity. However, unlike the infinity of bosonic charges $Q_\epsilon$, they are not a subgroup of any obvious symmetry of the Lagrangian.² The usual Lagrangian only displays a finite number of manifest fermionic symmetries – the global supersymmetries generated by $Q_\alpha$ and $\bar{Q}_{\dot{\alpha}}$. It is perhaps surprising that even rigid supersymmetric gauge theories can support an infinite number of fermionic asymptotic symmetries.³ By contrast, this is expected in supergravity, where local supersymmetry is a gauge symmetry [137, 138].

Under the action of $\mathcal{F}_\chi$ we find that the photino $\Lambda_\alpha$ shifts inhomogeneously. Hence these symmetries are spontaneously broken, and the soft photini are interpreted as the corresponding Goldstone fermions. Interestingly, supersymmetry relates the fermionic charges $\mathcal{F}_\chi$ to the bosonic

---

² The asymptotic symmetries related to the magnetic generalization of the leading soft photon theorem [86] or the subleading soft photon theorem [96] are also not manifest at the level of the Lagrangian.

³ A similar phenomenon occurs in three-dimensional, supersymmetric Chern-Simons theory in the presence of a suitably supersymmetric boundary, which supports a supersymmetric Kac-Moody current algebra. (As we will see below, the asymptotic symmetries $Q_\epsilon$ and $\mathcal{F}_\chi$ also give rise to just such a current algebra.) The bosonic Kac-Moody symmetries are conventional gauge transformations that do not vanish at the boundary. The Kac-Moody fermions can be understood as a remnant of the full super gauge symmetry that is present before fixing Wess-Zumino (WZ) gauge (see for instance [136]). It is plausible that our asymptotic symmetries $\mathcal{F}_\chi$ have a similar interpretation, but we will not show it here. Instead, we will exhibit the charges $\mathcal{F}_\chi$ directly in WZ gauge and explore their properties.
charges \( Q_\varepsilon \). We find (see (5.3.14) below),

\[
\{ \zeta^\alpha Q_\alpha, \mathcal{F}_\chi \} = i Q_\varepsilon \zeta^\alpha \chi_\alpha, \quad \{ \overline{Q}_{\dot{\alpha}}, \mathcal{F}_\chi \} = 0. \tag{5.1.1}
\]

Here the supersymmetry transformation is parametrized by a commuting, constant spinor \( \zeta_\alpha \), and \( \chi_\alpha(z, \bar{z}) \) is also taken to be commuting. The charges \( Q_\varepsilon \) commute with \( Q_\alpha \) and \( \overline{Q}_{\dot{\alpha}} \).

The soft photon theorem implies that the insertion of a zero-momentum, positive-helicity photon into a scattering amplitude can be interpreted as the Ward identity for a \( U(1) \) Kac-Moody current, which transforms in a \((1, 0)\) representation of the \( SL(2, \mathbb{C}) \) conformal symmetry acting on the \( S^2 \) at null infinity \([1, 28]\). Similarly, we will see that the insertion of a positive-helicity photino behaves like a \((1/2, 0)\) current on \( S^2 \). The two currents are related by supersymmetry, as was the case for the charges in (5.1.1).

In §5.2, we begin by reviewing basic aspects of abelian gauge theories with \( N = 1 \) supersymmetry, focusing on the structure of the supermultiplet that contains the electric current \( J_\mu \), which couples to the photon, and its fermionic superpartner \( K_\alpha^F \), which couples to the photino. We present a current-algebra derivation of the tree-level soft photon and photino theorems that utilizes the properties of \( J_\mu \) and \( K_\alpha^F \) matrix elements between asymptotic states. This derivation emphasizes the universality of the two soft theorems, as well as their relation via supersymmetry. In §5.3 we analyze the classical dynamics of the supersymmetric gauge theory near null infinity. This is facilitated by a convenient choice of coordinates and spinor basis, in which the asymptotic behavior of massless fields near null infinity is simply related to their quantum numbers with respect to the conformal group that governs the deep IR behavior of the theory. After reviewing the results of [1] on the
asymptotic dynamics of the photon and the associated bosonic charges $Q_\varepsilon$, we repeat the analysis for the photino. We construct the fermionic asymptotic charges $\mathcal{F}_\chi$ and establish some of their basic properties. In §5.4 we show that the Ward identity for the fermionic symmetries $\mathcal{F}_\chi$ reproduces the soft photino theorem derived in §5.2.

5.2 Soft Theorems

5.2.1 Aspects of $\mathcal{N} = 1$ Gauge Theories

Unless stated otherwise, we will use the conventions of [87]. As was stated in the introduction, we will consider $U(1)$ gauge theories with $\mathcal{N} = 1$ supersymmetry. After fixing Wess-Zumino (WZ) gauge, the vector multiplet $\mathcal{V}$ is given by

$$\mathcal{V} = (A_\mu, \Lambda_\alpha, \bar{\Lambda}_{\dot{\alpha}}, D).$$

(5.2.1)

Here $A_\mu$ is the $U(1)$ gauge field (i.e. the photon) with field strength $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. It is subject to conventional $U(1)$ gauge transformations, which remain unfixed in WZ gauge. The spin-$\frac{1}{2}$ superpartner of the photon is the photino, which is described by a left-handed Weyl fermion $\Lambda_\alpha$ and its right-handed Hermitian conjugate $\bar{\Lambda}_{\dot{\alpha}}$. The vector multiplet also contains a real scalar $D$, which is a non-propagating auxiliary field.

In WZ gauge, the non-vanishing (anti-) commutators of the component fields in the vector multi-
plet $\mathcal{V}$ with the supercharges $Q_{\alpha}, \overline{Q}_{\dot{\alpha}}$ are given by

$$[Q_{\alpha}, A_{\mu}] = -\sigma_{\mu\alpha\dot{\alpha}} \overline{\Lambda}^{\dot{\alpha}},$$

$$[\overline{Q}_{\dot{\alpha}}, A_{\mu}] = \Lambda^{\dot{\alpha}} \sigma_{\mu\alpha},$$

$$\{Q_{\alpha}, A_{\mu}\} = -\sigma^{\mu\nu} \overline{\Lambda}^{\dot{\alpha}} F_{\mu\nu},$$

$$\{\overline{Q}_{\dot{\alpha}}, A_{\mu}\} = \sigma_{\nu\alpha} \Lambda^{\dot{\alpha}} F^{\mu\nu},$$

$$[[Q_{\alpha}, D] = -i \sigma_{\alpha\dot{\alpha}} \partial_{\mu} \overline{\Lambda}^{\dot{\alpha}},$$

$$[[\overline{Q}_{\dot{\alpha}}, D] = -i \partial_{\mu} \Lambda^{\dot{\alpha}} \sigma_{\alpha\dot{\alpha}}.$$  (5.2.2a, 5.2.2b, 5.2.2c)

The dynamics of the gauge multiplet is described by a Lagrangian $\mathcal{L}_{\text{gauge}}$, which is invariant (up to a total derivative) under the supersymmetry transformations in (5.2.2),

$$\mathcal{L}_{\text{gauge}} = -\frac{1}{4e^2} F_{\mu\nu} F^{\mu\nu} - \frac{i}{e^2} \overline{\Lambda} \sigma^\mu \partial_\mu \Lambda + \frac{1}{2e^2} D^2 + \text{(higher-derivative terms)}.$$  (5.2.3)

In addition to the standard two-derivative kinetic terms for the gauge multiplet, we are allowing for the possibility of higher-derivative terms, e.g. terms such as $F^4 + \text{(fermions)}$, which arise in supersymmetric Born-Infeld actions. The soft theorems discussed below remain valid in the presence of such terms.

The interaction of the gauge field $A_{\mu}$ with matter proceeds through a conserved current $J_{\mu}$, which resides in a real linear multiplet $\mathcal{J}_4$:

$$\mathcal{J} = \left( K^B, K^F_{\alpha}, \overline{K}^F_{\dot{\alpha}}, J_{\mu} \right), \quad \partial^\mu J_{\mu} = 0.$$  (5.2.4)

Here $K^B$ is a real scalar, while $K^F_{\alpha}$ and its Hermitian conjugate $\overline{K}^F_{\dot{\alpha}}$ are left- and right-handed Weyl spinors. Unlike $J_{\mu}$, neither $K^B$ nor $K^F_{\alpha}, \overline{K}^F_{\dot{\alpha}}$ obey a differential constraint, i.e. they are not conserved currents. All fields in the current supermultiplet $\mathcal{J}$ are gauge invariant. Their non-vanishing
supersymmetry transformations take the following model-independent form,

\[
[Q_\alpha, \mathcal{K}^B] = i\mathcal{K}^F_\alpha, \quad [\overline{Q}_\dot{\alpha}, \mathcal{K}^B] = i\overline{\mathcal{K}}^F_{\dot{\alpha}},
\]

\[
\{\overline{Q}_\dot{\alpha}, \mathcal{K}^F_\alpha\} = -i\sigma^{\mu}_{\dot{a}a} \left( J_\mu + i\partial_\mu \mathcal{K}^B \right), \quad \{Q_\alpha, \overline{\mathcal{K}}^F_{\dot{\alpha}}\} = i\sigma^\mu_{a\dot{a}} \left( J_\mu - i\partial_\mu \mathcal{K}^B \right),
\]

\[
[Q_\alpha, J_\mu] = -2(\sigma_{\mu\nu})^{\beta}_\alpha \partial^\nu \mathcal{K}^F_\beta, \quad [\overline{Q}_\dot{\alpha}, J_\mu] = 2(\overline{\sigma}_{\mu\nu})_{\dot{\alpha}\dot{\beta}} \partial^\nu \overline{\mathcal{K}}^{F\dot{\beta}}.
\] (5.2.5a, 5.2.5b, 5.2.5c)

At first order, the interaction of the fields in the vector multiplet \( \mathcal{V} \) with matter proceeds via the following universal couplings to the operators in the current multiplet \( \mathcal{J} \),\(^5\)

\[
\mathcal{L}_{\text{int}} = -A^\mu J_\mu - i\Lambda \mathcal{K}^F + i\overline{\Lambda} \overline{\mathcal{K}}^{F} - \mathcal{D} \mathcal{K}^B + \text{(higher order)}.
\] (5.2.6)

The higher-order terms are required by gauge invariance and supersymmetry.

In general, the current multiplet \( \mathcal{J} \) encodes all couplings of the gauge theory to charged matter, as well as possible self-interactions due to higher-derivative terms, such as those indicated in (5.2.3). For simplicity, we will take all matter fields to reside in massless chiral multiplets. Most of the results below only rely on general properties of the current multiplet \( \mathcal{J} \), e.g. its supersymmetry transformations (5.2.5), but do not depend on the detailed form of the interaction terms. Nevertheless, it is helpful to keep in mind the simplest theory in this class, which consists of a single massless, minimally coupled chiral multiplet of charge \( q \), with canonical kinetic terms and no superpotential or

\(^5\) For instance, this means that \( J_\mu(x) = -\frac{\delta S_{\text{int}}}{\delta A^\mu(x)} \), where \( S_{\text{int}} = \int d^4x \mathcal{L}_{\text{int}} \).
higher-derivative interactions. In this theory, the operators in the current multiplet $\mathcal{J}$ are given by

\begin{align}
\mathcal{K}^B &= Q \bar{\Phi} \Phi , \\
\mathcal{K}^F_\alpha &= Q \sqrt{2} \Phi \Psi_\alpha , \\
\mathcal{K}^{\dot{F}}_{\dot{\alpha}} &= Q \sqrt{2} \Phi \bar{\Psi}_{\dot{\alpha}} , \\
\mathcal{J}_\mu &= Q \left( i \Phi \overrightarrow{D}_\mu \Phi + \bar{\Psi} \sigma_\mu \Psi \right) .
\end{align}

Here $\Phi, \Psi_\alpha$ are the propagating component fields in the chiral multiplet (their Hermitian conjugates $\Phi, \bar{\Psi}_{\dot{\alpha}}$ reside in an anti-chiral multiplet) and $D_\mu = \partial_\mu - i Q A_\mu$ is the gauge-covariant derivative. In our conventions, the electric charge $Q_{\text{el}}$ is given by

$$Q_{\text{el}} = \int d^3 x \, J_0 ,$$

and the statement that $\Phi, \Psi_\alpha$ both have charge $Q$ means that

$$[Q_{\text{el}}, \Phi(x)] = -Q \Phi(x) , \quad [Q_{\text{el}}, \Psi_\alpha(x)] = -Q \Psi_\alpha(x) .$$

This implies that a state $\Phi(x)\langle 0 \rangle$ has charge $-Q$.

### 5.2.2 Soft Photino Theorem

In this section, we derive the soft-photino theorem following very closely the derivation of the soft-photon theorem in §3.6. In the supersymmetric case, we can study scattering amplitudes $\mathcal{M}_{n+1}^{\text{out.}+}$ involving an outgoing photino $\Lambda$ of momentum $q$ and positive helicity, as well as $n$ other hard particles,

$$\mathcal{M}_{n+1}^{\text{out.}+} = \langle \text{out} | a_{\Lambda, +}(q) S | \text{in} \rangle .$$

---

6 This theory is quantum mechanically anomalous. The anomaly can be cancelled by including additional chiral multiplets with suitable $U(1)$ charge assignments.
In order for the amplitude to be non-zero, the total number of fermions involved in the scattering process (including the photino) must be even. We are interested in the leading behavior of this amplitude when the photino momentum is taken to zero, $q \rightarrow 0$. As in §3.6, this arises from single insertions of the interaction terms $-i\Lambda K^{F} + i\overline{\Lambda} \overline{K}^{F} \subset \mathcal{L}_{\text{int}}$ in (5.2.6) that attach only to external lines. For a positive-helicity photino, insertions of $-i\Lambda K^{F}$ do not contribute, since 

$$\langle 0 | a_{\Lambda, +}(q) \Lambda_{\alpha}(0) | 0 \rangle = 0.$$ 

Therefore, the amplitude obeys the following soft theorem,

$$\mathcal{A}^{\text{out}}_{n+1} \rightarrow -\langle 0 | a_{\Lambda, +}(q) \Lambda_{\alpha}(0) | 0 \rangle \times$$

$$\sum_{f,s} \sum_{i=1}^{n} \frac{-i}{2p_{i} \cdot q} (-1)^{\sigma_{i}} \langle i | \overline{K}^{\delta}_{\alpha}(0) | f, p_{i}, s \rangle \langle 1 ; \ldots ; f, p_{i}, s ; \ldots ; n | S \rangle \text{in} \rangle \, .$$

(5.2.11)

Here $(-1)^{\sigma_{i}}$ is a fermion sign factor that comes from anti-commuting $\overline{K}^{\delta}_{\alpha}$ across multi-particle states.\(^7\)

The photino wavefunction is given by (see §2.5)

$$\langle 0 | a_{\Lambda, +}(q) \Lambda_{\alpha}(0) | 0 \rangle = e\overline{\eta}_{\delta}(q) \, .$$

(5.2.12)

We must now evaluate the matrix elements of the fermionic operator $\overline{K}^{\delta}_{\alpha}$ between single-particle states, in the forward limit. In general, the matrix elements of such an operator may be model-dependent. However, $\overline{K}^{\delta}_{\alpha}$ resides in the same supermultiplet (5.2.4) as the conserved electric current $\mathcal{J}_{\mu}$, whose forward matrix elements are universal, as discussed around (3.6.15). Explicitly, we can evaluate the following commutation relation from (5.2.5),

$$\{ Q_{\alpha}, \overline{K}^{\delta}_{\alpha} \} = i\sigma^{\mu}_{\alpha\delta} \left( \mathcal{J}_{\mu} - i\partial_{\mu} K_{F} \right) \, .$$

(5.2.13)

\(^7\) For a state $\langle 1 ; \ldots ; i ; \ldots ; n |$ we define $\sigma_{i}$ to be the number of fermionic states in positions $i + 1$ through $n$. 
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between single-particle states in the forward limit, where we can drop the total derivative $\partial_\mu K^B$.

Using (3.6.15) then leads to

$$\langle f, p, s | \{ Q_\alpha, K^F_\alpha \} | f', p, s' \rangle = -2iQ_f p_\mu \sigma^{\mu}_\alpha \delta_{ff'} \delta_{ss'} . \tag{5.2.14}$$

The appearance of $\delta_{ff'}$ on the right-hand side shows that only single-particle states that reside in the same supermultiplet can can lead to non-vanishing matrix elements for $K^F_\alpha$. When the supercharges act on the left or the right, they lead to other states in this supermultiplet, in a way that is completely determined by representation theory. This can be used to derive all matrix elements of $K^F_\alpha$ between massless or massive single-particle states of arbitrary spin.

Here we explicitly work this out for a massless chiral multiplet $\Phi, \Psi_\alpha$ of charge $Q$, and its conjugate anti-chiral multiplet $\bar{\Phi}, \bar{\Psi}_\alpha$ of charge $-Q$. The relevant single-particle states are

$$|\Phi, p\rangle, \quad |\Psi, p, -\rangle \quad \text{and} \quad |\Phi, p\rangle, \quad |\Psi, p, +\rangle . \tag{5.2.15}$$

On these states, the supersymmetry algebra is represented as follows,$^8$

$$\bar{Q}_\dot{\alpha}|\Phi, p\rangle = 0 , \quad \bar{Q}_\dot{\alpha}|\Phi, p\rangle = \sqrt{2} i \eta_\dot{\alpha}(p)|\Psi, p', -\rangle ,$$

$$\bar{Q}_\dot{\alpha}|\Psi, p, -\rangle = -\sqrt{2} i \bar{\eta}_\dot{\alpha}(p)|\Phi, p\rangle , \quad \bar{Q}_\dot{\alpha}|\Psi, p, -\rangle = 0 . \tag{5.2.16}$$

The action of the supercharges on the conjugate anti-chiral states is obtained by exchanging $Q_\alpha \leftrightarrow \bar{Q}_\dot{\alpha}$, $|\Phi, p\rangle \leftrightarrow |\bar{\Phi}, p\rangle$, $\eta_\alpha(p) \leftrightarrow \bar{\eta}_\dot{\alpha}(p)$, and $|\Psi, p, -\rangle \leftrightarrow |\bar{\Psi}, p, +\rangle$.

We can now implement the procedure described after (5.2.14) to obtain all non-vanishing matrix elements of $K^F_\dot{\alpha}$ between massless or massive single-particle states of arbitrary spin.

---

$^8$ This follows from the non-vanishing commutation relations for a free chiral multiplet, $[Q_\alpha, \Phi] = i\sqrt{2}\psi_\alpha$ and $\{\bar{Q}_\dot{\alpha}, \psi_\alpha\} = \sqrt{2}\sigma^{\mu}_\alpha \partial_\mu \Phi$. 
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elements of $\overline{\mathcal{K}}^F_{\dot{\alpha}}$,

$$
\langle \Phi, p | \overline{\mathcal{K}}^F_{\dot{\alpha}}(0) | \overline{\Psi}, p, - \rangle = \langle \Psi, p, + | \overline{\mathcal{K}}^F_{\dot{\alpha}}(0) | \Phi, p \rangle = \sqrt{2} Q \eta_{\dot{\alpha}}(p) .
$$ (5.2.17)

Substituting into (5.2.11), we obtain the final form of the soft photino theorem,

$$
\mathcal{A}_{n+1}^{\text{out}, +} \rightarrow \sqrt{2} \sqrt{2} e \sum_{i=1}^{n} \frac{Q_i}{\eta(q) \eta(p_i)} (\mathcal{F}_i \mathcal{A}_n) .
$$ (5.2.18)

Here the $Q_i$ are the electric charges of the asymptotic states. The $n$-particle amplitude $\mathcal{A}_n$ is obtained from $\mathcal{A}_{n+1}^{\text{out}, +}$ by deleting the photino, but since it has an odd number of fermion external states, it vanishes. The non-vanishing $n$-point amplitude $\mathcal{F}_i \mathcal{A}_n$ is obtained from $\mathcal{A}_n$ by acting on the $i$th single-particle state with a fermionic operator $\mathcal{F}$, which satisfies

$$
\langle \Phi, p | \mathcal{F} = - \langle \overline{\Psi}, p, - , \rangle , \quad \langle \Psi, p, + | \mathcal{F} = \langle \Phi, p \rangle ,
$$

$$
\mathcal{F} \langle \Phi, p \rangle = \langle \Psi, p, + \rangle , \quad \mathcal{F} \langle \overline{\Psi}, p, - \rangle = - \langle \overline{\Phi}, p \rangle .
$$ (5.2.19)

The action of $\mathcal{F}$ on all other single-particle states vanishes, and we take $\mathcal{F}$ to act from the right on out states and from the left on in states. Since $\mathcal{F}$ is a fermionic operator, it picks up a sign whenever it moves past another fermionic operator or state. This accounts for the factors $(-1)^{\sigma_i}$ in (5.2.11).

So far we have only discussed an outgoing soft photino of positive helicity. The negative helicity case can similarly be shown to satisfy

$$
\mathcal{A}_{n+1}^{\text{out}, -} \rightarrow - \sqrt{2} i e \sum_{i=1}^{n} \frac{Q_i}{\eta(q) \eta(p_i)} \left( \mathcal{F}_i^\dagger \mathcal{A}_n \right) ,
$$ (5.2.20)

where the fermionic operator $\mathcal{F}^\dagger$ is the Hermitian conjugate of the operator $\mathcal{F}$ defined in (5.2.19).

Finally, the soft theorems for ingoing photinos can be obtained from (5.2.18) and (5.2.20) by crossing symmetry.
5.3 Asymptotic Symmetries

5.3.1 Photino Asymptotics

The photino $\Lambda_\alpha$ is a left-handed spinor that transforms as $(\frac{1}{2}, 0)$. We have performed the boundary analysis for such a spinor in §2.4.3. The boundary data is $\lambda_{(+)}$. The leading constraint equation when it is coupled to a current is given by (2.4.79)

$$\partial_u \lambda_{(-)} = E_z D_z \lambda_{(+)} - \frac{e^2}{2} \kappa_{(-)} \, .$$

(5.3.1)

where we have denoted $\lambda_{(-)} = \Lambda^{(2)}_{(-)}$. As for the bosonic current, we assume that the fermionic current vanishes at large $u$.

We would now like to know how supersymmetry relates the fermionic boundary fields $\lambda_{(+)}$ and $\kappa_{(-)}$ to the bosonic boundary fields $A_z$ and $j_u$. Even though all four supercharges remain unbroken at null infinity, we will focus on supersymmetry transformations with constant spinor parameter $\xi_{(\alpha)}$ and their complex conjugates, which are generated by the following supercharges

$$Q^{(-)} = \xi^{(-)}_{\alpha} Q_\alpha \, , \quad \bar{Q}^{(+)} = \xi^{(+)}_{\dot{\alpha}} \bar{Q}_{\dot{\alpha}} \, , \quad \{ Q^{(-)} , \bar{Q}^{(+)} \} = -4i\partial_u \, .$$

(5.3.2)

They are the position space analogues of the supercharges that act non-trivially on massless particle representations, as in (5.2.16). The only non-vanishing commutators of $Q^{(-)}$ with the boundary photon field $A_z$ and $A^{(2)}_r$ are given by

$$[ Q^{(-)} , E_z A_z ] = \bar{\lambda}_{(-)} \, , \quad [ Q^{(-)} , A^{(2)}_r ] = -\bar{\lambda}_{(+)} \, .$$

(5.3.3a)
while the only non-vanishing anti-commutators of $Q$ with the boundary photino $\lambda_{(\pm)}$ are

$$\{ Q^{(-)}, \lambda_{(+)} \} = 4i E^z_+ \partial_u A_z , \quad \{ Q^{(-)}, \lambda_{(-)} \} = -D - i (F_{ur} - \gamma^{z\bar{z}} F_{z\bar{z}}) . \quad (5.3.4a)$$

The action of $Q^{(+)}$ on these fields can be obtained by taking the Hermitian conjugates of these formulas. The auxiliary field $D$ in the vector multiplet (5.2.1) is a Lorentz scalar with IR scaling dimension $\Delta_D = 2$, which according to (2.4.65) falls off like $D = \frac{D}{r^2} + O(r^{-3})$. The fact that there are no residual powers of $r$ in these formulas shows that the assumed large-$r$ falloffs are consistent with supersymmetry.

It is straightforward to repeat the preceding discussion near $\mathcal{I}^-$. The photino fields on $\mathcal{I}^+$ and $\mathcal{I}^-$ must then be matched at spatial infinity. The appropriate matching conditions can be determined from the matching conditions (3.4.2) for the photon using supersymmetry. Combining the supersymmetry variation in (5.3.3a) with the matching condition for $A_z$ in (3.4.2) leads to

$$\lambda_{(+)}|_{\mathcal{I}^\pm} = \tilde{\lambda}_{(+)}|_{\mathcal{I}^\mp} . \quad (5.3.5)$$

Similarly, the supersymmetry variation in (5.3.4a) and the matching condition for $F_{ur}$ in (3.4.4) imply that the $u$-independent part of $\lambda_{(-)}$ should be matched across spatial infinity. However, the constraint equation (5.3.1) implies that $\lambda_{(-)}|_{\mathcal{I}^\pm}$ does not exist, since

$$\lambda_{(-)} \to u \left( E^z_- D^z_- \lambda_{(+)} \right) + \ell(z, \bar{z}) \quad \text{as} \quad u \to -\infty . \quad (5.3.6)$$

Instead, we should match the $u$-independent term across spatial infinity, $\ell(z, \bar{z}) = \ell^-(z, \bar{z})$, which can be expressed in terms of $\lambda_{(-)}$ as follows,

$$(1 - u \partial_u) \lambda_{(-)}|_{\mathcal{I}^\pm} = (1 - v \partial_v) \tilde{\lambda}_{(-)}|_{\mathcal{I}^\mp} . \quad (5.3.7)$$
5.3.2 Fermionic Asymptotic Symmetries

Consider the following fermionic charges on \( \mathcal{I}^+ \) and \( \mathcal{I}^- \), for any complex-valued \( \chi(z, \bar{z}) \),

\[
\mathcal{F}_\chi = \frac{1}{e^2} \int d^2 z \gamma_{\mu} \chi(z, \bar{z}) (1 - u \partial_u) \lambda(-) \mid_{\mathcal{I}^+},
\]

\[
\mathcal{F}^-_\chi = \frac{1}{e^2} \int d^2 z \gamma_{\mu} \chi(z, \bar{z}) (1 - v \partial_v) \tilde{\lambda}(-) \mid_{\mathcal{I}^-}. \tag{5.3.8}
\]

We can express them in a more covariant form by introducing a commuting, chiral spinor-valued function on \( S^2 \),

\[
\chi_\alpha(z, \bar{z}) = \chi(z, \bar{z}) \xi^{(+)}_\alpha(z). \tag{5.3.9}
\]

We can then write the charge as

\[
\mathcal{F}_\chi = -\frac{1}{e^2} \int d^2 z \gamma_{\mu} \chi_\alpha(z, \bar{z}) \left[ (1 - u \partial_u) \left( \lim_{r \to \infty} r^2 \Lambda_\alpha(u, r, z, \bar{z}) \right) \right] \mid_{\mathcal{I}^+}, \tag{5.3.10}
\]

and similarly for \( \mathcal{F}^-_\chi \). Comparing the matching condition (5.3.7) to (5.3.8) implies the conservation law

\[
\mathcal{F}_\chi = \mathcal{F}^-_\chi, \tag{5.3.11}
\]

and hence a Ward identity for the tree-level \( S \)-matrix,

\[
\mathcal{F}_\chi S - S \mathcal{F}^-_\chi = 0. \tag{5.3.12}
\]

In section 5.4 we will show that this identity gives rise to the positive-helicity soft photino theorem (5.2.18); the Hermitian conjugate charges \( \mathcal{F}^\dagger_\chi \) lead to the negative-helicity case (5.2.20). In the remainder of this section we establish several basic properties of \( \mathcal{F}_\chi \).

Supersymmetry relates the fermionic symmetries \( \mathcal{F}_\chi \) defined in (5.3.8) to the bosonic asymptotic
symmetries $Q_\varepsilon$ in Chapter 3. For instance, we can use (5.3.4a) to determine the anti-commutators of the supercharges $Q, \overline{Q}$ that were singled out in (5.3.2) with $\mathcal{F}_\chi$:\footnote{Here we use the fact that $D|_{\mathcal{I}_\pm^+} = F_{\mathcal{I}_\pm^+} = 0$. The first equation is obtained by solving for the auxiliary field $D$ in (5.2.1) in terms of the bosonic source $\mathcal{K}^B$ in (5.2.4), which is assumed to vanish at $\mathcal{I}_\pm^+$. The second equation follows from the fact that there are no magnetic charges.}

$$\{Q^(-), \mathcal{F}_\chi\} = -\frac{i}{e^2} \int d^2 z \gamma_\varepsilon \chi(z, \overline{z}) F_{ur} \big|_{\mathcal{I}_\pm^+} = i Q_\chi, \quad \{\overline{Q}^{(+)} , \mathcal{F}_\chi\} = 0 . \quad (5.3.13)$$

Note that the fermionic symmetry $\mathcal{F}_\chi$, with complex parameter $\chi(z, \overline{z})$, transforms into the bosonic symmetry $Q_\varepsilon$ with the same parameter, $\varepsilon(z, \overline{z}) = \chi(z, \overline{z})$. This shows that it is natural to allow complex $\varepsilon(z, \overline{z})$, as was discussed in [2, 28, 86]. More generally, we can use (5.2.2) and (5.3.10) to express the commutator of an arbitrary supercharge with $\mathcal{F}_\chi$ in the covariant form quoted in (5.1.1),

$$\{\zeta^\alpha Q_\alpha, \mathcal{F}_\chi\} = i Q [\zeta^\alpha \chi_\alpha] , \quad \{\overline{Q}_\alpha , \mathcal{F}_\chi\} = 0 . \quad (5.3.14)$$

Here $\zeta_\alpha$ is a commuting, constant spinor and $\chi_\alpha(z, \overline{z})$ was defined in (5.3.9). It can similarly be shown that the bosonic charges $Q_\varepsilon$ in Chapter 3 are annihilated by all supercharges. This is expected from their interpretation as conventional gauge transformations that do not vanish at $\mathcal{I}^+$, since the latter commute with supersymmetry.

Following the discussion of the bosonic case around (3.2.12), we can express $\mathcal{F}_\chi$ as an integral over $\mathcal{I}^+$ and use the constraint equation (5.3.1) to write it as a sum of hard and soft contributions,

$$\mathcal{F}_\chi = \mathcal{F}_\chi^h + \mathcal{F}_\chi^s . \quad (5.3.15)$$
The hard charge is given by

\[ \mathcal{F}_\chi^h = \frac{1}{2} \int dud^2z \gamma_z \pi \chi(z, \bar{\pi}) u \partial_u \bar{k}_{(-)} + \frac{1}{e^2} \int d^2z \gamma_z \pi \chi(z, \bar{\pi}) \left( 1 - u \partial_u \right) \lambda_{(-)} \mid_{\mathcal{F}_+^+} . \quad (5.3.16) \]

Since we are considering theories without massive particles, we set \( (1 - u \partial_u) \lambda_{(-)} \mid_{\mathcal{F}_+^+} = 0 \).\(^{10}\)

The supersymmetry transformation \((5.3.42)\) turns this condition into \( F_{ur} \mid_{\mathcal{F}_+^+} = 0 \), which was imposed also in the bosonic case in \((3.2.3)\). We can compute the following anti-commutators with the supercharges singled out in \((5.3.2)\),

\[ \{ Q^{(-)}, \mathcal{F}_\chi^h \} = i \int dud^2z \gamma_z \pi \chi(z, \bar{\pi}) j_u = i Q^h[\chi], \quad \{ Q^{(+)}, \mathcal{F}_\chi^h \} = 0 , \quad (5.3.17) \]

up to boundary terms at \( \mathcal{F}_+^+ \) that involve the sources and hence vanish by assumption. In section 5.4 we will use these relations to determine the action of the hard charges \( \mathcal{F}_\chi^h \) on asymptotic scattering states.

The soft charges in \((5.3.15)\) are given by

\[ \mathcal{F}_\chi^s = \frac{1}{2\pi} \int d^2z \gamma_z \pi \chi(z, \bar{\pi}) \omega^s_{(+)} , \quad \omega^s_{(+)} = \frac{\pi}{e^2} \int du \ u \partial_u \lambda_{(+)} . \quad (5.3.18) \]

Here we have defined a soft photino current \( \omega^s \).\(^{11}\) Under a Lorentz transformation, it changes as follows,

\[ \delta_Y \omega^s_{(+)} = \left( \frac{1}{2} D_z Y^z + Y^z \partial_z + Y^{\bar{\pi}} \partial_{\bar{\pi}} \right) \omega^s_{(+)} , \quad (5.3.19) \]

up to boundary terms that vanish as long as \( \lambda_{(+)} \) asymptotes to a \( u \)-independent function of \( z, \bar{\pi} \).

\(^{10}\) Following \([31, 132]\), it should be possible to incorporate massive particles by appropriately taking into account their semiclassical photino field as they pass through timelike infinity.

\(^{11}\) Note that the operator \( \int du \partial_u \lambda_{(+)} \), which is similar to soft photon current \( j^s_z \) defined above \((5.3.20)\), can be shown to vanish inside \( S \)-matrix elements by expressing it in terms of creation and annihilation operators and comparing to the soft photino theorem \((5.2.18)\).
sufficiently rapidly at $\mathcal{F}^\pm$. The Lorentz transformation (5.3.19) shows that the soft photino current $\omega^s$ is a two-dimensional field with $SL(2, \mathbb{C})$ conformal weights $h = \frac{1}{2}$ and $\bar{h} = 0$, i.e. it is a left-moving spin-$\frac{1}{2}$ current. Under the supercharges in (5.3.2), the soft photino current $\omega^s$ transforms into the soft photon current $j^s_z = \frac{-4\pi}{e^2} N_z$ as follows,

$$\{ \mathcal{Q}^(-), \omega^s_+ \} = iE^z_+ j^s_z, \quad \{ \mathcal{Q}^(+), \omega^s_+ \} = 0.$$

(5.3.20)

In order to understand the action of the soft charges (5.3.18) on the photino, it is convenient to rewrite them as follows,\(^{13}\)

$$\mathcal{F}^s = -\frac{1}{2e^2} \lim_{\omega \to 0} \int dud^2 z \partial z \chi(z, \bar{z}) \cos(\omega u) \lambda_+.$$

(5.3.22)

In terms of creation and annihilation operators (see §2.5.22),

$$\mathcal{F}^s = \frac{i}{4\sqrt{2}\pi} \lim_{\omega \to 0} \sqrt{\omega} \int d^2 z \gamma_\tau \partial z \chi(z, \bar{z}) \left(a_{\lambda,+}(\omega, z, \bar{z}) - a_{\lambda,-}^\dagger(\omega, z, \bar{z})\right).$$

(5.3.23)

This shows that $\mathcal{F}^s$ acts on zero-momentum photin. Using this expression, as well as the mode expansion for $\lambda_+$ and the anti-commutation relations for creation and annihilation operators, it can be checked that

$$\{ \mathcal{F}^s, \lambda_+(u, z, \bar{z}) \} = 0, \quad \{ \mathcal{F}^s, \bar{\lambda}_-(u, z, \bar{z}) \} = -E^z_\tau \partial z \chi(z, \bar{z}).$$

(5.3.24)

Thus, $\lambda_+$ shifts inhomogeneously whenever $\partial z \chi(z, \bar{z}) \neq 0$. Just as in the bosonic case, we in-

\(^{12}\) It is sufficient to assume that $\lambda_+ = \lambda_+|_{\mathcal{F}^+ + \mathcal{O}(|u|^{-(1+\delta)})}$, with $\delta > 0$, as $u \to \pm \infty$.

\(^{13}\) Given a function $f(u)$ such that $\lim_{u \to \pm \infty} f(u)$ exists, but is nonzero, we have the following identity,

$$\int_{-\infty}^{\infty} du \cos(\omega u) f(u) = \lim_{\omega \to 0} \int_{-\infty}^{\infty} du f(u),$$

which amounts to integrating by parts but dropping the divergent boundary terms.
terpret this as spontaneous breaking of the corresponding charges $\mathcal{F}_\chi^\pm$. The $u$-independent part of $\lambda(-)$ furnishes the corresponding Goldstone fermions. Similar comments apply to $\mathcal{F}_\chi^\dagger$, which shifts $\lambda(\pm)$ by $-E^z_\pm \partial_\bar{z} \chi(z, \bar{z})$.

5.4 Soft Photino Theorem from Asymptotic Fermionic Symmetries

5.4.1 Fermionic Ward Identity for Scattering Amplitudes

In the previous section we argued for the existence of a fermionic asymptotic symmetry $\mathcal{F}_\chi$, which is classically conserved (see (5.3.11)) and hence leads to a Ward identity (5.3.12) for the tree-level $S$-matrix,

$$\mathcal{F}_\chi S - S \mathcal{F}_\chi^- = 0.$$  (5.4.1)

We will now show that this Ward identity is nothing but the soft photino theorem for the case of an outgoing positive-helicity photino (equivalently, by crossing symmetry, an ingoing negative helicity photino), which we repeat for convenience,

$$\mathcal{F}_\chi^{\text{out}}_{n+1} \rightarrow \sqrt{2} i e \sum_{i=1}^n \frac{Q_i}{\eta(q) \eta(p_i)} (\mathcal{F}_i \mathcal{A}_n).$$  (5.4.2)

Here $q \rightarrow 0$ is the momentum of the soft photino. Analogously, the Ward identity for $\mathcal{F}_\chi^\dagger$ leads to the soft photino theorem (5.2.20) for an outgoing negative helicity photino.

We begin by translating (5.4.2) from momentum to position space. As in (3.6.17), we can express the null momenta $p_i$ in terms of variables $\omega_i, z_i, \bar{z}_i$ and $q$ in terms of $\omega, z, \bar{z}$. In particular,
the spinor-helicity variables corresponding to the $p_i$ are given by (2.4.52), so that
\[ \eta^\alpha(q) \eta_\alpha(p_i) = \sqrt{\frac{(2\omega)(2\omega_i)}{(1+z\bar{z})(1+z_i\bar{z_i})}} (z - z_i), \quad (i = 1, \ldots, n). \]  
(5.4.3)

In this parametrization, the soft photino theorem can be written as follows,
\[ \sqrt{2\omega} e^{i\omega_{n+1}} \rightarrow ie \sqrt{1 + z\bar{z}} \sum_{i=1}^{n} \frac{\sqrt{1 + z_i\bar{z}_i}}{\sqrt{\omega_i}} \frac{Q_i}{z - z_i} (F_i \alpha_n). \]  
(5.4.4)

In order to reproduce this result, we take the matrix element of the Ward identity (5.4.1) between an $n$-particle out-state $\langle \mathbf{1}; \ldots; n |$ and the in state $|0\rangle$. All in- and outgoing particles (some of which could be photinos) are hard, i.e. they have non-vanishing momenta. Writing $F_\chi = F_h^\chi + F_s^\chi$ as a sum of hard and soft contributions, as in (5.3.15), and similarly for $F_-^\chi$, we obtain
\[ \langle \text{out} | F_s^\chi S - S F_s^\chi [\chi] | \text{in} \rangle = - \langle \text{out} | F_h^\chi S - S F_h^\chi [\chi] | \text{in} \rangle. \]  
(5.4.5)

To proceed, we need to know the action of the soft and hard charges on asymptotic scattering states.

The soft charge was expressed in terms of photino creation and annihilation operators in (5.3.23).

It creates an outgoing positive-helicity photino and an ingoing negative-helicity photino of zero momentum. Crossing symmetry implies that these two contributions lead to identical $S$-matrix elements, so that we can write the left-hand side of (5.4.5) as the $\omega \to 0$ limit of
\[ \frac{i\sqrt{\omega}}{\sqrt{2e\pi}} \int d^2 w \gamma_{\mu w} E^-_\mu \partial^- w \chi(w, \bar{w}) \langle \text{out}; \Lambda, p(\omega, w, \bar{w}) | S | \text{in} \rangle. \]  
(5.4.6)

The action of the hard charges on asymptotic states will be derived section 5.4.2 below, where it is shown that
\[ F_h^\chi | f, p(\omega, z, \bar{z}), s \rangle = - \frac{Q_f}{2\sqrt{\omega}} \chi(z, \bar{z}) F | f, p(\omega, z, \bar{z}), s \rangle, \]  
\[ F_h^\dagger \chi | f, p(\omega, z, \bar{z}), s \rangle = - \frac{Q_f}{2\sqrt{\omega}} \chi(z, \bar{z}) F^\dagger | f, p(\omega, z, \bar{z}), s \rangle. \]  
(5.4.7)
Here $Q_f$ is the electric charge of the state labeled by $f \in \{\Phi, \bar{\Phi}, \Psi, \bar{\Psi}\}$. The operator $\mathcal{F}$ and its Hermitian conjugate $\mathcal{F}^\dagger$ appear in the soft theorem (5.4.2). Its action on chiral and anti-chiral matter states was defined in (5.2.19).

If we choose $\chi(w, \bar{w}) = \frac{1}{z-w}$, the Ward identity collapses to the soft theorem (5.4.2). As in the bosonic case [1], the argument can be reversed to deduce the Ward identity – and hence the underlying symmetries – from the soft theorem, which establishes their equivalence.

### 5.4.2 Action of the Fermionic Charges on Matter Fields

Here we show that the action of the hard fermionic charges $\mathcal{F}_h^\chi$ on asymptotic states is given by (5.4.7), thereby completing the argument of section 5.4.1. We will do this by using the supersymmetry relations (5.3.17),

\[
\{ Q, \mathcal{F}_h^\chi \} = i Q_h^\chi, \quad \{ \overline{Q}, \mathcal{F}_h^\chi \} = 0. \tag{5.4.8}
\]

Here $Q_h^\chi$ are the hard bosonic charges, whose action on boundary fields $f_q(u, z, \bar{z})$ of electric charge $q$ is given by

\[
[Q_z, f_q(u, z, \bar{z})] = -Q \varepsilon(z, \bar{z}) f_q(u, z, \bar{z}). \tag{5.4.9}
\]

Given the action of the supercharges $Q^{(-)}, \overline{Q}^{(+)}$ on charged boundary fields, we can extract the action of $\mathcal{F}_h^\chi$ on such fields from (5.4.8) and (5.4.9). The same logic was used in section 5.2.2 to relate the matrix elements of the fermionic source $\mathcal{K}_\alpha^F$ to those of the electric current $J_\mu$.

For our present purposes, all charged fields reside in massless chiral or anti-chiral multiplets. A chiral multiplet consists of a complex scalar $\Phi$ and left-handed spinor $\Psi_\alpha$ whose boundary data are
\( \phi \) and \( \psi_{(+)} \) respectively. If the chiral multiplet has charge \( Q \), then so do the boundary fields \( \phi \) and \( \psi \), i.e.

\[
\left[ Q^h, \phi(u, z, \bar{z}) \right] = -Q \varepsilon(z, \bar{z}) \phi(u, z, \bar{z}),
\]

\[
\left[ Q^h, \psi_{(+)}(u, z, \bar{z}) \right] = -Q \varepsilon(z, \bar{z}) \psi_{(+)}(u, z, \bar{z}).
\]

Given the asymptotic expansions in Chapter 2, we obtain the following transformation rules for the boundary fields \( \phi, \psi_{(+)} \) under the supercharges \( Q^{(-)}, Q^{(+)} \) singled out in (5.3.2),

\[
\left[ Q^{(-)}, \phi \right] = \sqrt{2} i \psi_{(+)}, \quad \left[ Q^{(+)}, \phi(u, z, \bar{z}) \right] = 0,
\]

\[
\left\{ Q^{(-)}, \psi_{(+)}(u, z, \bar{z}) \right\} = 0, \quad \left\{ Q^{(+)}, \psi_{(+)}(u, z, \bar{z}) \right\} = -2 \sqrt{2} \partial_u \phi(u, z, \bar{z}).
\]

Given the transformation properties (5.4.10) and (5.4.11) of the chiral multiplet fields under the bosonic symmetry \( Q^h \) and the supersymmetries \( Q^{(-)}, Q^{(+)} \), the commutators in (5.4.8) are only consistent if the fermionic symmetry \( F^h \) acts as follows,

\[
\left[ F^h, \phi \right] = 0, \quad \left\{ F^h, \psi_{(+)}(u, z, \bar{z}) \right\} = -\frac{Q}{\sqrt{2}} \chi(z, \bar{z}) \phi(u, z, \bar{z}).
\]

The first commutator can be understood as a consequence of the \( U(1)_R \) symmetry that is expected to emerge at the superconformal IR fixed point that governs the dynamics near null infinity. Since \( F^h \) is linear in the photino (see (5.3.8)), it has \( R \)-charge +1. (We take the \( R \)-charge of \( Q_{\alpha} \) to be \(-1\).)

The electric and \( U(1)_R \) charges of the first commutator in (5.4.12) are not consistent with any fermionic field in the chiral multiplet, and hence it must vanish.
For the anti-chiral multiplet of charge \(-Q\), we similarly find

\[
\left\{ \mathcal{F}^h \chi, \overline{\psi}(-)(u, z, \bar{z}) \right\} = 0 ,
\]

\[
[\mathcal{F}^h \chi, \partial_u \overline{\phi}(u, z, \bar{z})] = - \frac{iQ}{2\sqrt{2}} \chi(z, \bar{z}) \overline{\psi}(-)(u, z, \bar{z}) ,
\]

\[
\left\{ Q^(-), [\mathcal{F}^h \chi, \overline{\phi}(u, z, \bar{z})] \right\} = iQ \chi(z, \bar{z}) \overline{\phi}(u, z, \bar{z}) .
\]

As above, the first equation \((5.4.13a)\) is due to the electric and \(U(1)_R\) charges of the fields. While \((5.4.13b)\) shows that \(\partial_u \overline{\phi}\) has a local transformation rule, it follows from \((5.4.13c)\) that this does not lead to a local transformation rule for \(\overline{\phi}\) itself. If it did, then \(\overline{\phi}\) would be \(Q\)-exact, which is not the case because \(\overline{\phi}\) is the bottom component of the supermultiplet in \((5.4.11)\).

The (anti-) commutators in \((5.4.12)\), \((5.4.13a)\), and \((5.4.13b)\) are sufficient to establish the action of \(\mathcal{F}^h \chi\) and \(\mathcal{F}^{h\dagger} \chi\) on asymptotic states. Using the mode expansions in §2.5 and the fact that \(\mathcal{F}^h \chi\) annihilates the vacuum,\(^\text{14}\) we find that

\[
\mathcal{F}^h \chi \mid \Phi, p(\omega, z, \bar{z}) \rangle = \mathcal{F}^h \chi \mid \Psi, p(\omega, z, \bar{z}), + \rangle = 0 ,
\]

\[
\mathcal{F}^h \chi \mid \Psi, p(\omega, z, \bar{z}), - \rangle = - \frac{Q}{2\sqrt{\omega}} \chi(z, \bar{z}) \mid \Phi, p(\omega, z, \bar{z}) \rangle ,
\]

\[
\mathcal{F}^h \chi \mid \Phi, p(\omega, z, \bar{z}) \rangle = - \frac{Q}{2\sqrt{\omega}} \chi(z, \bar{z}) \mid \Psi, p(\omega, z, \bar{z}), + \rangle .
\]

We can express \((5.4.14)\) in terms of the operator \(\mathcal{F}\), whose action on asymptotic states was defined in \((5.2.19)\),

\[
\mathcal{F} \mid \Phi, p \rangle = \mathcal{F} \mid \Psi, p, + \rangle = 0 , \quad \mathcal{F} \mid \Psi, p \rangle = \mid \Psi, p, + \rangle , \quad \mathcal{F} \mid \overline{\Phi}, p, - \rangle = - \mid \overline{\Phi}, p \rangle .
\]

\(^\text{14}\) Recall that the soft charges \(\mathcal{F}^s \chi\) are spontaneously broken, since they shift the photino as in \((5.3.24)\) and hence do not annihilate the vacuum. However, this is not the case for the hard charges \(\mathcal{F}^h \chi\).
Since $|\Phi, p\rangle$ has charge $q$ and $|\Psi, p, -\rangle$ has charge $-q$, we can express (5.4.14) as follows,

$$\mathcal{F}^b \chi | f, p, s \rangle = -\frac{Q_f}{2\sqrt{\omega}} \chi(z, \bar{z}) \mathcal{F} | f, p, s \rangle ,$$

(5.4.16)

where $Q_f$ is the electric charge of the state. It is straightforward to repeat the preceding discussion for the Hermitian conjugate charges. They obey

$$\mathcal{F}^h \chi | f, p, s \rangle = -\frac{Q_f}{2\sqrt{\omega}} \chi(z, \bar{z}) \mathcal{F}^\dagger | f, p, s \rangle ,$$

(5.4.17)

where the action of $\mathcal{F}^\dagger$ on one-particle asymptotic states was defined in (5.2.19). Together with (5.4.16), this establishes the relations stated in (5.4.7).
In Chapters 3, 4 and 5, we have studied three examples of the relationship between asymptotic symmetries and soft theorems in gauge theories. We now turn to a study of the relationship in gravitational theories. This chapter is a modified extract of [4].
6.1 Introduction

Weinberg’s soft graviton theorem \cite{10} is a universal formula relating any $S$-matrix element in any quantum theory including gravity to a second $S$-matrix element which differs only by the addition of a graviton whose four-momentum is taken to zero. Remarkably, the formula is blind to the spin or any other quantum numbers of the asymptotic particles involved in the $S$-matrix element.

It is often the case that universal formulae are explained by symmetries. Recently \cite{28}, it was conjectured that the quantum gravity $S$-matrix has an exact symmetry given by a certain infinite-dimensional “diagonal” subgroup of the asymptotic supertranslation symmetries of Bondi, van der Burg, Metzner and Sachs (BMS) \cite{14,15}. In this paper, we show that the universal soft graviton theorem of \cite{10} is simply the Ward identity following from the diagonal BMS supertranslation symmetry of \cite{28}.

Put another way, it turns out that the deep discoveries made a half century ago about the structure of Minkowski scattering in theories with gravity by Weinberg and by BMS are equivalent, albeit phrased in very different languages.

The Ward identities following from the diagonal BMS supertranslations were expressed in \cite{28} in terms of data at null infinity, namely the Bondi news representing gravitational radiation together with certain infrared modes. These are described in terms of their retarded times and positions on the asymptotic conformal sphere. The soft graviton theorem on the other hand is described \cite{10} in terms of the scattering of momentum-space plane waves. The demonstration of this paper consists largely in transforming between these two different descriptions.
In the course of our demonstration it is necessary to carefully define the physical phase spaces \( \Gamma^\pm \) of gravitational modes at past and future null infinity (\( \mathcal{I}^- \) and \( \mathcal{I}^+ \)). \( \Gamma^\pm \) must include, in addition to the Bondi news, all soft graviton degrees of freedom which do not decouple from the \( \mathcal{S} \)-matrix. The latter we argue are constrained by boundary conditions at the boundaries of \( \mathcal{I}^\pm \).

The soft modes can be viewed as living on these boundaries, and the boundary conditions reduce their number by a crucial factor of 2. The reduced space of modes may then be identified (from their transformation law) as nothing but the Goldstone modes of spontaneously broken supertranslation invariance. The relevant physical phase spaces \( \Gamma^\pm \) become simply the usual radiative modes plus the Goldstone modes.\(^1\) The boundary constraint entails a modification of the naive Dirac bracket. After this modification canonical expressions for \( T^\pm \) are given which generate supertranslations on all of \( \Gamma^\pm \). While there has been much discussion of \( T^\pm \) over the decades, the construction of generators which act properly on the infrared as well as radiative modes is new.

This paper is organized as follows. In §6.2 we present the full \( \mathcal{I}^\pm \) phase spaces \( \Gamma^\pm \) (including the boundary condition), present the Dirac brackets and supertranslation generators \( T^\pm \) and identify the soft gravitons as Goldstone modes. §6.3 reviews the proposed relation \([28]\) between \( \mathcal{I}^+ \) and \( \mathcal{I}^- \) near where they meet at spatial infinity, together with the diagonal supertranslations which preserve this relation and provide a symmetry of the \( \mathcal{S} \)-matrix. §6.4 reviews the soft graviton theorem \([10]\). §6.5 describes the transformation between the asymptotic description of §6.3 and the momentum space description of §6.4. In §6.6 we show that Weinberg’s soft graviton theorem is the Ward

\(^1\)This is the minimal phase space required for a good action of supertranslations. We have not ruled out the possibility of further soft modes and a larger phase space associated to local conformal symmetries\([45, 98, 100–102]\) which could lie in components of the metric not considered here.
identity following from diagonal supertranslation invariance.

We mainly consider only the case of pure gravity but expect the inclusion of massless matter or gauge fields to be straightforward. New elements may arise in theories which do not revert to the vacuum in the far past and future. We expect that parallel results apply to the gauge theory case \([27]\). Related results are in \([89]\).

### 6.2 Supertranslation generators

In this section we construct the physical phase space, the symplectic form (or equivalently the Dirac bracket) and the canonical generators of supertranslations at \(\mathcal{I}^\pm\).

#### 6.2.1 Asymptotic vector fields

We consider asymptotically flat geometries in the finite neighborhood of Minkowski space defined in \([139]\) and referred to in \([28]\) as CK spaces. These have a large-\(r\) weak-field expansion near future null infinity (\(\mathcal{I}^+\)) in retarded Bondi coordinates (see \([45, 100–102]\) for details)

\[
ds^2 = -du^2 - 2dudr + 2r^2 \gamma_{zz}dzd\bar{z} + \frac{2m_B}{r}du^2 + rC_{zz}dz^2 + rC_{\bar{z}\bar{z}}d\bar{z}^2 - 2U_zdudz - 2U_{\bar{z}}dud\bar{z} + \cdots ,
\]

\(\text{where}^2\)

\[
U_z = -\frac{1}{2}D^2C_{zz}.
\]

\(^2\text{The }U_z \text{ defined here should not be confused with that defined after (4.4.1).}\)
The retarded time \( u \) parameterizes the null generators of \( \mathcal{I}^+ \) and \((z, \bar{z})\) parameterize the conformal \( S^2 \). The Bondi mass aspect \( m_B \) and \( C_{zz} \) depend on \((u, z, \bar{z})\), \( \gamma_{zz} = \frac{2}{(1 + z\bar{z})^2} \) is the round metric on unit \( S^2 \) and \( D_z \) is the \( \gamma \)-covariant derivative. Near past infinity \( \mathcal{I}^- \), CK spaces have a similar expansion in advanced Bondi coordinates

\[
\begin{align*}
    ds^2 &= -dv^2 + 2dvdr + r^2\gamma_{zz}dzd\bar{z} \\
    &+ \frac{2m_B}{r}dv^2 + rD_{zz}dz^2 + rD_{\bar{z}z}d\bar{z}^2 - 2V_z dv dz - 2V_{\bar{z}} dv d\bar{z} + \cdots,
\end{align*}
\]

where

\[
    V_z = \frac{1}{2}D^2D_{zz}.
\]

We denote the future (past) of \( \mathcal{I}^+ \) by \( \mathcal{I}^+_+ (\mathcal{I}^-_-) \), and the future (past) of \( \mathcal{I}^- \) by \( \mathcal{I}^-_+ (\mathcal{I}^-_-) \). These comprise the boundary of \( \mathcal{I} (\mathcal{I}^+ \cup \mathcal{I}^-) \). We also define the outgoing and incoming Bondi news by

\[
    N_{zz} \equiv \partial_u C_{zz}, \quad M_{zz} \equiv \partial_v D_{zz}. \quad (6.2.5)
\]

BMS\(^+\) transformations \([14, 15]\) are defined as the subgroup of diffeomorphisms which act non-trivially on the radiative data at \( \mathcal{I}^+ \). These include the familiar Lorentz transformations and super-translations. The latter are generated by the infinite family of vector fields\(^3\)

\[
    f \partial_u - \frac{1}{r} (D^\tau f \partial_\tau + D^z f \partial_z) + D^2 D_z f \partial_r, \quad (6.2.6)
\]

for any function \( f(z, \bar{z}) \) on the \( S^2 \). BMS\(^+\) acts on \( C_{zz} \) according to

\[
    \mathcal{L} f C_{zz} = f \partial_u C_{zz} - 2D_z^2 f. \quad (6.2.7)
\]

\(^3\)The subleading in \( \frac{1}{r} \) terms depend on the coordinate condition: see \([45, 100–102]\).
Similarly BMS$^-$ transformations act on $\mathcal{I}^-$ and contain the supertranslations parameterized by $f^-(z, \bar{z})$

$$f^− \partial_v + \frac{1}{r}(D^z f^- \partial_z + D^\bar{z} f^- \partial_{\bar{z}}) - D_z D_{\bar{z}} f^- \partial_r, \quad (6.2.8)$$

under which

$$\mathcal{L}_{f^-} D_{zz} = f^- \partial_v D_{zz} + 2D_z^2 f^-.$$ \quad (6.2.9)

### 6.2.2 Dirac brackets on $\mathcal{I}$

The Dirac bracket on the radiative modes (the non-zero modes of the Bondi news) at $\mathcal{I}^+$ was found in \cite{20, 25, 106, 107}

$$\{N_{zz}(u, z, \bar{z}), N_{ww}(u', w, \bar{w})\} = -16\pi G \partial_u \delta(u - u') \delta^2(z - w) \gamma_{zz}, \quad (6.2.10)$$

where $G$ is Newton’s constant. The generator of BMS$^+$ supertranslations on these modes is \cite{20, 25, 45, 100–102, 106, 107}

$$T^+(f) = \frac{1}{4\pi G} \int_{\mathcal{I}^+} d^2 z \gamma_{zz} f m_B$$

$$= \frac{1}{16\pi G} \int du d^2 z \left[ \gamma_{zz} N_{zz} N_{zz} + 2\partial_u (\partial_z U_z + \partial_{\bar{z}} U_{\bar{z}}) \right], \quad (6.2.11)$$

$$\{T^+(f), N_{zz}\} = f \partial_u N_{zz},$$

where in the second line we have used the constraints and assumed no matter fields.

Of course BMS$^+$ transformations acting on the radiative modes alone do not comprise an asymptotic symmetry. One must act on a larger phase space $\Gamma^+$ including some non-radiative modes.

The obvious guess is to identify this larger space with that parametrized by $C_{zz}$ itself, and define
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a bracket for all \((u, u')\) by integrating (6.2.10) to

\[
\{ C_{\mp}(u, z, \mp), C_{uw}(u', w, \mp) \} = 8\pi G \Theta(u - u')\delta^2(z - w)\gamma_{zz}, \tag{6.2.12}
\]

where \(\Theta(x) = \text{sign}(x)\). However if we use this we find, perhaps surprisingly,

\[
\{ T^+(f), C_{zz} \} = f \partial_u C_{zz} - D^2 z f \neq \mathcal{L}_f C_{zz}. \tag{6.2.13}
\]

The inhomogeneous term is off by a factor of 2. So clearly either the bracket (6.2.12) or the generator (6.2.11) is incorrect. This problem does not seem to have been addressed in the literature.

Here we solve this problem by motivating and imposing boundary conditions on \(C_{zz}\) at the boundaries of \(\mathcal{J}^+\), and incorporating this boundary constraint into a modified Dirac bracket. Since the constraints apply only to the boundary degree of freedom, (6.2.12) will be unaltered unless either \(u\) or \(u'\) is on the boundary. However this will turn out to give us exactly the missing factor of 2 in (6.2.13)! The supertranslation invariant boundary conditions are

\[
[\partial_z U_{\mp} - \partial_{\mp} U_z]_{\mathcal{J}^+} = 0, \tag{6.2.14}
\]

\[
N_{zz} \mid_{\mathcal{J}^+} = 0. \tag{6.2.15}
\]

Equivalently the first condition may be written

\[
[D^2 z C_{\mp} - D^2 L C_{zz}]_{\mathcal{J}^+} = 0. \tag{6.2.16}
\]

This reduces the boundary degrees of freedom by a factor of two. It has a coordinate invariant expression in terms of the component of the Weyl tensor sometimes referred to as the magnetic mass.
aspect:

\[ \text{Im } \Psi_{2}^{(0)} |_{\mathcal{H}^{\pm}} = 0. \quad (6.2.17) \]

There are two related motivations for this constraint besides the fact that it (as we will see momentarily) leads to a proper action of \( T^{+} \). First, the boundary condition \( (6.2.14) \) is obeyed by CK spaces [139]. Second, operator insertions of \( [\partial_{z} U_{z}]_{\mathcal{H}^{\pm}}^{\mathcal{H}^{\pm}} \) and \( [\partial_{\overline{z}} U_{\overline{z}}]_{\mathcal{H}^{\pm}}^{\mathcal{H}^{\pm}} \) correspond to soft gravitons and have non-vanishing \( S \)-matrix elements (due to Weinberg poles) even though they are pure gauge. Therefore they must be retained as part of the physical phase space. However these poles cancel in the difference \( [\partial_{z} U_{z}]_{\mathcal{H}^{\pm}}^{\mathcal{H}^{\pm}} - [\partial_{\overline{z}} U_{\overline{z}}]_{\mathcal{H}^{\pm}}^{\mathcal{H}^{\pm}} \). Hence this combination decouples from all \( S \)-matrix elements and should not be part of the physical phase space. Our constraint \( (6.2.14) \) projects out these fully decoupled modes.

The general solution of the constraints \( (6.2.16) \) can be expressed

\[ C_{zz} |_{\mathcal{H}^{\pm}} = D_{zz}^{2} C, \quad (6.2.18) \]
\[ \int_{-\infty}^{\infty} du N_{zz} = D_{zz}^{2} N, \quad (6.2.19) \]

where the boundary fields \( C, N \) are real.\(^4\) We may then take as our coordinates on phase space the boundary and bulk fields\(^5\)

\[ \Gamma^{+} \equiv \{ C(z, \overline{z}), N(z, \overline{z}), C_{zz}(u, z, \overline{z}), C_{\overline{z}z}(u, z, \overline{z}) \}. \quad (6.2.20) \]

\(^4\)These fields are not to be confused with the analogous fields that we defined for the gauge field in \( \S \text{2.4.2} \).

\(^5\)\( C \) and \( N \) each have four zero modes of \( \ell = 0 \) and \( \ell = 1 \) which are projected out by \( D_{zz}^{2} \) and hence do not appear in the metric. They might be omitted from the definition of \( \Gamma^{+} \) and do not play an important role in the present discussion. However we retain them for future reference: as will become apparent below the \( C \) zero modes have an interesting interpretation as the spatial and temporal position of the geometry.
The arguments $u$ of the bulk fields terms are restricted to non-boundary (i.e. finite) values only. The bulk-bulk Dirac brackets remain (6.2.12). A priori it is not obvious how one extends the bulk-bulk bracket (or equivalently the symplectic form) over all of $\Gamma^+$. We do so by first imposing (6.2.19) as a relation between bulk-bulk and bulk-boundary brackets in the form

$$D^2_2 \{ N(z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u, w, \mathcal{\bar{w}}) \} = \int_{-\infty}^{\infty} du' \{ N_{zz}(u', z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u, w, \mathcal{\bar{w}}) \},$$

and then constraining the boundary-boundary bracket by continuity in the form

$$D^2_\mathcal{w} \{ N(z, \mathcal{\bar{z}}), C(w, \mathcal{\bar{w}}) \} = \lim_{u \to -\infty} \{ N(z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u, w, \mathcal{\bar{w}}) \}.$$  \hspace{1cm} (6.2.22)

The non-zero Dirac brackets following from the boundary constraints (6.2.15), (6.2.16) are then uniquely determined as

$$\{ C_{\mathcal{\bar{z} \bar{z}}}(u, z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u', w, \mathcal{\bar{w}}) \} = 8\pi G \Theta(u - u') \delta^2(z - w) \gamma z \mathcal{\bar{z}},$$

$$\{ C(z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u', w, \mathcal{\bar{w}}) \} = -8GD^2_w (S \ln |z - w|^2),$$

$$\{ N(z, \mathcal{\bar{z}}), C_{\mathcal{w \mathcal{w}}} (u', w, \mathcal{\bar{w}}) \} = 16GD^2_w (S \ln |z - w|^2),$$

$$\{ N(z, \mathcal{\bar{z}}), C(w, \mathcal{\bar{w}}) \} = 16GS \ln |z - w|^2,$$

where $u, u'$ are not on the boundary and

$$S' \equiv \frac{(z - w)(\mathcal{\bar{z}} - \mathcal{\bar{w}})}{(1 + z \mathcal{\bar{z}})(1 + w \mathcal{\bar{w}})}.$$  \hspace{1cm} (6.2.24)

\*\*We note but do not pursue herein the interesting appearance of logarithms related to the four $C$ and $N$ zero modes. These are projected out by acting with $D^2_2$ and hence irrelevant to the supertranslation generators below.\*\*
$S$ is the sine-squared of the angle between $z$ and $w$ on the sphere and obeys
\[ D_w^2(S \ln |z-w|^2) = \frac{S}{(z-w)^2}, \]
\[ D_z^2 D_w^2(S \ln |z-w|^2) = \pi \gamma z \delta^2(z-w). \]

Similarly, on $\mathcal{I}^-$, the constraints $[\partial_z V_\pm - \partial_{\bar{z}} V_\pm]_{\mathcal{I}^-} = 0$ can be solved by
\[ D_{zz}|_{\mathcal{I}^-} = D_w^2 D, \quad \int_{-\infty}^{\infty} dv M_{zz} = D_w^2 M. \]

The coordinates on the phase space at $\mathcal{I}^-$ can then be taken as
\[ \Gamma^- \equiv \{ D(z, \bar{z}), M(z, \bar{z}), D_{zz}(v, z, \bar{z}), D_{\bar{z}z}(v, z, \bar{z}) \}, \]
where $v$ is not on the boundary. The non-zero Dirac brackets are
\[ \{ D_{\bar{z}z}(v, z, \bar{z}), D_{ww}(v', w, \bar{w}) \} = 8 \pi G \Theta(v - v') \delta^2(z - w) \gamma_{\bar{z}z}, \]
\[ \{ D(z, \bar{z}), D_{ww}(v', w, \bar{w}) \} = 8 G D_w^2(S \ln |z-w|^2), \]
\[ \{ M(z, \bar{z}), D_{ww}(v', w, \bar{w}) \} = 16 G D_w^2(S \ln |z-w|^2), \]
\[ \{ M(z, \bar{z}), D(w, \bar{w}) \} = 16 G S \ln |z-w|^2, \]
where $v, v'$ are not on the boundary.

The demand of continuity (6.2.22) is not as innocuous as it looks because we see from (6.2.23), (6.2.28) that other brackets (in particular $\{ N_{zz}, C_{ww} \}$) are not continuous as $u$ is taken to the boundary. We have not ruled out the possibility that there are inequivalent extensions of the symplectic form on the radiative phase space to all of $\Gamma^\pm$ corresponding to inequivalent quantizations of the boundary sector. In an action formalism, this could arise from different choices of boundary terms. However an a posteriori justification of our choice is, as we now show, that it leads to a
realization of supertranslations as a canonical transformation on $\Gamma^\pm$.

### 6.2.3 Canonical generators

The supertranslation generator may now be written in terms of bulk and boundary fields as

$$T^+(f) = \frac{1}{4\pi G} \int_{\mathcal{I}^+} d^2 z \gamma_z f m_B$$

$$= \frac{1}{16\pi G} \int du d^2 z f \gamma_z N_{zz} N^{zz} - \frac{1}{8\pi G} \int d^2 z \gamma_z f D_z^2 D_z^2 N,$$

where the integral over infinite $u$ in the first term is the Cauchy principal value. Using the brackets (6.2.23) one finds

$$\{T^+(f), N_{zz}\} = f \partial_u N_{zz},$$

$$\{T^+(f), C_{zz}\} = f \partial_u C_{zz} - 2D_z^2 f,$$

$$\{T^+(f), N\} = 0,$$

$$\{T^+(f), C\} = -2f,$$

as desired.

Similarly on $\mathcal{I}^-$,

$$T^-(f^-) = \frac{1}{16\pi G} \int dv d^2 z f^- \gamma_z M_{zz} M^{zz} + \frac{1}{8\pi G} \int d^2 z \gamma_z f^- D_z^2 D_z^2 M,$$

and

$$\{T^-(f^-), M_{zz}\} = f^- \partial_v M_{zz},$$

$$\{T^-(f^-), D_{zz}\} = f^- \partial_v D_{zz} + 2D_z^2 f^-,$$

$$\{T^-(f^-), M\} = 0,$$

$$\{T^-(f^-), D\} = 2f^-.$$
as desired.

At the quantum level supertranslations do not leave the usual in or out vacua invariant. Acting with $T^+$, the last term in (6.2.29) is linear in the graviton field operator and creates a new state with a soft graviton. The new state has energy degenerate with the out vacuum but different angular momentum. Hence supertranslation symmetry is spontaneously broken in the usual vacuum. The last line of (6.2.30) clearly identifies $-\frac{1}{2}C$ as the Goldstone mode associated with this symmetry breaking. It is conjugate to the soft graviton zero mode $N$.

In conclusion the construction of a generator of supertranslations on $I^\pm$ is possible but subtle and requires a careful analysis of the zero mode structure and boundary conditions on the boundaries of $I^\pm$.

### 6.3 Supertranslation invariance of the $S$-matrix

In this section we summarize the supertranslation invariance of the $S$-matrix conjectured in [28] as well as the associated Ward identity.

The first step is to understand how $I^+$ and $I^-$ may be linked near spatial infinity. In the conformal compactification of asymptotically flat spaces, the sphere at spatial infinity is the boundary of a point $i^0$. Null generators of $I$ in the conformal compactification of asymptotically flat spaces run from $I^-$ to $I^+$ through $i^0$. We label all points lying on the same such generator with the same value of $(z, \bar{z})$. This gives an ‘antipodal’ identification of points on the conformal spheres at $I^-$ with those on $I^+$. For CK spaces one may identify geometric data on $I_+^-$ with that at $I_+^-$ via the
continuity condition \[28\]

\[ C_{zz}\big|_{\mathcal{G}^+} = -D_{zz}\big|_{\mathcal{G}^-}, \quad \text{(6.3.1)} \]

or equivalently

\[ C(z, \overline{z}) = -D(z, \overline{z}). \quad \text{(6.3.2)} \]

In \[28\] it was conjectured that the “diagonal” subgroup of $\text{BMS}^+ \times \text{BMS}^-$ which preserves the continuity condition (6.3.1) is an exact symmetry of both classical gravitational scattering and the quantum gravity $S$-matrix. The diagonal supertranslation generators are those which are constant on the null generators of $\mathcal{I}$, i.e.

\[ f^-(z, \overline{z}) = f(z, \overline{z}). \quad \text{(6.3.3)} \]

The conjecture states that $S$-matrix obeys

\[ T^+(f)S - ST^-(f) = 0. \quad \text{(6.3.4)} \]

A Ward identity is then derived by taking the matrix elements of (6.3.4) between states with $n$ outgoing particles at $z_k$ on the conformal sphere at $\mathcal{I}$. These carry energies $\omega_k$, where

\[ \sum_{k=1}^{n} \omega_k = 0. \quad \text{(6.3.5)} \]

by total energy conservation. We denote the out and in states by $\langle \text{out} \mid$ and $\mid \text{in} \rangle$. Choosing $f(w, \overline{w}) = \frac{1}{z-w}$, it was shown that the matrix element of (6.3.4) between such states implies

\[ \langle \text{out} \mid : P_zS : \mid \text{in} \rangle = \langle \text{out} \mid S \mid \text{in} \rangle \sum_{k=1}^{n} \frac{\omega_k}{z - z_k}. \quad \text{(6.3.6)} \]
where the : : denotes time-ordering and the “soft graviton current” is defined by

\[ P_z \equiv \frac{1}{2G} \left( \int_{-\infty}^{\infty} dv \partial_v V_z - \int_{-\infty}^{\infty} du \partial_u U_z \right). \] (6.3.7)

Since \( P_z \) involves zero-frequency integrals over \( \mathscr{I}^\pm \) it creates and annihilates soft gravitons with a certain \( z \)-dependent wave function. The supertranslation Ward identity (6.3.6) relates \( S \)-matrix elements with and without insertions of the soft graviton current. It can also easily be seen \[28\] that (6.3.6) implies the general Ward identities following from (6.3.4) for an arbitrary function \( f(z, \bar{z}) \).

### 6.4 The soft graviton theorem

In this section, we specify our conventions and briefly review Weinberg's derivation of the soft graviton theorem for the simplest case of a free massless scalar. For more details and general spin see [10].

Einstein gravity coupled to a free massless scalar is described by the action

\[ S = -\int d^4x \sqrt{-g} \left[ \frac{2}{\kappa^2} R + \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right], \] (6.4.1)

where \( \kappa^2 = 32\pi G \). In the weak field perturbation expansion \( g_{AB} = \eta_{AB} + \kappa h_{AB} \) and the relevant leading terms are

\[ L_{\text{grav}} = -\frac{2}{\kappa^2} R = -\frac{1}{2} \partial_C h_{AB} \partial^C h^{AB} + \frac{1}{2} \partial_A \phi \partial^A \phi + \partial^A h_{AB} \partial_\rho h^{B\rho} - \partial_A h^{AB} \partial_B h + \cdots, \]

\[ L_s = -\frac{1}{2} \sqrt{-g} g^{AB} \partial_A \phi \partial_B \phi = -\frac{1}{2} \partial^A \phi \partial_A \phi + \frac{1}{2} \kappa h^{AB} \left[ \partial_A \phi \partial_B \phi - \frac{1}{2} \eta_{AB} \partial_C \phi \partial_C \phi \right] + \cdots. \] (6.4.2)

In harmonic gauge \( \partial^A h_{AB} = \frac{1}{2} \partial_B h \) the Feynman rules take the form (see [140])

Additional diagrams with the external graviton attached to internal lines cannot develop soft
poles\(^{-10}\). The contribution of these diagrams to the near-soft amplitude is

\[
\mathcal{A}_{n+1}^{AB}(q, p_1, \cdots, p_n) = \sum_{k=1}^{m} \mathcal{A}_n(p_1, \cdots, p_k + q, \cdots, p_n) \frac{-i}{(p'_k + q)^2 - i\varepsilon} \times \left[ \frac{i\kappa}{2} \left( p^A_k (p_k + q) + p^B_k (p_k + q) A - \eta^{AB} p_k \cdot (p_k + q) \right) \right] \tag{6.4.3}
\]

The soft graviton theorem is the leading term in \(q\)-expansion:

\[
\mathcal{A}_{n+1}^{AB}(q, p_1, \cdots, p_n) = \frac{\kappa}{2} \sum_{k=1}^{n} \frac{p_k^A p_k^B}{p_k \cdot q} \mathcal{A}_n(p_1, \cdots, p_n), \tag{6.4.4}
\]

where \(q \to 0\). While we reviewed the derivation here for a massless scalar, note that the pre-factor in square brackets is a universal soft factor and does not depend on the spin of the matter particles. Moreover the expression is actually gauge invariant. Under a gauge transformation \(\delta \varepsilon_{AB} = q_A \Lambda_B + q_B \Lambda_A\) one finds

\[
\delta \varepsilon_{AB} \mathcal{A}_{n+1}^{AB} = \kappa \Lambda^A \sum_{k=1}^{m} p_k A \mathcal{A}_n = 0 \tag{6.4.5}
\]

by momentum conservation. Hence (6.4.4) is valid in any gauge.

6.5 From momentum to asymptotic position space

The supertranslation Ward identity (6.3.6) is expressed in terms of field operator \(P_z\) integrated along fixed-angle null generators of \(\mathcal{J}\). Weinberg’s soft graviton theorem (6.4.3) is expressed in terms of momentum eigenmodes of the field operators. In this section, in order to compare the two, we transform the field operator between these two bases.

We start with the mode expansion for the graviton field, \(h_{AB}\),

\[
h_{AB}(x) = \sum_{\alpha=\pm} \int \frac{d^3q}{(2\pi)^3} \frac{1}{2\omega_q} \left[ \varepsilon^{(\alpha)}_{AB}(\vec{q})^* a_{h,\alpha}(\vec{q}) e^{iq \cdot x} + \varepsilon^{(\alpha)}_{AB}(\vec{q}) a^\dagger_{h,\alpha}(\vec{q}) e^{-iq \cdot x} \right], \tag{6.5.1}
\]
where \( q^0 = \omega_q = |\vec{q}| \), \( \alpha = \pm \) are the two helicities and
\[
[a_{h,\alpha}(\vec{q}), a_{h,\beta}(\vec{q'})] = \delta_{\alpha\beta}(2\omega_q)(2\pi)^3\delta^3(\vec{q} - \vec{q'}) .
\] (6.5.2)

The outgoing gravitons with momentum \( q \) and polarization \( \alpha \) as in the amplitude (6.4.3) correspond to final-state insertions of \( a_{h,\alpha}(\vec{q}) \). In retarded Bondi coordinates, it follows from (6.2.1) that on \( \mathcal{I}^+ \)
\[
C_{zz}(u, z, \overline{z}) = \kappa \lim_{r \to \infty} \frac{1}{r} h_{zz}(r, u, z, \overline{z}) .
\] (6.5.3)

Taking the large \( r \) expansion as in §2.5, we find
\[
C_{zz} = -\frac{i\kappa}{16\pi^2} (E_z^+)^2 \int_{0}^{\infty} d\omega_q \left[ a_{h,+}(\omega_q \hat{y}) e^{-i\omega_q u} - a_{h,-}(\omega_q \hat{y})^\dagger e^{i\omega_q u} \right] .
\] (6.5.4)

where we have \( \varepsilon_{AB}^{(\pm)}(q) = \varepsilon_A^{(\pm)}(q) \varepsilon_B^{(\pm)}(q) \) where \( \varepsilon_A^{(\pm)}(q) \) is given by (2.5.14).

Defining
\[
N_{zz}^{\omega}(z, \overline{z}) \equiv \int_{-\infty}^{\infty} du e^{i\omega_q u} \partial_u C_{zz} ,
\] (6.5.5)

and using (6.5.4), we find
\[
N_{zz}^{\omega}(z, \overline{z}) = -\frac{\kappa}{8\pi} (E_z^+)^2 \int_{0}^{\infty} d\omega_q \omega_q \left[ a_{h,+}(\omega_q \hat{y}) \delta(\omega_q - \omega) + a_{h,-}(\omega_q \hat{y})^\dagger \delta(\omega_q + \omega) \right] .
\] (6.5.6)

When \( \omega > 0 \) (\( \omega < 0 \)), only the first (second) term contributes and we find
\[
N_{zz}^{\omega}(z, \overline{z}) = -\frac{\kappa \omega}{8\pi} (E_z^+)^2 a_{h,+}(\omega \hat{y}) ,
\] (6.5.7)
\[
N_{zz}^{\omega}(z, \overline{z}) = -\frac{\kappa \omega}{8\pi} (E_z^+)^2 a_{h,-}(\omega \hat{y}) ,
\]
where we have taken $\omega > 0$. In the case of the zero mode, we will define it in a hermitian way

$$N^0_{zz} \equiv \lim_{\omega \to 0^+} \frac{1}{2} (N^\omega_{zz} + N^{-\omega}_{zz}).$$

(6.5.8)

It follows that

$$N^0_{zz}(z,\bar{z}) = -\frac{\kappa}{16\pi} (E_z^+)^2 \lim_{\omega \to 0^+} \left[ \omega a_{h,+}(\omega \hat{y}) + \omega a_{h,-}(\omega \hat{y})^\dagger \right].$$

(6.5.9)

A parallel construction is possible on $\mathcal{I}^-$. Defining

$$M^\omega_{zz}(z,\bar{z}) \equiv \int_{-\infty}^{\infty} dv e^{i\omega v} \partial_v D_{zz},$$

(6.5.10)

we find for $\omega > 0$

$$M^\omega_{zz}(z,\bar{z}) = -\frac{\kappa \omega}{8\pi} (E_z^+)^2 a_{h,+}(\omega \hat{y}),$$

$$M^{-\omega}_{zz}(z,\bar{z}) = -\frac{\kappa \omega}{8\pi} (E_z^+)^2 a_{h,-}(\omega \hat{y}).$$

(6.5.11)

At $\omega = 0$,

$$M^0_{zz}(z,\bar{z}) \equiv -\frac{\kappa}{16\pi} (E_z^+)^2 \lim_{\omega \to 0^+} \left[ \omega a_{h,+}(\omega \hat{y}) + \omega a_{h,-}(\omega \hat{y})^\dagger \right].$$

(6.5.12)

From (6.5.5) and (6.5.10) we have also

$$N^0_{zz}(z,\bar{z}) = D_z^2 N,$$

$$M^0_{zz}(z,\bar{z}) = D_z^2 M.$$  

(6.5.13)

(6.5.14)

Defining

$$O_{zz} \equiv N^0_{zz}(z,\bar{z}) + M^0_{zz}(z,\bar{z}) = D_z^2 N + D_z^2 M,$$

we find for $\omega > 0$

$$O_{zz}(z,\bar{z}) = \frac{1}{4G} D^2 O_{zz}.$$

(6.5.15)
6.6 Soft graviton theorem as a Ward identity

Equations (6.5.12)-(6.5.15) express the soft graviton current $P_z$ in terms of standard momentum space creation and annihilation operators. Amplitudes involving the latter are given by Weinberg’s soft graviton theorem. In this section we simply plug this in and reproduce the supertranslation Ward identities.

We consider an $S$-matrix element of $n$ outgoing particles denoted by $\omega_m = \langle \text{out}|S|\text{in}\rangle$. We now consider the $S$-matrix element $\langle \text{out}| : O_{zz} S : | \text{in}\rangle$ with a time ordered insertion. Using (6.5.12) and (6.5.14), this can be written as

$$\langle \text{out}| : O_{zz} S : | \text{in}\rangle = -\frac{\kappa (E^+_z)^2}{16 \pi} \lim_{\omega \to 0} \omega \left[ \langle \text{out}|a_{h,+}(\omega \hat{y}) S|\text{in}\rangle + \langle \text{out}|S a_{h,-}^\dagger(\omega \hat{y})|\text{in}\rangle \right].$$

(6.6.1)

Here, we have used the fact that $a_{h,-}^\dagger(\omega \hat{y}) (a_{h,+}(\omega \hat{y}))$ annihilates the out (in) state for $\omega \to 0$. The first term is the $S$-matrix element with a single outgoing positive helicity soft graviton with spatial momentum $\omega \hat{y}$, while the second term is the $S$-matrix element with a single incoming negative helicity soft graviton also with spatial momentum $\omega \hat{y}$. The two amplitudes are equal, and we get

$$\langle \text{out}| : O_{zz} S : | \text{in}\rangle = -\frac{\kappa}{8 \pi} (E^+_z)^2 \lim_{\omega \to 0} \omega \langle \text{out}|a_{h,+}(\omega \hat{y}) S|\text{in}\rangle.$$  

(6.6.2)

The soft graviton theorem (6.4.4) with a positive helicity outgoing graviton reads

$$\lim_{\omega \to 0} \omega \langle \text{out}|a_{h,+}(\hat{q}) S|\text{in}\rangle = \frac{\kappa}{2} \lim_{\omega \to 0} \sum_{k=1}^{n} \omega \frac{|p_k : e^+(q)|^2}{p_k \cdot q} \langle \text{out}|S|\text{in}\rangle.$$  

(6.6.3)

This holds even if for example the initial state contains soft gravitons because of the factor of $\omega$ in (6.5.2).
Parameterizing the momenta $p_i$ in terms of $(\omega_i, z_i, \bar{z}_i)$ and $q$ in terms of $(\omega, z, \bar{z})$, we find

$$\langle \text{out} | : \mathcal{O}_{zz} \mathcal{S} : | \text{in} \rangle = \frac{8G}{(1 + z \bar{z})} \langle \text{out} | \mathcal{S} | \text{in} \rangle \sum_{k=1}^{n} \frac{\omega_k (\bar{z} - \bar{z}_k)}{(z - z_k) (1 + z_k \bar{z}_k)}.$$  \hspace{1cm} (6.6.4)

Now, using (6.5.15), we can relate the insertion of $P_z$ to that of $\mathcal{O}_{zz}$.

$$\langle \text{out} | : P_z \mathcal{S} : | \text{in} \rangle = \frac{1}{4G} \gamma^{zz} \partial_z \langle \text{out} | : \mathcal{O}_{zz} \mathcal{S} : | \text{in} \rangle$$

$$= \langle \text{out} | \mathcal{S} | \text{in} \rangle \sum_{k=1}^{n} \frac{\omega_k}{z - z_k} + \langle \text{out} | \mathcal{S} | \text{in} \rangle \sum_{k=1}^{n} \frac{\omega_k \bar{z}_k}{1 + z_k \bar{z}_k}.$$ \hspace{1cm} (6.6.5)

The very last square bracket vanishes due to total momentum conservation. We then have

$$\langle \text{out} | : P_z \mathcal{S} : | \text{in} \rangle = \sum_{k=1}^{n} \frac{\omega_k}{z - z_k},$$ \hspace{1cm} (6.6.6)

which reproduces exactly the supertranslation Ward identity (6.3.6) derived in [28]. We can also run the above argument backwards to show that this supertranslation Ward identity implies Weinberg’s soft graviton theorem.
In this chapter, we study what is presumably the most interesting aspect of the relationship between soft theorems and asymptotic symmetries, namely the equivalence of the recently discovered sub-leading soft-graviton theorem \cite{11} and BMS superrotations, which act as Virasoro transformations on the asymptotic $S^2$. This chapter is a modified extract of \cite{5}.
7.1 Introduction

Any quantum scattering amplitude of massless particles in four-dimensional (4D) asymptotically Minkowskian spacetime can be rewritten as a correlation function on the celestial sphere at null infinity. Asymptotic one-particle states are represented as operator insertions on the sphere at the points where they exit or enter the spacetime. The energy and other flavor or quantum numbers then label distinct operators. The $SL(2, \mathbb{C})$ Lorentz invariance acts as the global conformal group on the celestial sphere and implies that these correlators lie in $SL(2, \mathbb{C})$ representations.

In this paper we consider the $\mathcal{S}$-matrix for 4D quantum gravity in asymptotically Minkowskian spacetime. We construct an explicit soft-graviton mode, denoted $T_{zz}$, and prove that its insertions in the tree-level $\mathcal{S}$-matrix (with no other external soft insertions) obey all the Virasoro-Ward identities of a stress tensor insertion in a CFT$_2$ correlator on the sphere. Our main tool is the subleading soft-graviton theorem [11, 141–143]. Our construction refines and extends results and conjectures of [45, 98–101, 103]. It demonstrates that such quantum gravity scattering amplitudes are in Virasoro representations, as are CFT$_2$ correlators. This extends from gauge theory to gravity earlier work [1, 2] in which soft-photon and gluon insertions were shown to obey the Ward identities of a Kac-Moody algebra on the celestial sphere.

The current work has several limitations. We do not consider massive particles, but do expect the extension to the massive case to be possible along the lines of [31, 132, 134]. Qualitatively important issues arise - including a possible central term - when there are multiple soft insertions that are not addressed here. At the one-loop level, corrections to the Ward identity are expected as a consequence
of corrections to the soft theorem \cite{111, 112, 119}. We have not analyzed their implications. Finally, although our results imply that certain quantum gravity scattering amplitudes are in Virasoro representations, there is no reason to expect that they are the same kinds of unitary representations appearing in conventional 2D CFTs. We leave the nature of these representations to future work.

7.2 Soft-Graviton Limits

In this paper, we consider tree-level scattering amplitudes of massless particles in four dimensions. Let \( \mathcal{A}^{(\pm)}_{n+1}(q) \) be an amplitude involving a graviton of momentum \( q^A \) and polarization \( \varepsilon_{AB}^{(\pm)}(q) \) as well as \( n \) other massless asymptotic states

\[
\mathcal{A}^{(\pm)}_{n+1}(q) = \langle \text{out}; q, \pm | \mathcal{S} | \text{in} \rangle .
\] (7.2.1)

The soft \( q^0 \to 0 \) limit of this amplitude is governed by the leading \cite{10} and sub-leading \cite{11, 141-143} soft-graviton theorems\footnote{As shown in \cite{11, 121, 122}, tree-level graviton amplitudes are also constrained by a sub-subleading soft-graviton theorem.}

\[
\mathcal{A}^{(\pm)}_{n+1}(q) \to \left[ S_0^{(\pm)} + S_1^{(\pm)} + \mathcal{O}(q) \right] \mathcal{A}_n ,
\] (7.2.2)

where \( \mathcal{A}_n \) is the original amplitude without the soft-graviton and

\[
S_0^{(\pm)} = \frac{\kappa}{2} \sum_{k=1}^{n} p_k^A p_k^B \varepsilon_{AB}^{(\pm)}(q) / p_k \cdot q , \quad S_1^{(\pm)} = -\frac{i \kappa}{2} \sum_{k=1}^{n} \varepsilon_{AB}^{(\pm)}(q) p_k^A p_k^C J_{kAB} ,
\] (7.2.3)

where \( \kappa = \sqrt{32\pi G} \) and \( J_{kAB} \) is the angular momentum operator acting on the \( k \)th outgoing state.

It is the sum of the orbital angular momentum operator \( L_{kAB} \) and spin angular momentum \( S_{kAB} \).
Explicitly (see [97]),
\[
\mathcal{L}_{kAB} = -i \left[ p_{kA} \frac{\partial}{\partial p_k^B} - p_{kB} \frac{\partial}{\partial p_k^A} \right],
\]
\[
\mathcal{S}_{kAB} = -i s_k \left[ \varepsilon_A^{(+)}(p_k) \varepsilon_B^{(-)}(p_k) - \varepsilon_B^{(+)}(p_k) \varepsilon_A^{(-)}(p_k) \right] + s_k \varepsilon_C^{(+)}(p_k) \mathcal{L}_{kAB} \varepsilon^{(-)}(p_k).
\]

(7.2.4)

\(\varepsilon_A^{(\pm)}(p)\) are polarization vectors that satisfy\(^2\)
\[
\varepsilon^{(\pm)}(p) \cdot p = 0, \quad \varepsilon^{(\pm)}(p) \cdot \varepsilon^{(\pm)}(p) = 0, \quad \varepsilon^{(\pm)}(p) \cdot \varepsilon^{(\pm)}(p) = 1.
\]

(7.2.5)

Equation (7.2.4) continues to hold for particles of half-integer helicity provided that the little group phase of the wavefunction is chosen consistently. Gauge invariance of the leading and subleading soft limits implies momentum and angular momentum conservation respectively,
\[
\sum_{k=1}^{n} p_k^A \mathcal{A}_n = \sum_{k=1}^{n} J_{kAB} \mathcal{A}_n = 0.
\]

(7.2.6)

To write out the soft factors explicitly, we parameterize the massless momenta and polarization vectors in terms of \((\omega_i, z_i, \bar{z}_i)\). In this parameterization, the soft factors (7.2.3) are given by
\[
\mathcal{S}_0^{(+)} = -\frac{\kappa}{2\omega} (1 + z \bar{z}) \sum_{k=1}^{n} \frac{\omega_k (\bar{z} - \bar{z}_k)}{(z - z_k)(1 + z_k \bar{z}_k)},
\]
\[
\mathcal{S}_0^{(-)} = -\frac{\kappa}{2\omega} (1 + z \bar{z}) \sum_{k=1}^{n} \frac{\omega_k (z - \bar{z}_k)}{(z - \bar{z}_k)(1 + z_k \bar{z}_k)},
\]
\[
\mathcal{S}_1^{(+)} = \frac{\kappa}{2} \sum_{k=1}^{n} \frac{(\bar{z} - \bar{z}_k)^2}{z - z_k} \left[ \frac{2\bar{h}_k}{\bar{z} - \bar{z}_k} - \Gamma_{z_k \bar{z}_k} \bar{h}_k - \partial_{\bar{z}_k} + |s_k| \Omega_{z_k} \right],
\]
\[
\mathcal{S}_1^{(-)} = \frac{\kappa}{2} \sum_{k=1}^{n} \frac{(z - \bar{z}_k)^2}{z - z_k} \left[ \frac{2h_k}{z - z_k} - \Gamma_{z_k \bar{z}_k} h_k - \partial_{z_k} + |s_k| \Omega_{z_k} \right].
\]

(7.2.7)

\(^2\)Note that (7.2.5) is invariant under \(\varepsilon_A^{(\pm)}(q) \rightarrow e^{i\theta(q)} \varepsilon_A^{(\pm)}(q)\), i.e. (7.2.5) only determines the polarizations up to an overall momentum dependent phase. These correspond to the little group transformations.
Here $\Gamma_{zz}$ is the connection with respect to the unit round metric $\gamma_{zz} = 2(1 + z\bar{z})^{-2}$ on the sphere, $\Omega_{z} = \frac{1}{2} \Gamma_{zz}$ is the spin connection, and we have defined the operators:

$$h_k \equiv \frac{1}{2} (s_k - \omega_k \partial \omega_k), \quad \bar{h}_k \equiv \frac{1}{2} (-s_k - \omega_k \partial \omega_k). \quad (7.2.8)$$

In this parameterization, equation (7.2.6) takes the form:

$$\left( \sum_{k=1}^{n} \omega_k \right) \mathcal{A}_n = \left( \sum_{k=1}^{n} \frac{z_k + \bar{z}_k}{1 + z_k \bar{z}_k} \right) \mathcal{A}_n = 0,$$

$$-i \left( \sum_{k=1}^{n} \frac{z_k \bar{z}_k}{1 + z_k \bar{z}_k} \right) \mathcal{A}_n = \left( \sum_{k=1}^{n} \frac{1 - z_k \bar{z}_k}{1 + z_k \bar{z}_k} \right) \mathcal{A}_n = 0,$$

$$-i \sum_{k=1}^{n} \left[ Y^{z_k} (\partial_{z_k} - |s_k| \Omega_{z_k}) + Y^{\bar{z}_k} (\partial_{\bar{z}_k} - |s_k| \Omega_{\bar{z}_k}) + D_{z_k} Y^{z_k} h_k + D_{\bar{z}_k} Y^{\bar{z}_k} \bar{h}_k \right] \mathcal{A}_n = 0, \quad (7.2.9)$$

where $Y^z(z) = a + bz + cz^2$ is a global conformal Killing vector and $D_z$ is the covariant derivative on the unit sphere.

### 7.3 Mode Expansions and Zero Modes on $I^+$

We now define certain zero-modes on $I^+$ and rewrite the leading and subleading soft-graviton theorem in terms of the zero mode insertions. We recall from (6.5.4) that near $I^+$, we have the following mode expansion:

$$C_{\bar{z}z}(u, z, \bar{z}) = -\frac{i\kappa}{16\pi^2} (E_{\bar{z}z}^2) \int_0^{\infty} d\omega \left[ a h_+ (\omega \bar{y}) e^{-i\omega u} - a^\dagger h_- (\omega \bar{y}) e^{i\omega u} \right]. \quad (7.3.1)$$

---

3Single particle momentum eigenstates do not diagonalize the dilation operator $h_k + \bar{h}_k$. At tree-level, amplitudes are rational functions of the external momenta and we can formally define Mellin-transformed primary operators $\bar{O}(m, z, \bar{z}) = \int_0^{\infty} d\omega \omega^{m-1} O(\omega, z, \bar{z})$ with conformal weights $h = \frac{1}{2} (s + m), \bar{h} = \frac{1}{2} (-s + m)$. 
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Let us define (as in (6.5.5)),

\[ N_\omega^\omega \equiv \int du e^{i\omega u} N_\omega \omega, \quad N_\omega \omega \equiv \int du e^{i\omega u} N_{\omega \omega}. \]  

(7.3.2)

We now define the zero modes

\[ N^{(0)}_\omega \omega \equiv \int du N_{\omega \omega} = \frac{1}{2} \lim_{\omega \to 0} \left( N_\omega^\omega + N_{-\omega}^{-\omega} \right) \]  

(7.3.3)

and

\[ N^{(1)}_\omega \omega \equiv \int du u N_{\omega \omega} = -\frac{i}{2} \lim_{\omega \to 0} \partial_\omega \left[ N_\omega^\omega - N_{-\omega}^{-\omega} \right] \]  

(7.3.4)

along with similar definitions for \( N^{(0)}_{\omega \omega} \) and \( N^{(1)}_{\omega \omega} \). We note that \( N^{(1)}_{\omega \omega} \) involves one less factor of \( \omega \) than \( N^{(0)}_{\omega \omega} \), but has the Weinberg pole projected out by the factor of \( 1 + \omega \partial_\omega \). Hence it has nonzero finite scattering amplitudes.

The insertion of the zero mode (7.3.4) is then given by (7.2.2) and (7.2.7) with

\[ \langle \text{out} | N^{(1)}_{\omega \omega} S | \text{in} \rangle = 4 \bar{G} \sum_{k=1}^n \frac{(z - z_k)^2}{\bar{z} - \bar{z}_k} \left[ \frac{2\bar{h}_k}{z - z_k} - \frac{\Gamma_{z_k}^{z_k z_k} h_k}{z - z_k} \partial_{z_k} + |s_k| \Omega_{z_k} \right] \langle \text{out} | S | \text{in} \rangle. \]  

(7.3.5)

### 7.4 A 2D Stress Tensor

Recall from Chapter 4 that massless scattering amplitudes \( A_n \) of any four-dimensional theory may always be recast as two-dimensional correlation functions of local operators on the asymptotic \( S^2 \) at
null infinity as

$$\mathcal{A}_n = \langle O_1(\omega_1, z_1, \overline{z}_1) \cdots O_n(\omega_n, z_n, \overline{z}_n) \rangle.$$  \hspace{1cm} (7.4.1)

The particle created by $O_k$ intersects the asymptotic $S^2$ at the point $(z_k, \overline{z}_k)$\(^4\). The four-dimensional Lorentz group $SL(2, \mathbb{C})$ acts as the global conformal group on the asymptotic $S^2$ according to\(^5\)

$$z \rightarrow z' = \frac{az + b}{cz + d}, \quad ad - bc = 1.$$ \hspace{1cm} (7.4.2)

This implies that all Minkowskian QFT\(_4\) amplitudes are in representations of the same global conformal group as Euclidean CFT\(_2\) correlators. In this section we will see that (hard) quantum gravity amplitudes are in representations of the full CFT\(_2\) Virasoro group. Indeed it has already been shown that the leading soft-photon and graviton theorems are the Ward identities of abelian Kac-Moody current algebras acting on the asymptotic $S^2$. A similar Kac-Moody structure for non-abelian gauge theory scattering amplitudes was studied in \([105]\). The leading soft-gluon theorem in a non-abelian gauge theory with gauge group $G$ was shown in \([2]\) to be equivalent to the Ward identity of a $G$ Kac-Moody current algebra. In all of these cases, holomorphic Kac-Moody current insertions were related to positive helicity soft insertions. For instance, the soft-photon Kac-Moody

\(^4\)The same is not true for scattering amplitudes involving massive particles since a massive four-momentum does not localize to a point on $\mathcal{S}$. However following \([31, 132, 134]\) we expect the analysis of this paper to have a suitable generalization to the massive case, as the subleading soft theorem \([11, 141-143]\) remains valid for massive particles.

\(^5\)This also acts on the energy as

$$\tilde{\omega} \rightarrow \tilde{\omega}|cz + d|^2, \quad \tilde{\omega} = \frac{\omega}{1 + z\overline{z}}.$$
Moody current is

\[ J_z = -\frac{8\pi}{e^2} F_{uz}^{(0)} = \frac{1}{e} F_z^+ \lim_{\omega \to 0} \left[ \omega a_{\mathcal{F}_+} (\omega \hat{y}) + \omega a_{\mathcal{F}_-} (\omega \hat{y}) \right], \tag{7.4.3} \]

where \( F_{uz}^{(0)} \) is the zero mode of the photon field strength, and \( a_{\mathcal{F}_+} (\omega \hat{y}) \) creates outgoing positive helicity photons. Insertions of this current take the form

\[ \langle J_z \mathcal{O}_1 \cdots \mathcal{O}_n \rangle = \sum_k \frac{Q_k}{z - z_k} \langle \mathcal{O}_1 \cdots \mathcal{O}_n \rangle, \tag{7.4.4} \]

where \( eQ_k \) is the electric charge of the operator \( \mathcal{O}_k \) and we have dropped the dependence of the operators on \( (\omega_k, z_k, \tau_k) \) for compactness.

In a similar vein, it has been shown \[29, 103\] that the subleading soft-graviton theorem is the Ward identity for the superrotations \[45\] which generate an infinite-dimensional Virasoro subgroup of the extended BMS group\(^6\). In the language of 2D correlators, the current corresponding to these local conformal transformations is the stress tensor. We now turn to an explicit construction of this operator.

Our starting point is (7.3.5) which has a form reminiscent of a stress tensor Ward identity. To bring this into the usual form, we define

\[ T_{zz} \equiv -\frac{i}{8\pi G} \int d^2w \frac{1}{z - w} D^2 w D^w N^{(1)} \tag{7.4.5} \]

Then (7.3.5) implies

\[ \langle T_{zz} \mathcal{O}_1 \cdots \mathcal{O}_n \rangle = \sum_{k=1}^n \left[ \frac{h_k}{(z - z_k)^2} + \frac{\Gamma_{z_k z_k}}{z - z_k} h_k + \frac{1}{z - z_k} (\partial_{z_k} - |s_k| \Omega_{z_k}) \right] \langle \mathcal{O}_1 \cdots \mathcal{O}_n \rangle, \tag{7.4.6} \]

\(^6\)The sub-subleading soft-graviton theorem has also been recently recast as a symmetry of the \( S \)-matrix (see [144, 145]).
which is the precise form of the stress tensor correlator in a conformal field theory on a curved background. This can be brought to the more familiar form by dressing the operators with appropriate factors of the zweibein (see [146] for a more detailed discussion).

Define the charge

$$T_C[Y] = \oint_C \frac{dz}{2\pi i} Y^z T_{zz}, \quad (7.4.7)$$

where $Y^z$ is a local CKV obeying $\partial_z Y^z = 0$ with no singularities inside the contour. Insertions of (7.4.7) take the form

$$\langle T_C[Y] O_1 \cdots O_n \rangle = \sum_{k \in C} [D_{z_k} Y^{z_k} h_k + Y^{z_k} (\partial_{z_k} - |s_k| \Omega_{z_k})] \langle O_1 \cdots O_n \rangle. \quad (7.4.8)$$

Thus, $T_C[Y]$ generates a local conformal transformation on all operators inside $C$.

Now, consider a contour $C$ that encircles all $z_k$ and a $Y^z$ that is globally defined on the sphere, i.e. $Y^z = a + bz + cz^2$. Since we are on a compact $S^2$, insertions of $T_C[Y]$ can be computed by either closing the contour towards $z = z_k$ or away from it. No poles are crossed when the contour is closed away from $z = z_k$ and these insertions must vanish. In other words,

$$\sum_{k=1}^n [D_{z_k} Y^{z_k} h_k + Y^{z_k} (\partial_{z_k} - |s_k| \Omega_{z_k})] \langle O_1 \cdots O_n \rangle = 0, \quad Y^z = a + bz + cz^2, \quad (7.4.9)$$

which is the statement of boost/angular momentum conservation (7.2.9).

The stress tensor (7.4.5) is non-local on $S^2$ in the news tensor zero mode $N^{(1)}_z$. Nevertheless, we

---

This operator is closely related to the soft part of the superrotation charge defined in [103]. More precisely if $C$ is a contour that surrounds all $z_k$, then

$$Q_S^+ = -\frac{i}{2} T_C[Y].$$

---
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have proven that insertions of $T_{zz}$ are local on the $S^2$. In contrast, the construction of the boundary stress tensor in AdS/CFT \cite{147, 148} is local in the bulk fields when written in terms of subleading terms in the metric expansion. Leading and subleading terms in the metric expansion have a gauge-dependent and generally nonlocal relation on the $S^2$ enforced by the Einstein equation. We have tried but failed to find, by rewriting $X_{zz}^{(1)}$ in terms of subleading metric components, such a local expression in Bondi gauge\footnote{The $O(r^0)$ term in $g_{zz}$ is an obvious suspect.}. However it is possible that such a manifestly local expression exists in some other gauge. On the other hand, the non-locality may indicate that the Virasoro action in 4D quantum gravity has a different character than that in conventional 2D CFT. We leave this question unanswered for now.

Obviously an anti-holomorphic stress tensor $T_{\bar{z}\bar{z}}$ could be similarly constructed. However, a number of yet-unresolved issues arise for multiple soft-current insertions, even in the Maxwell case, as discussed in \cite{1, 2}. The result of this paper is that insertions of a single $T_{zz}$ generate local conformal transformations when all other insertions are hard.
Most of the notations that are used in this thesis are described in the text when they are introduced.

For quick reference, we also summarize our notations and conventions here along with some useful explicit formulae that are extensively used in the calculations.
A.1 Coordinate Conventions

Cartesian coordinates are denoted $y^A \equiv (y^0, y^1, y^2, y^3)$. Retarded coordinates $(u, r, z, \bar{z})$ and advanced coordinates are $(v, r, \tilde{z}, \tilde{\bar{z}})$ are related to the Cartesian coordinates as

\begin{align*}
    t &= u + r = v - r, \\
y^1 &= \frac{r(z + \bar{z})}{1 + z\bar{z}} = -\frac{r(\tilde{\bar{z}} + \tilde{z})}{1 + \tilde{z}\tilde{\bar{z}}}, \\
y^2 &= \frac{-ir(z - \bar{z})}{1 - z\bar{z}} = \frac{ir(\tilde{\bar{z}} - \tilde{z})}{1 - \tilde{z}\tilde{\bar{z}}}, \\
y^3 &= \frac{r(1 - z\bar{z})}{1 + z\bar{z}} = -\frac{r(1 - \tilde{\bar{z}}\tilde{z})}{1 + \tilde{z}\tilde{\bar{z}}}. \\
\end{align*}

(A.1.1)

The unit vector is

\[ \hat{y}(z, \bar{z}) = \frac{1}{1 + z\bar{z}} (z + \bar{z}, -i(z - \bar{z}), 1 - z\bar{z}) . \]

(A.1.2)

We will often use the notation $\hat{y} \equiv \hat{y}(z, \bar{z})$ and $\hat{y}_k \equiv \hat{y}(z_k, \bar{z}_k)$.

$(z, \bar{z})$ coordinates are related to $(\tilde{z}, \tilde{\bar{z}})$ by the anti-podal map

\[ \tilde{z} = -\frac{1}{\bar{z}}, \quad \tilde{\bar{z}} = -\frac{1}{z} \quad \Rightarrow \quad \hat{y}(z, \bar{z}) = -\hat{y}(\tilde{z}, \tilde{\bar{z}}) . \]

(A.1.3)
The metric of Minkowski space $M_4$ in each of these coordinates is

\[ ds^2 = -(dy^0)^2 + (dy^1)^2 + (dy^2)^2 + (dy^3)^2 , \]
\[ = -du^2 - 2du dr + 2r \gamma_{zz} dz \tilde{d}z , \]  
\[ = -dv^2 + 2dv dr + 2r \gamma_{zz} dz \tilde{d}z , \]

where

\[ \gamma_{zz} = \frac{2}{(1 + z^2)^2} . \]

The non-vanishing Christoffel symbols are

\[ \Gamma^u_{zz} = -\Gamma^r_{zz} = r \gamma_{zz} = \frac{2r}{(1 + z^2)^2} , \]
\[ \Gamma^z_{rr} = \frac{1}{r} , \]
\[ \Gamma^z_{zz} = \gamma_{zz} \partial_z \gamma_{zz} = -\frac{2z}{1 + z^2} . \]

We also introduce four dimension vierbein

\[ e^A = dy^A = \frac{\partial y^A}{\partial x^\mu} dx^\mu , \quad \omega^A_B(e) = 0 . \]
Explicitly

\[ e^0 = du + dr , \]
\[ e^1 = \frac{z + \bar{z}}{1 + z\bar{z}} dr + \frac{r(1 - \bar{z}^2)}{(1 + z\bar{z})^2} dz + \frac{r(1 - z^2)}{(1 + z\bar{z})^2} d\bar{z} , \]
\[ e^2 = \frac{-i(z - \bar{z})}{1 + z\bar{z}} dr - \frac{ir(1 + \bar{z}^2)}{(1 + z\bar{z})^2} dz + \frac{ir(1 + z^2)}{(1 + z\bar{z})^2} d\bar{z} , \]
\[ e^3 = \frac{1 - z\bar{z}}{1 + z\bar{z}} dr - \frac{2rz}{(1 + z\bar{z})^2} dz - \frac{2r\bar{z}}{(1 + z\bar{z})^2} d\bar{z} . \]

We also define the zweibein on \( S^2 \),

\[ E^+ = \frac{2}{1 + z\bar{z}} dz , \quad E^- = \frac{2}{1 + z\bar{z}} d\bar{z} . \]

for which

\[ \Omega^\pm_{\mp}(E) = \pm \frac{1}{2} \left( \Gamma^z_{\bar{z}} dz - \Gamma^z_{\bar{z}} d\bar{z} \right) = \mp \frac{\bar{z}}{1 + z\bar{z}} dz \pm \frac{z}{1 + z\bar{z}} d\bar{z} . \]

### A.2 Spinor Conventions

The four-dimensional sigma matrices are taken to be

\[ (\sigma^A)_{\alpha\beta} = (-\mathbb{1}_{2\times2}, \sigma) , \quad (\bar{\sigma}^A)_{\dot{\alpha}\dot{\beta}} = (-\mathbb{1}_{2\times2}, -\bar{\sigma}) . \]
where $\bar{\sigma}$ are the Pauli matrices,

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  \hspace{1cm} (A.2.2)

Indices are raised and lowered using

$$\varepsilon^{\alpha\beta} = \varepsilon_{\dot{\alpha}\dot{\beta}} \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = -\varepsilon_{\alpha\beta} = -\varepsilon_{\dot{\alpha}\dot{\beta}}.$$  \hspace{1cm} (A.2.3)

We note the following properties

\begin{align*}
\left(\sigma^A\right)_{\alpha\dot{\alpha}} \left(\sigma_A\right)^{\beta\dot{\beta}} &= -2\delta^{\beta\dot{\beta}} \delta^{\alpha\dot{\alpha}}, \\
\left(\sigma^A\right)_{\alpha\dot{\alpha}} \left(\sigma_A\right)^{\beta\dot{\beta}} &= -2\varepsilon_{\alpha\beta} \varepsilon_{\dot{\alpha}\dot{\beta}}, \\
\left(\sigma_A\right)^{\dot{\alpha}\dot{\beta}} \left(\sigma_A\right)^{\dot{\beta}\dot{\alpha}} &= -2\varepsilon^{\alpha\beta} \varepsilon^{\dot{\alpha}\dot{\beta}}, \\
\left(\sigma^A\right)_{\alpha\dot{\alpha}} \left(\sigma^B\right)^{\dot{\alpha}\beta} &= -2\eta^{AB}, \\
\left(\sigma^A\sigma^B + \sigma^B\sigma^A\right)_{\alpha\beta} &= -2\eta^{AB} \delta^{\beta\alpha}. \\
\varepsilon_{\alpha\beta} \varepsilon^{\gamma\delta} &= \delta^{\alpha\gamma} \delta^{\beta\delta} - \delta^{\alpha\delta} \delta^{\beta\gamma}. \hspace{1cm} (A.2.4)
\end{align*}

We also define

$$\sigma_{AB} \equiv \frac{1}{4} \left(\sigma_A \sigma_B - \sigma_B \sigma_A\right), \quad \bar{\sigma}_{AB} \equiv \frac{1}{4} \left(\bar{\sigma}_A \sigma_B - \bar{\sigma}_B \sigma_A\right).$$  \hspace{1cm} (A.2.5)
We note following property that we use often

\[
\sigma_{AB}\sigma_C = \sigma_{[AB}\sigma_C] + \frac{1}{2} (\eta_{CA}\sigma_B - \eta_{CB}\sigma_A) ,
\]

\[
\sigma_{C\sigma AB} = \sigma_{[C\sigma AB]} - \frac{1}{2} (\eta_{CA}\sigma_B - \eta_{CB}\sigma_A) ,
\]

\[
\sigma_{AB}\sigma_C = \sigma_{[AB}\sigma_C] + \frac{1}{2} (\eta_{CA}\sigma_B - \eta_{CB}\sigma_A) ,
\]

\[
\mathcal{\sigma}_C\sigma_{AB} = \mathcal{\sigma}_{[C\sigma_{AB}] - \frac{1}{2} (\eta_{CA}\sigma_B - \eta_{CB}\sigma_A)} .
\]

Any two-component spinor can be expanded in a basis of two spinors. It is convenient to choose

the basis spinors

\[
\xi^{(+)}(\alpha) = \sqrt{\frac{1}{1 + z^2}} \begin{pmatrix} 1 \\ z \end{pmatrix} , \quad \xi^{(-)}(\alpha) = \sqrt{\frac{1}{1 + z^2}} \begin{pmatrix} 1 \\ \frac{1}{z} \end{pmatrix} ,
\]

\[
\xi^{(-)}(\dot{\alpha}) = \sqrt{\frac{1}{1 + z^2}} \begin{pmatrix} 1 \\ \frac{1}{z} \end{pmatrix} , \quad \xi^{(+)}(\dot{\alpha}) = \sqrt{\frac{1}{1 + z^2}} \begin{pmatrix} 1 \\ z \end{pmatrix} .
\]

These basis spinors are also useful in describing the \( \sigma \)-matrices in retarded coordinates

\[
(\sigma^u)_{\alpha\beta} = -2 \xi^{(+)}(\alpha) \xi^{(-)}(\beta) ,
\]

\[
(\sigma^r)_{\alpha\beta} = \xi^{(+)}(\alpha) \xi^{(-)}(\beta) - \xi^{(-)}(\alpha) \xi^{(+)}(\beta) ,
\]

\[
(\sigma^z)_{\alpha\beta} = \frac{2}{r} E_z \xi^{(+)}(\alpha) \xi^{(+)}(\beta) ,
\]

\[
(\sigma^\tau)_{\alpha\beta} = \frac{2}{r} E_\tau \xi^{(-)}(\alpha) \xi^{(-)}(\beta) .
\]

Similar formulas may be obtained for \( \mathcal{\sigma}^\mu \).
The Lorentz generators can be expressed as outer products as

\[
(\sigma^{\mu\nu})_{\alpha\beta} = -\frac{1}{2} \left[ \xi^{(+)}_{\alpha} \xi^{-}_{\beta} + \xi^{(-)}_{\alpha} \xi^{(+)}_{\beta} \right],
\]

\[
(\sigma^{uz})_{\alpha\beta} = -2r E^z \xi^{(+)}_{\alpha} \xi^{(+)}_{\beta},
\]

\[
(\sigma^u)_{\alpha\beta} = 0,
\]

\[
(\sigma^{rz})_{\alpha\beta} = 1/r E^z \xi^{(-)}_{\alpha} \xi^{(-)}_{\beta},
\]

\[
(\sigma^{\tau z})_{\alpha\beta} = \frac{1}{r} E^z E^\tau \left[ \xi^{(+)}_{\alpha} \xi^{(-)}_{\beta} + \xi^{(-)}_{\alpha} \xi^{(+)}_{\beta} \right].
\]

Similar formulas may be obtained for \( \sigma^{\mu\nu} \), since \( \sigma^{\mu\nu} = -(\sigma^{\mu\nu})^\dagger \).

The Lie derivative of a spinor w.r.t. a vector \( \zeta^\mu \) is given by

\[
\mathcal{L}_\zeta \Psi_\alpha = \zeta^\mu \nabla_\mu \Psi_\alpha - \frac{1}{2} (\nabla_\mu K_\nu) (\sigma^{\mu\nu})_{\alpha\beta} \Psi_\beta,
\]

\[
\mathcal{L}_\zeta \overline{\Psi}^\dot{\alpha} = \zeta^\mu \nabla_\mu \overline{\Psi}^\dot{\alpha} - \frac{1}{2} (\nabla_\mu K_\nu) (\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}} \overline{\Psi}^\dot{\beta}.
\]

### A.3 Null Momenta

In this note, null momenta are parameterized as

\[
p^A = \frac{\omega}{1 + z \overline{z}} \left( 1 + z \overline{z}, z + \overline{z}, -i(z - \overline{z}), 1 - z \overline{z} \right).
\]
The Lorentz invariant \( \delta \)-function in momentum space is then written as

\[
(2p^0) \delta^3(p - p') = \frac{2}{\omega} \gamma^2 \delta(\omega - \omega') \delta^2(z - z').
\]  
(A.3.2)

Null momenta satisfy

\[
p_A(\sigma^A)_{\alpha\beta} = \eta_\alpha(p) \bar{\eta}_\beta(p),
\]  
(A.3.3)

where

\[
\eta_\alpha(p) = \sqrt{\frac{2\omega}{1 + z^2}} \left( \begin{array}{c} 1 \\ z \end{array} \right) = \sqrt{2\omega\xi_\alpha^{(+)}}.
\]  
(A.3.4)

### A.4 One-Particle State Normalization

Here, we use the notation that the annihilation operator that appears in a field \( f(y) \) is denoted \( a_{f,s}(\vec{q}) \) where \( s \) is the helicity of the particle that it annihilates. For the scalar field, \( s = 0 \) and we drop this label. These operators may carry additional labels (such as Lie algebra indices) which we have dropped here. The creation and annihilation operators satisfy

\[
[a_{f,s}(\vec{q}), a_{f',s'}^\dagger(\vec{q}'')] = (2\pi)^3 (2\omega_\vec{q}) \delta_{f,f'} \delta_{s,s'} \delta^3(\vec{q} - \vec{q}'').
\]  
(A.4.1)

where \([ , \) is a commutator if the operators are bosonic and an anti-commutator if they are fermionic.
One-particle states are defined as

\[ | \vec{q}, f, s \rangle = a^\dagger_{f,s}(\vec{q})|0 \rangle, \]  
(A.4.2)

which satisfy

\[ \langle \vec{q}, f, s | \vec{q}', f', s' \rangle = (2\pi)^3(2\omega_q)\delta_{f,f'}\delta_{s,s'}\delta^3(\vec{q} - \vec{q}'). \]  
(A.4.3)

In this convention, the $S$-matrix amplitude $\mathcal{A}_n$ is taken to be

\[ \mathcal{A}_n = \langle 0 | a_{f_1,s_1}(p_1) \cdots a_{f_n,s_n}(p_n)S|0 \rangle. \]  
(A.4.4)

where we use the convention that all particles are outgoing and that the sign of the energy $p^0_i$ determines whether the particle is actually ingoing or outgoing. We will often denote $a_{f_1,s_1}(p_1) \rightarrow \mathcal{O}_i(\omega_i, z_i, \bar{z}_i)$ and hence we write

\[ \mathcal{A}_n = \langle \mathcal{O}_1(\omega_1, z_1, \bar{z}_1) \cdots \mathcal{O}_n(\omega_n, z_n, \bar{z}_n) \rangle. \]  
(A.4.5)
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