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Abstract

We introduce anytime mechanisms for distributed optimization with self-interested agents. Anytime mechanisms retain good incentive properties even when interrupted before the optimal solution is computed, and provide better quality solutions when given additional time. Anytime mechanisms can solve easy instances of a hard problem quickly and optimally, while providing approximate solutions on very hard instances. In a particular instantiation, GROW RANGE, we successively expand the range of outcomes considered, computing the optimal solution for each range. Truth-revelation remains a dominant strategy equilibrium with a stage-based interruption, and is a best-response with high probability when the interruption is time-based.

Introduction

Designing mechanisms to solve distributed optimization problems with self-interested agents is becoming increasingly important in a wide variety of settings, from e-commerce, to the allocation of computational resources in open systems, to planning in multi-agent systems. This field, called computational mechanism design (CMD), aims to design solutions that are both incentive-compatible (with truth revelation in a game-theoretic equilibrium) and tractable.

Combinatorial auctions (CAs), with agents that demand bundles of items, are a canonical problem in CMD. All previous work on tractable and strategyproof mechanisms (with truth-revelation in a dominant-strategy equilibrium) for CAs has considered restricted domains of agent preferences. For instance, Lehmann et al. (2002) describe a fast and strategyproof CA for single-minded agents that demand only one bundle. But, there are many other examples (Mu’alem & Nisan 2002; Archer et al. 2003; Bartal, Gonen, & Nisan 2003). These methods do not apply to the general CA problem.

In this paper, we introduce anytime mechanisms, as a new paradigm for the design of incentive-compatible and tractable mechanisms. Anytime mechanism will solve easy instances of a hard family of problems quickly and optimally, while returning approximate solutions and retaining strategyproofness on very hard instances. Provable worst-case approximation results are dropped in favor of good performance on most problems coupled with the ability to terminate the algorithm with an approximate solution on the very hardest of problems.¹ We address the challenge of retaining useful incentive properties, such that truthful bidding is an equilibrium whenever a mechanism is terminated.

It is worth emphasizing that a naive approach, in which a Vickrey-Clarke-Groves (VCG) mechanism (see Nisan & Ronen (2000)) is coupled with an anytime winner-determination algorithm, would not be strategyproof unless the algorithm has enough time to solve the problem optimally. The strategyproofness of the VCG mechanism ordinarily relies on the optimality of its decision.

Our solution builds on maximal-in-range VCG mechanisms (Nisan & Ronen 2000). We implement anytime mechanisms as staged mechanisms, with a new range of outcomes considered in each stage and the optimal solution computed for each new range. Importantly, the range adopted in each stage must not depend on any information reported by agents. In each stage we also compute the optimal solution to the problem without each agent. When interrupted, the anytime mechanism implements the best solution found so far, and determines VCG-based payments on the basis of the best solutions found so far without each agent. The mechanism will continue to compute a better solution when provided with more time.

To understand the incentive properties we consider two different models of interruption. First, we consider stage-based interruptions, in which the mechanism is interrupted after some number of stages. Truth-revelation remains a dominant strategy equilibrium, because the final solution is optimal over the union of the ranges explored, with individual ranges chosen without regard to agent bids. Throughout the paper it is important that the interruption comes from the center, or some third-party, and not from one of the agents.

A more realistic model is one in which the interruption process is time-based, for instance an answer might be required after 10 minutes. A new concern here is that an agent can indirectly affect the sequence of ranges explored by changing the difficulty of the problem through its bids, and thus influence the progress made by the algorithm before interruption. Our solution is to use consensus functions (Goldberg & Hartline 2003) to compute a conservative and agent-independent estimate of the number of stages completed by the time of an interruption, with results from any additional stages discarded. Together with additional assump-

¹Indeed, Nisan & Ronen (2000) and Lavi et al. (2003) suggest that no worst-case polynomial time combinatorial auction can be strategyproof and provide good worst-case approximation properties, without assuming a restricted preference domain.
otions about the maximal influence that an agent can have on the run time, this makes truthful bidding a best-response with high probability, whatever the bids of other agents.

We illustrate our methods in the context of CAs. We define GROWRANGE, which is a particular partition-based instantiation. The empirical results illustrate encouraging performance on hard problems with high run time variance.

Preliminaries

Mechanism design (MD) considers a system of rational self-interested agents and the problem of choosing an outcome $k$ from a finite set $K$ of possibilities. Let $N$ denote the number of agents. Each agent $i \in I$ has a type, $\theta_i \in \Theta_i$, that defines its value $v_i(k, \theta_i)$ for each possible choice $k$. This information is privately known to each agent. Let $\theta = (\theta_1, \ldots, \theta_N)$ denote a type vector and $\theta_{-i}$ to denote all types except that of agent $i$. Agents have quasilinear utility, $u_i(k, \theta_i) = v_i(k, \theta_i) - p_i$, in value and payments.

Agents report types (perhaps untruthfully) and the mechanism computes the outcome and payments. The challenge is to implement an outcome with good properties despite the information being privately known to each agent. Let $GJIK\text{-}4\text{,}081\_\text{aDE}$

The Vickrey-Clarke-Groves (VCG) mechanism defines choice rule $k(\hat{\theta}) = \arg\max_{k \in K} \sum_i v_i(k, \hat{\theta}_i)$, and payment rule $p_i(\hat{\theta}) = v_i(k(\hat{\theta}), \hat{\theta}_i) - [V(N; \hat{K}) - V(N_{-i}; \hat{K})]$, for some range $\hat{K} \subseteq K$. This information is privately known to each agent. Let $\hat{\theta} = (\theta_{1, \ldots, \theta_N})$ denote a type vector and $\theta_{-i}$ to denote all types except that of agent $i$. Agents have quasilinear utility, $u_i(k, \theta_i) = v_i(k, \theta_i) - p_i$, in value and payments.

Proposition 1 (Nisan & Ronen 2000) A VCG-based mechanism is strategyproof if and only if it is maximal-in-range. That maximal-in-range is sufficient for strategyproofness follows immediately from the strategyproofness of VCG mechanisms. Maximal-in-range is also necessary for strategyproofness because otherwise there is always a set of types for which one agent can select the maximal choice in the range by misreporting its type, and thus improve its utility.

Crucially, the strategyproofness of maximal-in-range approximations hinges on the agents retaining an expressive language for outcomes in the range, and on the range being selected independently of agent bids.

Combinatorial Auctions

Combinatorial auctions (CAs) have received particular attention in CMD. In a CA, there is a set of $G$ items to allocate. Agent $i$ with type $\theta_i$ has value $v_i(S, \theta_i) \geq 0$ for a bundle $S \subseteq G$ of items. For simplicity, it is convenient to drop the explicit dependence on type and write $v_i(S)$. We assume free-disposal, with $v_i(T) \geq v_i(S)$ for all $T \supset S$ and normalize with $v_i(\emptyset) = 0$. The efficient allocation maximizes $\sum_i v_i(S_i)$ subject to $S_i \cap S_j = \emptyset$ and $S_i \subseteq G$.

Noting that the strategyproofness of the maximal-in-range approximation requires no restrictions on agent valuations, one might wonder whether a maximal-in-range approximation can provide a CA that is tractable and produce reasonable solutions. Unfortunately, the answer is negative.

Theorem 1 (Nisan & Ronen 2000) No strategyproof VCG-based CA can be both tractable and reasonable.

In particular, an allocation is said to be reasonable if whenever a single agent values an item that agent receives the item in the allocation. Without reasonableness there can be no useful worst-case guarantee on efficiency. Thus, this negative result makes the case for an anytime approach. Without this, we must either: (a) impose an a priori restriction on the range that will sometimes preclude reasonable behavior even when an instance was actually easy; or (b) seek optimality and accept that sometimes a solution will not be returned quickly; or (c) accept a loss in strategyproofness and an unraveling of incentives.

We note, parenthetically, that although there are many known tractable special-cases of the CAP that arise due to restrictions on the structure of bundles (e.g. circular-ones, consecutive-ones, two-ones) (Rothkopf, Pekeč, & Harstad 1998; de Vries & Vohra 2003), and that thus suggest maximal-in-range approximations, all of them assume an additive-or language for bids. This language is not expressive for general valuations, even on restricted ranges (unless the range only allows each agent to receive a single bundle). Moreover, introducing an expressive language, with exclusive-or bids (Nisan 2000), requires introducing additional side constraints that break the very structure that is required for tractability.
Anytime VCG-Based Mechanisms

We use maximal-in-range VCG approximations to define anytime VCG mechanisms. The mechanisms are defined for a sequence of ranges \( K_1, K_2, \ldots, \) that satisfy the following properties:

1. The sequence of ranges is independent of reported types.
2. The optimization \( V(N; K_2) \) and \( V(N_{-i}; K_2) \) on the range \( K_2 \) in early stages \( z \) tends to be easier than solving the complete problem \( V(N; K) \).
3. The union of ranges, \( \bigcup_{j} K^z_j = K \), i.e. the search eventually computes the optimal solution across all choices.

It is critical that the sequence of ranges not depend on the bids from agents to maintain strategyproofness. For example, this rules out allowing agents to submit 10 bids of the same value.

Definition 3 (Anytime VCG Mechanism) Given a sequence of ranges \( K_1, K_2, \ldots \) and reports \( \theta \):

1. In stage \( z \), solve \( \max_{k \in K^z_i} \sum_{i} v_i(k, \hat{\theta}_i) \) and \( \max_{k \in K^z_j} \sum_{j \neq i} v_j(k, \hat{\theta}_j) \) for all \( i \in \mathbb{N} \). Update \( \hat{k}_z \) and \( \hat{k}_z^2 \) to maintain the best solutions seen so far.
2. If an interruption is received during the stage \( z \) then implement outcome \( \hat{k}_z^z-1 \), and payments
   \[
   p_i = v_i(\hat{k}_z^z-1, \hat{\theta}_i) - \left[ V(N; K^{<z}) - V(N_{-i}; K^{<z}) \right].
   \]

Note that the payments can be quickly computed by evaluating the best solutions determined at the end of stage \( z-1 \); it is not necessary to solve any additional optimization problems. Also, note that this is not simply a sequence of VCG-based mechanisms, because the VCG payments are computed in terms of the best solutions across all stages, regardless of the stage in which they occurred. Not all best solutions (for the main problem and the problem without each agent) need occur in the same stage.

Turning to incentives, consider a stage-based interruption, for instance an answer might be required after 10 stages. More generally, the interruption can follow some p.d.f. \( c(z) \), that can be known to the agents.

Theorem 2 The anytime VCG mechanism is strategyproof for a stage-based interruption \( c(z) \), and will implement the efficient allocation if allowed to run for enough stages.

Proof: The anytime VCG mechanism is strategyproof for any fixed number of stages because the sequence of ranges is independent of agent bids. Thus, the union over some number of ranges defined by an agent-independent distribution is itself agent independent. Efficiency holds once the final stage is implemented because this range contains all feasible solutions.

Avoiding Redundant Computation

A number of simple optimizations are possible to avoid the unnecessary duplication of computation across stages.

We describe these in the context of an implementation in which the optimization problems in each stage are formulated as mixed-integer programs, and solved via branch-and-cut LP-based search. But the ideas are general, and also hold for other systematic search algorithms.

Lower-bound Pruning. When solving \( V(N; K_2) \) and \( V(N_{-i}; K_2) \) in stage \( z \), use the value of the best current solutions, i.e. \( V(N; K^{<z}) \) and \( V(N_{-i}; K^{<z}) \) to prune the search. For instance, when all solutions under a search node are dominated in value by the current best solution then prune the subtree at that node.

Second-best Solutions. When solving \( V(N_{-i}; K_2) \) for stage \( z \), we know \( V(N_{-i}; K_2) \leq V(N; K_2) \). Solve for \( V(N; K_2) \) first, and then if a feasible solution to \( V(N_{-i}; K_2) \) also has value \( V(N; K_2) \) then immediately stop without proving optimality. Combining with lower-bound pruning, if \( V(N_{-i}; K^{<z}) \geq V(N; K_2) \) then there is no need to solve \( V(N_{-i}; K_2) \).

Disjunctive Search. Constraints can be added to the formulation of search in a new stage to avoid duplication of effort with earlier searches. For instance, the problem \( V(N; K_2) \) can be formulated as \( \max_{k \in K^z} \sum_{i} v_i(k, \hat{\theta}_i) \) s.t. \( k \notin K^{<z} \). This is related to the idea of “local branching” in Fischetti & Lodi (2002). In the case of CAs, this means adding a constraint to ensure that at least one agent receives a new bundle.

An Anytime VCG-Based Mechanism for CAs

GROW RANGE is a concrete instantiation of an anytime VCG mechanism for CAs. In particular, it adopts a partition-based sequence of ranges, and considers only monotonically-increasing sequences of ranges.

Partition-Based CAs

Let \( \Pi = \{ A_1, \ldots, A_k \} \) denote a partition of items \( G \) into non-empty parts. Following Holzman et al. (2001), let \( \Sigma_\Pi \subseteq 2^G \) denote the set of bundles generated by \( \Pi \). i.e. containing all bundles of the form \( \bigcup_{i \in L} A_i \), where \( L \subseteq \{ 1, \ldots, k \} \).

Clearly, the “grand” bundle \( \hat{G} \) is always in \( \Sigma_\Pi \), and we also require that \( \Sigma_\Pi \) includes the empty bundle, \( \emptyset \). Given all bundles in \( \Sigma_\Pi \) we define the range to include all allocations \( S = (S_1, \ldots, S_N) \) in which \( S_i \in \Sigma_\Pi \) for every agent \( i \). Loosely, we also find it convenient to simply refer to the bundles, \( \Sigma_\Pi \), as the range.

This leads to a concrete instantiation of a maximal-in-range CA. Consider an exclusive-or (XOR) bidding language (Nisan 2000), with bid \((b_i, B_i)\) from agent \( i \) defining value \( \hat{v}_i(S) \) on all \( S \in B_i \) and value \( \hat{v}_i(S) = \max_{S \subseteq B_i, S \subseteq S} b_i(S) \) on all bundles \( S \subseteq G, S \notin B_i \) by free-disposal. Projecting these bids onto the restricted range, \( \Sigma_\Pi \), we construct bids \( b_i'(S) = \hat{v}_i(S) \) on all bundles \( S \in B_i' = \bigcup_{S \subseteq B_i} C(S) \) with \( C(S) \in \Sigma_\Pi \) defined as the bundle in \( \Sigma_\Pi \) that minimally includes \( S \) (Holzman et al. 2001). There is a unique such bundle because the field,
\(\Sigma_{\Pi}\) is closed under intersection. The premise behind this approach is that fewer bids tend to make winner determination easier. Note that the input size of the projected bids from agent \(i\) is at most \(\min\{|B_i|, |\Sigma_{\Pi}|\}\).

Given these projected bids, a standard “branch-on-bid” winner-determination algorithm such as ILOG’s CPLEX mixed-integer programming package, or special-purpose solvers such as CABOB (Sandholm et al. 2001) can be used to compute the optimal solution and provide a maximal-in-range VCG mechanism.

As an example, consider an agent with valuation \(\{(a, 50), (b, 100)\}\), goods \(\mathcal{G} = \{a, b, c, d\}\), and partitions \(\Pi^1 = \{abc, d\}\), \(\Pi^2 = \{a, bc, d\}\), \(\Pi^3 = \{a, b, c, d\}\), that define fields \(\Sigma_{\Pi^1} = \{\emptyset, abc, d\}\), \(\Sigma_{\Pi^2} = \{\emptyset, a, ad, abc, bc, bcd, d\}\) and \(\Sigma_{\Pi^3} = 2^\mathcal{G}\). The projected bids are \(\{(abc, 100)\}\), \(\{(a, 50), (bc, 100)\}\), and \(\{(a, 50), (b, 100)\}\), for partitions \(\Pi^1\), \(\Pi^2\), and \(\Pi^3\) respectively.

The additional structure in a partition-based range can also be made available to a solver by defining a new set of “dummy” items, each associated with one bundle in the partition. In fact, the special structure of a partition-based range provides an additional equilibrium property, defined with respect to the bids submitted on the range \(\Sigma_{\Pi}\):

**Theorem 3** (Holzman et al. 2001) No agent can benefit by unilaterally submitting a bid outside of a partition-based range \(\Sigma_{\Pi}\), given that bids from other agents are projected onto \(\Sigma_{\Pi}\).

**Algorithm: GROWRange\( (k_0, \alpha)\)**

A sequence of partitions, \(\Pi^1, \Pi^2, \ldots\), defines the sequence of ranges. Parameter \(k_0\) defines the size of the initial partition, and parameter \(\alpha\) defines the number of refinements made in between stages:

- To construct \(\Pi^{j}\), choose \(k_0\) items uniformly at random, to seed a separate component of \(\Pi^0\). Place each remaining item uniformly at random into one of the components.
- To construct \(\Pi^j\) from \(\Pi^{j-1}\), choose a component \(S \in \Pi^{j-1}\) with \(|S| > 1\) and split the component (choosing the split uniformly at random) into two new components. Repeat \(\alpha\) times (or until all components of the partition are singletons).

Note that because we define refinements of the partition by this subdivision process each successive range will be defined on more and more bundles, i.e. \(\Sigma_{\Pi^j} \supseteq \Sigma_{\Pi^{j-1}}\). This simplifies the anytime VCG mechanism, because the best solutions to \(V(N; K^{\leq z})\) and \(V(N_{-i}; K^{\leq z})\), for any \(z\), will always be those computed in the most recent stage. Also, we see that the solutions used to determine payments are determined in the same stage as the best overall solution.

**Empirical Analysis**

In preliminary studies, we have investigated the anytime performance of GROWRange for CAS. For winner determination, we use the IBM OSL mixed-integer programming (MIP) solver both to solve optimization problems within each stage of GROWRange, as well as to compute the outcome for the one-shot (optimal) VCG mechanism.

In testing GROWRange, we adapt the bid distributions defined in Sandholm (1999), but using Sandholm’s models to define *valuations* for agents. It is important to note that we generate values with these distributions, and not bid prices. In particular, we adopt an *exclusive-or* (XOR) logic to define a valuation function in terms of the values on a sparse number of bundles.

Figure 1 illustrates the performance of GROWRange. We plot the average and maximum runtime of the one-shot VCG mechanism, along with the *max*, *min*, and *average* anytime profiles of GROWRange. All results are averaged over 10 instances, and experiments were performed on a 4 GHz P4, with 512 MB RAM. Note that we measure the total run time for GROWRange, including the overhead for projecting bids and constructing partitions.

Given that we use random partitions in GROWRange and make no effort to tune the sequence of partitions to the prob-

...
lem domain we find these initial results quite encouraging. If a system was to use the one-shot VCG mechanism it would need to be prepared to wait for the maximal possible run time, because if there was ever a chance that it would be terminated before completion then strategyproofness would be lost and the performance would unravel. Thus, the most interesting test for GROW RANGE is to look at its anytime performance after some fraction of the maximal VCG run time.

The anytime approach is most promising on problems for which there is a large variance in solution difficulty across instances. This is illustrated on Uniform, for which the run time of the VCG mechanism has a large variance (the mean run time is 13.7s but the maximal run time was 34.3s). GROW RANGE averages better than 90% allocative-efficiency in 50% of the worst-case VCG run time. We also see good performance on Weighted-random, although this proved to be an easy problem for both methods.

The Decay and Random distributions proved not to be well suited to the anytime approach because we found little variance in the run time of the VCG mechanism, at least over 10 trials. GROW RANGE averages only around 50% efficiency in 50% of the worst-case VCG run time. Future analysis should take additional samples to make sure that there is indeed little variance of VCG run time on these problems. Leyton-Brown et al. (2002) have studied the variance in time.

We now turn to a time-based model of interruption, in which the center interrupts the mechanism according to some random process. Let $T \sim c(t)$ that defines the time $T$ at which a solution is required. Time-based interruptions are appealing because they allow the center to respond when challenged to provide a solution, and also because they can facilitate the integration of cost-of-delay based models of deliberation (Horvitz 1987; Dean & Boddy 1988).

Even when the sequence of ranges $K^1, K^2, \ldots$ remains independent of bids from agents, an agent can try to change the progress made across this sequence by a particular time by submitting bids that change the difficulty of the optimization problems in each stage. Consider, for instance, an agent that knows that it is a winner in early stages but not in later stages. If an interrupt will come quite late, this agent could try to state a type that slows down computation in early stages. Of course, this is not without drawbacks because the agent must also be careful not to adversely change the outcome in any stages that are searched (it’s dominant strategy, contingent on a fixed or random range, remains truth-revelation).

A simple fix would use an optimization algorithm with a run time that is the same for all bids, for any given range.

But, this approach is not appealing because we want to solve easy instances quickly rather than design for the worst-case. This is the whole motivation for an anytime approach!

Instead, we define a randomized mechanism and retain strategyproofness with some error probability (Archer et al. 2003). We say a mechanism $M$ is strategyproof with error probability $p$ if for every $\theta_i$ and every $\theta_j$, the probability that a truthful bid $\theta_i$ is not the best-response for agent $i$ is no greater than $p$.

Let $z(\theta, t)$ denote the number of stages completed by time $t$. We use consensus functions (Goldberg & Hartline 2003) to compute a conservative estimate $f(\theta, t) \leq z(\theta, t)$ of the number of stages, that is agent independent and cannot be manipulated by any single agent with probability $p$. The mechanism then “rolls-back” its state to the end of stage $f(\theta, t)$, discarding any results from additional computation.

For now, we provide a high-level description of the mechanism. Let $\text{time}(\theta, z)$ denote the total compute time to solve $V(N; K^{z-})$ and $\text{time}(\theta_{-i}, z)$ denote the total compute time to solve $V(N_{-i}; K^{z-})$, given reports $\theta_i$. We define and construct our agent-independent estimator below.

**Definition 4 (Consensus-Based Anytime VCG Mech.)**

Given a sequence of ranges $K^1, K^2, \ldots$, reports $\theta$, and a conservative and agent-independent estimator $f(\theta, t)$:

1. In stage $z$, solve $\max_{k \in K^z} \sum_i v_i(k, \theta_i)$ and $\max_{\theta \in K^z} \sum_{j \neq i} v_j(k, \theta_j)$ for all $i \in N$. Update $\bar{k}_z$ and $\bar{k}_{z,i}$ to maintain the best solutions seen so far. Update $\text{time}(\theta, z)$ and $\text{time}(\theta_{-i}, z)$.

2. If an interruption is received at time $t'$, then compute $z' = f(\theta_i, t')$, and implement implement outcome $\bar{k}^{z'}$, and payments

   $$p_i = v_i(\bar{k}^{z'}, \theta_i) - \left[V(N; K^{z'}) - V(N_{-i}; K^{z'})\right].$$

   Discard the results from additional computation completed after stage $z'$.

**Theorem 4 Consensus-Based Anytime VCG Mechanism,**

with conservative estimator $f(\theta, t)$ that is agent independent with probability $p$, and time-based interruption $c(t)$, is strategyproof with probability $p$.

**Proof:** Whatever the reports $\theta_{-i}$ of other agents $\neq i$, and whatever the interruption time $t'$, with probability $p$ the mechanism is rolled-back to the same stage $z' = f(\theta_i, t_{-i}, t')$ for all reports $\theta_i$. Agent $i$’s best-strategy is to bid truthfully when this occurs, because the mechanism will implement a maximal-in-range VCG outcome on range $\bigcup_{z' \leq z'} K^z$.

Here, it is important that the second-best solutions $V(N_{-i}; K^z)$ are explicitly solved in each stage, in order to construct a suitable agent-independent estimator $f(\theta, t)$. Also, it is important that the estimate is close to the true variance.

Footnote 2: In comparison, these calculations can be skipped in the stage-based interruption model when the solution to $V(N_{-i}; K^z)$ can be readily inferred from $V(N; K^z)$. For instance, in a CA this occurs when agent $i$ receives no items in the efficient solution.
number of stages completed because we must discard any computation performed after the estimated stage $f(\theta, t')$ given interruption at time $t'$.

**An Agent-Independent Stage Estimator**

We need an estimator $f(\theta, t)$ for the number of completed stages that is agent independent with high probability.

**Definition 5** Function $f(\theta, t) \in \mathbb{N}$ is a conservative and agent-independent estimator with probability $p$, if:

P1. $f(\theta, t) \leq z(\theta, t)$, for all $\theta$ and all $t$.

P2. $f(\theta, t) = f(\theta_i, \theta_{-i}, t)$, for any $\theta_{-i}, \theta_i$, and $t$, and all $\theta_i \neq \theta_i$, with probability $p$ over coin flips independent of $\theta$ and $t$.

A trivial estimator $f(\theta, t)$ would return 0 for small times $t$ and then 1 for larger times, for all $\theta$. This would be conservative and agent independent, but not informative. We will seek an estimator that returns a number of stages $f(\theta, t)$ “close” to the actual number of completed stages, $z(\theta, t)$. Parenthetically, we note that no estimator can be perfectly conservative and agent independent, but not informative. We will seek an estimator that returns a number of stages $f(\theta, t)$ with probability $p$ over coin flips independent of $\theta$ and $t$.

We require two assumptions about the effect that a single agent can have on the run time. This would be conservative and agent independent, but not informative. We will seek an estimator that returns a number of stages $f(\theta, t)$ “close” to the actual number of completed stages, $z(\theta, t)$. Parenthetically, we note that no estimator can be perfectly conservative and agent independent, but not informative. We will seek an estimator that returns a number of stages $f(\theta, t)$ with probability $p$ over coin flips independent of $\theta$ and $t$.

**Assumption 1** ($\nu$-Closeness) No one problem is more than $\nu > 1$ times slower than any other problem across the same sequence of ranges:

$$\frac{\max \{ \text{time}(\theta_{-i}, z) \, : \, i \in \mathbb{I} \} - \text{time}(\theta, z)}{\min \{ \text{time}(\theta_{-i}, z) \, : \, i \in \mathbb{I} \} - \text{time}(\theta, z)} \leq \nu, \quad \forall z$$

for any sequence of ranges, $K^1, K^2, \ldots$, and for all types $\theta$.

**Assumption 2** ($\gamma$-bounded single-agent slow-down) No single agent can slow down the computation to any problem across any sequence of stages by more that a factor $\gamma > 1$ by stating a false report. For any agent $i$,

$$\frac{\text{time}(\theta_{-i}, z)}{\text{time}(\theta_{-i}, z)} \leq \gamma, \quad \forall \theta_{-i} \neq \theta_i, \forall \theta_{-i}, \forall \theta_i, \forall z$$

for any sequence of ranges, $K^1, K^2, \ldots$.

Ultimately, both assumptions can be empirically validated for a domain in question. The tighter that $\nu$- and $\gamma$- are in practice, the better the stage estimate will approximate the actual number of stages completed when the mechanism is interrupted.\(^6\)

Following Goldberg & Hartline (2003), who use $g_{u,c}$ in a very different context, we now define a random function $g_{u,c}(t)$ that is a “$p$-consensus estimator” at time $t$ with probability $p$, for some $p > 1$.

**Definition 6** (consensus-estimator $g_{u,c}$) Fix some $c > 1$, then define:

$$g_{u,c}(t) = \min_{j \in \mathbb{Z}} c^{a+j} \text{ such that } t \leq c^{a+j}$$

with $u$ chosen uniformly at random from $[0, 1]$.

Parameter $c$ in $g_{u,c}$ can be used to make a trade-off in our mechanism between the probability, $p$, that truthful bidding is an equilibrium and the amount of roll-back that is required on interruption. We discuss this further at the end of this section.

**Definition 7** We say $g : \mathbb{R} \rightarrow \mathbb{R}$ is a $p$-consensus estimator function at time $t$ if:

- $g(t) \geq t$
- $g(t) = g(t') \forall t' $ such that $t/p \leq t' \leq t$

for some $p > 1$.

A function $g$ with these properties is named a “consensus estimator” because given a set of estimates $t_1, t_2, \ldots$, then a consensus estimator $g$ at $\max \{ t_1, t_2, \ldots \}$ would return $g(t_1) = g(t_2) = g^*$ for all estimates whenever the individual estimates $t_1, t_2, \ldots$ are clustered within multiplicative factor $p > 1$ of each other.

The family: $g_{u,c}$, is defined as a family of step functions that are flat on large regions. This ensures that the second condition for a consensus-estimator is often satisfied. The relative size of these flat regions (defined by $c$) makes a tradeoff between the probability of consensus and the accuracy of the estimate.\(^7\) The selection of a random $u$ ensures that the function $g_{u,c}$ is equally likely to be a consensus estimator function at any $t$.

**Lemma 2** Randomly chosen $g_{u,c}$ is a $p$-consensus estimator at $t$ with probability $p = 1 - \log_c(p)$, for any $p > 1$.

**Proof:** To see this we fix an $t$ and integrate over the possible values for $u$ that give us a $p$-consensus estimation function. Let $\pi(u)$ denote the p.d.f. for $u$. Uniform on $[0, 1]$. Without loss of generality, assume that $\frac{L}{p} = c^j$ for some $j \in \mathbb{Z}$. Then $c^{a+j} \in [\frac{1}{c^j}, \frac{1}{c^j}]$. Note that $c^{a+j} \in [\frac{1}{c^j}, \frac{1}{c^j}]$.

$$\int_{c^{a+j}}^{c^{a+j}} \pi(u) du = \int_{u = (\log_c e) - j}^{u = (\log_c e) - j} \pi(u) du = (\log_c e - j) - (\log_c \frac{t}{p} - j) = \log_c p = 1 - p.$$
The conservative and agent-independent stage estimator $f(\theta, t)$ is defined in terms of $\text{time}(\hat{\theta}, z)$, $\text{time}(\theta_{-i}, z)$, and consensus-estimator $g_{u,c}$:

**Definition 8 (agent-independent stage estimator)** Fix $c > 1$. Given interrupt $t'$, and reports $\hat{\theta}$:

1. Select $u$ uniformly at random from $[0, 1]$.
2. Compute $f(\hat{\theta}, t')$ as:
   
   $f(\hat{\theta}, t') = \max z$
   
   $\text{s.t. } (N + 1) \cdot g_{u,c}\left(\text{time}(\theta_{-i}, z)\right) \leq t'$, $\forall i$
   
   $\left(N + 1\right) \cdot g_{u,c}(\text{time}(\hat{\theta}, z)) \leq t'$

   where $N$ is the number of agents.

Consider Figure 2. Let $z' = f(\theta, t')$, given reports $\theta$ and interrupt $t'$, and define $t_z(\theta) = \max \left\{ \{\text{time}(\theta_{-i}, z) : i \in I\}, \text{time}(\theta, z) \right\}$, and special points $x_z(\theta)$ and $y_{z+1}(\theta)$, as follows:

$x_z(\theta) = \gamma \cdot t_z(\theta)$

$y_{z+1}(\theta) = t_{z+1}(\theta)$

**Lemma 3** Estimator $f(\theta, t')$ is agent independent when $g_{u,c}$ provides a $\gamma$-consensus at $x_z$ and a $\nu$-consensus at $y_{z+1}$.

**Proof:** Consider Figure 2. Consider agent $i$, and suppose the reports from other agents are $\theta_{-i}$. Let $z' = f(\theta, t')$. From the definition of $f(\theta, t)$, we know that:

$g_{u,c}(t_z(\theta)) \leq \frac{t'}{N + 1}$

and

$g_{u,c}(t_{z+1}(\theta)) > \frac{t'}{N + 1}$

The report, $\hat{\theta}_i \neq \theta_i$, from agent $i$ can only change the stage returned by $f$ if: a) one of $\{\text{time}(\theta_i, \theta_{-ij}, z') : j \neq i\}$, or time($\hat{\theta}_i, \theta_{-i}, z'$) increases so that $g_{u,c}(t_z(\hat{\theta}_i, \theta_{-i})) > t'/(N + 1)$; or b) all of $\{\text{time}(\hat{\theta}_i, \theta_{-ij}, z' + 1) : j \neq i\}$, time($\theta_i, z' + 1$), and time($\hat{\theta}_i, \theta_{-i}, z' + 1$) decrease so that $g(t_{z+1}(\hat{\theta}_i, \theta_{-i})) \leq t'/(N + 1)$. But, a) is not possible because we have a $\gamma$-consensus at $x_z(\theta)$ and therefore $g_{u,c}(x_z(\theta)) = g_{u,c}(t_z(\theta)) = g_{u,c}(t)$ for all $x_z(\theta)/\gamma \leq t \leq x_z(\theta)$ and the most agent $i$ can slow down any time in group $A$ (see Figure 2) is by a factor of $\gamma$ because of the $\gamma$-bounded single-agent slow-down assumption. Also, b) is not possible because there is one point, time($\theta_i, z' + 1$), that agent $i$ cannot move, and because a $\nu$-consensus at $y_{z+1}(\theta)$ implies that all points in group $B$ (see Figure 2) map to the same point $g_{u,c}(\text{time}(\theta, z' + 1))$ to the right of $t'/(N + 1)$, and to (at least) $g_{u,c}(\text{time}(\theta_{-i}, z' + 1))$ must remain to the right of $t'/(N + 1)$ for any report $\hat{\theta}_i$.

**Proposition 2** Estimator $f(\theta, t')$ is a conservative estimator, and agent independent with probability $p = 1 - \log_c \rho$ for $\rho = \nu \cdot \gamma$, for any time $t'$.

**Proof:** Let $z(\theta, t')$ denote the number of stages completed by time $t'$. We know that $z' = f(\theta, t') \leq z(\theta, t')$, given interrupt $t'$, because:

$t' \geq N + 1 g_{u,c}(\max \{\text{time}(\theta_{-i}, z') : i \in I\}, \text{time}(\theta', z'))$

$\geq (N + 1) \max \{\text{time}(\theta_{-i}, z') : i \in I\}, \text{time}(\theta', z')$

$\geq \sum_i \text{time}(\theta_{-i}, z') \text{+ time}(\theta, z')$

which is the actual run time required to complete $z'$ stages.

For agent independence, the probability that we do not have a $\gamma$-consensus at $x_z(\theta)$ is $\log_c \gamma$ by Lemma 2, similarly the probability that we do not have a $\nu$-consensus at $y_{z+1}(\theta)$ is $\log_c \nu$. The probability of not having a $\gamma$-consensus or not having a $\nu$-consensus is at most $\log_c \gamma + \log_c \nu = \log_c \rho$, where $\rho$ is defined as $\gamma \cdot \nu$. Thus, the probability of agent independence is at least $1 - \log_c \rho$.

This leads to our main result.

**Theorem 5** The Consensus-Based Anytime VCG Mechanism is strategyproof with probability $1 - \log_c \rho$ for a time-based interruption $c(t)$, and will implement the efficient allocation if allowed to run for enough stages.

**Cost of Consensus**

What is the role of parameter $c$? Well, for larger values of $c$, probability $p$ gets closer to 1 but with an estimate that tends to be further away from the true number of stages completed. Considering the error introduced by consensus-estimator function $g_{u,c}$, we have:
Lemma 4 The expectation of $g_{u,c}(t)/t$ given that $g_{u,c}$ is a $\rho$-consensus estimation function at $t$ is 
\[ \frac{c - \rho}{(\ln c - \ln \rho)\rho}. \]

Proof: Fix $t$, and assume that $\frac{1}{\rho} = c^j$ for some $j \in \mathbb{Z}$. This is a $\rho$-consensus estimation function iff $c^{j+n} \in [t, \frac{c^j}{\rho})$. So
\[
\int_{c^{j+n}=t}^{c^{j+n+1}} \frac{\pi(u)}{t} du = \frac{c^j}{t(1 - \log \rho)} \int_{u=(\log \rho)\gamma - j}^{u=(\log \rho)\gamma - j} c^{-\rho} du = \frac{c^j}{t(1 - \log \rho)} \left( \frac{\rho \log \left( \frac{\gamma}{\gamma} \right) - j - \frac{\rho \log (\gamma)}{\ln c} \gamma} \right) = \frac{c - \rho}{(\ln c - \ln \rho)\rho}.
\]

Putting this together, the overhead introduced through the consensus-estimate methods gives a run time for $z' = f(\theta, \theta')$ usable stages that scales as a multiple:
\[
\nu \cdot \frac{c - \gamma}{(\ln c - \ln \gamma)\gamma} \cdot T(z', \theta)
\]
of the run time, $T(z', \theta)$, for $z'$ completed stages in the anytime VCG mechanism defined for stage-based interruptions, for the same sequence of ranges. The $\nu$ factor accrues because we must take the maximal time across the time($\theta, z'$) points rather than the average. The second term follows from the error analysis in Lemma 4 and because we have a $\gamma$-consensus estimator function at $z'$. Rather than include an additional (weak) upper-bound, $(N+1)/2$, on the cost accrued because we must solve all $N$ of the $V(N-z)$ problems explicitly (rather than as few as one additional problem), we leave this factor for a tighter empirical analysis. For example, if $\nu = \gamma = 1.2$, then with $c = \rho^{1/\gamma - p}$, we have a slow down of 3.1, 3.7, and 11, for $p = 0.7, 0.8$ and 0.9.

Conclusions

Anytime VCG mechanisms are proposed to provide anytime optimization with self-interested agents and retain strategyproofness whenever the mechanism is interrupted and asked for an answer. An anytime mechanism can solve easy instances optimally, while terminating early with approximate solutions on very hard instances. In doing so, we exposed an intriguing tension between flexibility and strategyproofness, through the analysis of agent-independent stage estimators.

In future work we intend to complete an experimental validation of the time-robustness approach, together with a calibration of the $\gamma$- and $\nu$-assumptions in more realistic domains. We are interested to understand the cost of providing robustness against attempts to manipulate via run time, and the sensitivity to the probability $p$. In addition, there should be plenty of opportunity to explore smart methods to expand the range across time and to avoid duplication of effort.
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