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Insurance Coverage for Pregnant Women: Assessing Patterns, 
Policy Impacts and Methods for Evaluation 

Abstract 

 This dissertation includes two applied studies on health insurance coverage for pregnant 

women in the United States and one methodological contribution to the field of health services 

research.  

 Chapter one describes patterns of insurance coverage for pregnant women using national 

longitudinal survey data from 2005 to 2013. First, we estimate rates of insurance coverage, 

insurance transitions and insurance lapses in the twelve calendar months before and the six 

calendar months after childbirth. We find that the period surrounding childbirth is characterized 

by frequent gaps and changes in coverage that may compromise timely access to recommended 

care and the continuity and quality of care. Second, we use logistic regression models to identify 

risk factors associated with insurance lapses before and after pregnancy. We find that risk factors 

associated with insurance loss after delivery include not speaking English at home, having 

Medicaid coverage at delivery, living in the South and having a family income of 100 to 185 

percent of the poverty level. The findings of this study emphasize the need to develop policies to 

improve continuity of insurance coverage for women of reproductive-age, particularly low-

income women who are eligible for pregnancy-related Medicaid. 

 Chapter two estimates the association between the Affordable Care Act’s dependent 

coverage provision, which allowed young adults to enroll in their parent’s plan until age 26, and 

payment for birth, prenatal care use, and infant birth outcomes among unmarried and married 
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women. Drawing on birth certificate data for nearly 3 million births, we use difference-in-

differences analysis to compare outcomes among eligible women (ages 24-25) to a control group 

of slightly older women (ages 27-28) before and after the implementation of the provision. We 

find that the policy was associated with a decline in Medicaid payment and a 20% increase in 

private payment for delivery among unmarried women. We also find an association between the 

policy and modest improvements in early prenatal care, cesarean delivery and preterm birth 

among unmarried women. We do not find an association between the policy and payment for 

birth, adequate prenatal care or birth outcomes among married women, nor do we any find 

changes in low birthweight or NICU admission. The findings of this study suggest that the 

ACA’s dependent coverage provision shifted unmarried pregnant women from Medicaid to their 

parent’s private plans and that this shift was associated with neutral to small positive changes in 

prenatal care and birth outcomes. 

 Chapter three uses a Monte Carlo simulation to estimate the bias that can be introduced 

by applying matching to difference-in-differences. Our results show that matching can have an 

important impact on estimated intervention effects, particularly when matching on pre-period 

levels of the outcome itself or on time-varying covariates with low serial correlation. We find 

that the bias introduced by regression-to-the mean increases with pre-period differences between 

the treatment and control group and with decreasing serial correlation in the matching covariates. 

The findings of this study suggest that researchers should exercise caution when matching on 

pre-period variables in study designs that estimate effects based on changes over time. Based on 

our results, we provide guidance for selecting matching variables in difference-in-differences 

analysis. 
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1.1 Abstract 

Insurance transitions before and after childbirth – sometimes referred to as “churning” - can 

adversely affect continuity and quality of care. Yet, little is known about coverage patterns or 

changes for women giving birth in the U.S. Using nationally representative survey data from 

2005 to 2013, we found high rates of insurance transitions before and after delivery. Half of 

women who were uninsured nine months before delivery acquired Medicaid coverage by 

delivery, but 55% of women with Medicaid at delivery experienced a coverage gap in the 

ensuing six months. Risk factors associated with insurance loss after delivery include not 

speaking English at home, being unmarried, having Medicaid at delivery, living in the South, and 

having an income between 100-185% of the poverty level. To minimize the adverse effects of 

coverage disruptions, states should consider policies that promote continuity of coverage for 

childbearing women, particularly those with pregnancy-related Medicaid eligibility. 
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1.2 Introduction 

Health insurance facilitates women’s access to timely prenatal and postpartum care, which 

improves birth outcomes and supports the long-term health of women and newborns.1 However, 

women are vulnerable to insurance disruptions before and after childbirth because of changes in 

employment, income, and program eligibility that commonly accompany childbirth. 

 

Under federal law, states must provide Medicaid coverage for pregnancy-related medical 

services for women with incomes under 138% of the federal poverty level (FPL). States can 

extend coverage to higher-income pregnant women via Medicaid or the State Children’s Health 

Insurance Program (CHIP) (as of 2016, state income eligibility ceilings for pregnancy-related 

Medicaid/CHIP varied from 138% to 380% FPL).2  

 

Coverage options are limited for women who become pregnant while uninsured or lose private 

insurance during pregnancy but do not qualify for Medicaid. Under the Affordable Care Act 

(ACA), all non-group and group insurance plans must include maternity benefits. However, 

pregnancy is not a qualifying event for special enrollment in a qualified health plan (QHP) on the 

ACA’s insurance marketplaces - though delivering a child is. 

 

Even when women gain Medicaid as a result of pregnancy, coverage is time-limited: pregnant 

women are only eligible from conception to sixty days postpartum, after which they must either 

re-qualify for Medicaid as parents/adults, obtain private insurance, or become uninsured. In all 

states, there is a gap between Medicaid eligibility thresholds for pregnant women and those for 

parents/adults (as of 2016, state income eligibility ceilings for parents vary from 18% to 221% 
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FPL).3 In the District of Columbia and 31 states that expanded Medicaid under the ACA, women 

with incomes below 138% retain Medicaid eligibility after childbirth. In non-expansion states, 

many will have incomes that fall in the gap between Medicaid eligibility for adults/parents and 

eligibility for marketplace subsidies (>100% FPL). The median Medicaid eligibility cutoff for 

parents in these 19 states is just 44% FPL and only three non-expansion states (ME, TN, and WI) 

cover parents at or above poverty.3 Even women who continue to be Medicaid eligible after 

delivery may face administrative or knowledge-based barriers to postpartum Medicaid 

enrollment.4 

 

While no study has examined the effect of insurance transitions before and after childbirth on 

health outcomes, research on other populations has shown that coverage disruptions – sometimes 

called health insurance “churning” - increase the odds of delaying needed care, reduce use of 

preventive services such as mammography and pap tests, and worsen the perceived quality of 

care.5–7 Further, changing plans, even without a gap in coverage, has been associated with a 65% 

increase in the likelihood of delaying care because of cost and a 37% decrease in the odds of 

having a usual source of care.8 

 

Published reports about insurance coverage of childbearing women in the U.S. are limited to 

specific states and use cross-sectional data, measuring payment for delivery or coverage at one 

point in pregnancy, rather than tracking coverage longitudinally across the period before and 

after childbirth.9–12 To address this gap, we estimated monthly rates of insurance coverage and 

insurance transitions for women before and after childbirth using nationally representative 

longitudinal survey data from 2005 to 2013. We also identified risk factors for coverage lapses.  



 

 5 

Our results serve as a valuable baseline from which to evaluate the potential effects of the ACA, 

as well as any potential major Medicaid reforms under the new administration, on childbearing 

women. Understanding typical patterns of insurance related to pregnancy is critical for designing 

policies that promote continuity of coverage across Medicaid eligibility categories and between 

Medicaid and private insurance. 

 
1.3 Methods 

1.3.1 Data  

We used pooled panels of the Medical Expenditure Panel Survey – Household Component 

(MEPS-HC) covering 2005 to 2013. Each MEPS-HC panel is a nationally representative sample 

of civilian, noninstitutionalized households; the survey collects detailed information on 

respondents’ demographics, health care utilization, health expenditures, and monthly insurance 

status over a two-year period. 

 

1.3.2 Sample 

We identified 2,948 births to 2,843 unique women from inpatient hospital files using ICD-9-CM 

and Clinical Classification codes for labor/delivery (for births 2005-2007) and the delivery 

indicator variable reported in the MEPS (available for births 2008-2013).13 For the 210 women 

with two deliveries, we randomly selected one delivery to maintain independence of the 

observations. We excluded deliveries where an infant could not be found in the household or 

where the infant month of birth and delivery record month differed by more than one month. The 

final sample included 2,726 women (95.9%). This approach excludes out-of-hospital births, 

which represented just 2% of U.S. births in 2013.14  
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1.3.3 Insurance Variables 

Relative to the month of delivery, we classified monthly insurance status for each calendar 

month starting three months prior to conception through six months postpartum.  

 

Insurance status was coded as one of three mutually exclusive categories: Medicaid/CHIP, 

Private/Other Insurance, or Uninsured. Medicaid/CHIP included women who reported any 

coverage by Medicaid, CHIP, or “any other public insurance or state program;” of note, 0.4% of 

our sample reported Medicare coverage, but always in combination with Medicaid, so they were 

included in this category as well. Private/Other insurance included those who only reported 

employer-sponsored coverage, TRICARE/CHAMPVA coverage, or “other private insurance – 

source unknown.” In other words, we applied a hierarchy where women with any 

Medicaid/CHIP coverage were classified as Medicaid/CHIP regardless of other coverage 

sources. We defined a lapse in coverage as any month in the Uninsured category. 

 

1.3.4 Analysis 

We used logistic regression to estimate the likelihood of an insurance lapse during two periods: 

nine months before delivery and six months after delivery. Covariates were age, education, race, 

Hispanic ethnicity, English language spoken at home, marital status, family income, Census 

region, and insurance type at delivery. We adjusted for the wave of the survey to control for 

changes over time. Demographics were those reported in the calendar year of the delivery. All 

estimates used MEPS-HC longitudinal sampling weights.  

 

1.3.5 Limitations 
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This study has several limitations. First, we identified deliveries using inpatient records provided 

by hospitals as part of the MEPS. Procedure codes are commonly used to identify obstetric 

events from hospital discharge data.15 We suspect that a high proportion of the events we 

identified were true deliveries, particularly since we only included those where a newborn was 

subsequently identified in the household. Though the MEPS asks extensively about household 

composition, there is a small possibility that we did not identify all deliveries to women in the 

sample due to underreporting by women or inaccurate reporting by hospitals. Second, without 

information on gestational age, we could not assign a pregnancy status to each calendar month. 

In our model of prenatal insurance lapses, we analyzed coverage during the nine calendar months 

up to and including the delivery month. Of course, not all pregnancies last nine months, but the 

bias from this assumption is likely minimal: among all singleton births in the U.S. in 2013, 89% 

had a gestational age of 37 weeks or longer and only 3% were less than 34 weeks.14 Finally, 

similar to other national surveys, uninsurance tends to be over-reported in the MEPS.16 A 

validation study found that 10% of MEPS respondents who report being uninsured hold private 

insurance.17 A synthesis of validation studies of insurance reporting in large surveys found 74-

88% of Medicaid beneficiaries correctly report Medicaid coverage and approximately 90% 

report being insured.18 

 
1.4 Results 

1.4.1 Overall Trends 

We calculated the proportion of women insured or not by calendar month leading up to and 

following delivery (Figure 1.1). The majority of our sample had private/other insurance, and the 

overall proportion of women with private insurance was relatively stable before, during, and 

after pregnancy. Leading up to delivery, the proportion of women who were uninsured decreased 
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and the proportion with Medicaid/CHIP increased. The lowest rate of uninsurance was in the 

month of delivery (13% of women). However, the uninsurance rate rose rapidly after delivery, 

nearly returning to the uninsurance rates observed in the months before pregnancy (25% in the 

tenth month before delivery compared to 23% six months after delivery). These overall patterns 

did not change substantively after the implementation of the dependent coverage provision of the 

ACA in 2010 (Figure A1.1).19 

Figure 1.1 Percentages of women who gave birth in the period 2005-13, by health 
insurance type and month before or after delivery 

 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-
Household Component. For each month, only women in the survey sample for that month are included (n = 2,727). 
CHIP is Children’s Health Insurance Program. 
 

1.4.2 Insurance Changes Before Childbirth 

Overall, in the nine months leading up to and including the delivery month, 58% of women 

experienced at least one change in insurance status and 62% were uninsured at least one month 

(Table 1.1). Rates of coverage changes (49%) and uninsurance (49%) before delivery were 
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lowest among women with private insurance in the month of delivery. In contrast, nearly three-

quarters of women with Medicaid in the month of delivery experienced an insurance coverage 

change during the nine months before delivery, and 65% were uninsured at least one month. 

Switching from uninsurance to Medicaid was the most common change: 51% of women who 

were uninsured before pregnancy acquired Medicaid by delivery. See Table A1.1 and Table A1.2 

for more detailed statistics on month-to-month changes.19 Family income was the only measured 

risk factor significantly associated with an insurance lapse in the nine months up to and including 

the delivery month. Higher-income women were much less likely to become uninsured during 

pregnancy (Table A1.3).19 

Table 1.1 Percentages of women with insurance changes and lapses before and after delivery, by 
type of insurance status in delivery month 
 

Type of Insurance 
in Delivery Month 

Nine Months Up To and 
Including Deliverya 

Six Months After Deliveryb 

Any Month-to-
Month Change 

Any Month 
Uninsured 

Any Month-to-
Month Change 

Any Month 
Uninsured 

Private or other 49% 49% 36% 35% 
Medicaid or CHIP 73 65 59 55 
No insurance 52 100 43 70 
All types 58 62 45 47 

 

Notes: Authors’ analysis of data for 2005–13 from panels 10–17 of the Medical Expenditure Panel Survey–
Household Component. Only women in the survey sample for all months in each period are included. CHIP is 
Children’s Health Insurance Program. an = 1,751. bn = 2,036.  

1.4.3 Insurance Changes After Childbirth 

Sixty-five percent of women with private insurance in the month of delivery continuously held 

insurance coverage for six months after delivery (Figure 1.2). In contrast, only 45% of those 

covered by Medicaid at time of delivery had continuous insurance six months later, and they 

were more likely to experience month-to-month changes in insurance status. The number of 

uninsured months following delivery was also much higher among women on Medicaid at 
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delivery, with nearly 55% experiencing at least one uninsured month and 25% experiencing two 

or more uninsured months over the next half year (Figure 1.2). For women who were uninsured 

at delivery, the majority (57%) remained uninsured for the entire six months postpartum. 

 

 

Figure 1.2 Percentages of women who were insured or not insured for any of the six 
months following delivery, by type of insurance in the month of delivery 

 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-
Household Component. For each month, only women in the survey sample for the six months after delivery are 
included (n = 2,036). CHIP is Children’s Health Insurance Program. 
 

Risk factors significantly associated with an insurance lapse include income between 100 and 

185% FPL (compared to those with incomes <50% of FPL), not speaking English at home, being 

unmarried, having Medicaid coverage at delivery (compared to Private/Other coverage), and 

living in the South (compared to the Northeast) (Figure 1.3). Adjusted odds ratios are shown in 

Table A1.3.19 Holding other maternal characteristics constant, the predicted probability of an 

insurance lapse after delivery was 18% lower if women had private insurance in the month of 

delivery compared to Medicaid (Figure 1.3). 
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Figure 1.3 Predicted probability of having any insurance lapse in the six months 
following delivery for women with insurance at delivery 

 
Notes: Authors’ analysis of data for 2005–13 from panels 10–17 of the Medical Expenditure Panel Survey–
Household Component. Only women in the survey sample for the six months after delivery who reported having 
insurance in the month of delivery are included (n =1,678). The predicted probabilities are marginal effects averaged 
across the observed covariates in the sample, based on logistic regression that used any insurance lapse as the 
outcome and adjusted for age, education, race, Hispanic ethnicity, language spoken at home, marital status, family 
income, region, insurance type at delivery, and survey panel. Predicted probabilities are shown for maternal 
characteristics where the adjusted odds ratio from the logistic model for one or more levels was significant relative 
to the reference category. Error bars show 95 percent confidence intervals. CHIP is Children’s Health Insurance 
Program. FPL is federal poverty level. Statistical significance is of the test of the difference in the predicted 
probability relative to the reference category. **p < 0.05 ***p < 0.01  
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1.5 Discussion 

Ensuring that pregnant women have insurance coverage has been a goal of policy efforts for 

decades, including the federal expansion of Medicaid to cover pregnant women in the 1980s, the 

CHIP Reauthorization Act of 2009, and the ACA. Using nationally representative longitudinal 

data, this study makes two important contributions to the scarce literature on insurance dynamics 

for childbearing women. It delivers a granular view of both insurance churning and disruptions 

that occur on a month-to-month basis. We find that higher rates of coverage for the costs of labor 

and delivery mask considerable dynamics, with high transition rates in the prenatal and 

postpartum months, especially for women with Medicaid coverage in the month of delivery. 

Ours is also the first study to track insurance rates in the six months following childbirth. We 

find that maintaining postpartum coverage is a particular challenge: nearly half of all births are 

followed by a period of uninsurance in the six months after delivery, affecting an estimated 1.8 

million families in 2013. Among women with Medicaid in the month of delivery, 55% became 

uninsured at some point during the six months after giving birth. This suggests that many women 

have no other accessible source of coverage when pregnancy-related Medicaid coverage ends 60 

days after delivery.  

 

1.5.1 Comparison to Prior Research  

Measuring changes in insurance coverage before and after childbirth is challenging because few 

surveys allow researchers to identify deliveries or pregnant women and monthly changes in 

coverage. The only other estimates of insurance transitions before childbirth use data from the 

Pregnancy Monitoring Assessment and Reporting System (PRAMS).9,10 An analysis of the 2009 

PRAMS, which sampled women in 29 states, found that 30% of women had a different source of 
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payment for their delivery than their coverage source in the month before pregnancy.10 Women 

with a change in coverage source were more likely to be low-income (<200% FPL), Hispanic, 

less educated, unmarried, and have an unintended pregnancy.10 

 

Other cross-sectional analyses have only estimated uninsurance among pregnant women and 

payment sources for delivery. A study using the National Health Interview Survey from 2000 to 

2009 found that 10% of pregnant women reported being uninsured.12 The 2009 PRAMS analysis 

found that only 1.5% of women report self-paying for delivery; however, this estimate is likely 

an underestimate. The PRAMS sample excludes many states in the South as well as 8.9% of 

women who did not respond or responded “other” to insurance questions.10 Widely-cited 

analyses based on National Vital Statistics birth certificate data from 33 states in 2010 show that 

44.9% of deliveries were paid by Medicaid, 50.8% by private/other insurance, and 4.4% were to 

uninsured women/paid out-of-pocket.11 

 

There are several possible reasons why our finding that 12.5% of women reported uninsurance in 

the month of delivery is higher than other studies. First, some women who receive Medicaid 

payment for delivery expenses may reasonably consider themselves uninsured in the calendar 

month of delivery. Uninsured Medicaid-eligible women may enroll in pregnancy-related 

Medicaid coverage during the delivery episode, and some women, including undocumented 

immigrants, may receive emergency Medicaid that only covers their delivery expenses; this is 

consistent with the low-income and disproportionately Hispanic population described in the 

PRAMS above. Births to undocumented parents represent 7% of all births in the U.S. and a 

significant proportion of Medicaid-funded births; for example, in North Carolina, 16% of 
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Medicaid-paid births are funded through emergency Medicaid.20,21 Second, unlike PRAMS and 

the Vital Statistics birth certificate data, the MEPS samples all states, including many in the 

South that have higher rates of uninsurance and lower Medicaid eligibility thresholds for 

pregnant women. The set of included states matters: the estimated share of self-paid deliveries 

ranges widely across states (for example, 0.8% in D.C, 8.2% in Texas, 9.0% in Florida, and 

16.4% in Nevada based on Vital Statistics data).11 

 

Finally, an advantage of the MEPS is that it enables us to measure insurance dynamics over time. 

However, as stated in the limitations, uninsurance tends to be over-reported in national surveys 

including the MEPS.16 To calculate an upper-bound estimate, if we assumed 20% of those who 

report being uninsured actually had private insurance and 20% had Medicaid, we would 

overestimate the level of uninsurance by five percentage points (i.e., we would estimate 7.5% 

uninsurance in the month of delivery rather than 12.5%).17 We expect reporting errors to be 

relatively constant over time and thus to minimally affect our estimates of insurance transitions. 

 

1.5.2 Effects of Coverage Changes and Lapses 

Lack of insurance and coverage discontinuity have important implications for both women and 

infants from preconception to postpartum. Before delivery, interventions can be introduced to 

modify health behaviors and conditions that contribute to adverse pregnancy outcomes, such as 

smoking or prescription drug use; uninsurance is a barrier to such timely care .22 Preconception 

uninsurance may also decrease the effectiveness of coverage gained during pregnancy: women 

without a regular provider before pregnancy are less likely to receive timely prenatal care.23 
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Insurance gaps during pregnancy place women at elevated risk of delaying prenatal care 

initiation and receiving fewer than the advised 7-10 prenatal visits.24 Inadequate prenatal care is 

associated with adverse birth outcomes including prematurity, stillbirth, and neonatal death.1 

Uninsurance during pregnancy among low-income women may also be detrimental from a cost 

perspective: studies have found that spending on prenatal care results in savings in future 

Medicaid costs.25,26  

 

After delivery, coverage disruptions may present a barrier to accessing postpartum care, 

especially the recommended six-week postpartum visit, which only 40% of American women 

attend.27 Uninsured women may struggle to manage existing chronic health issues and common 

pregnancy-related conditions such as pain and urinary incontinence, many of which persist 

through the year after birth.28 Postpartum depression, which affects an estimated 13-19% of 

women, could go unidentified or untreated without proper follow up care – negatively affecting a 

woman’s health and her relationships with family members.29 Our finding that a quarter of 

women with Medicaid coverage at delivery experience two or more uninsured months in the six 

months after delivery is particularly concerning given the evidence that low-income and 

Medicaid coverage during pregnancy are associated with higher rates of postpartum depressive 

symptoms.30 Coverage gaps after delivery may also inhibit access to family planning services, 

including counselling on adequate spacing between pregnancies, which is associated with 

improved birth outcomes.31 Indeed, postpartum loss of Medicaid coverage may partly explain 

why the odds of a short inter-pregnancy interval are 41% higher among women who have a 

Medicaid-paid delivery compared to those who do not.32  
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The wellbeing of infants can also be negatively affected by maternal uninsurance after delivery. 

Poor management of maternal mental health adversely affects a child’s cognitive, behavioral, 

and socio-emotional development.33,34 Moreover, having an uninsured parent is associated with a 

lower likelihood of a child having insurance and receiving recommended pediatric care.35,36 

 

1.5.3 Policy Implications  

We analyzed data collected prior to the implementation of the ACA Medicaid expansions and 

insurance marketplaces in 2014 and found that one-quarter of women were uninsured nine 

months before childbirth. Coverage gains under the ACA likely have resulted in a significant 

decrease in this share. From 2013 to 2015, the uninsurance rate among reproductive-age women 

decreased from 19.9% to 12.8% nationwide and from 33.9% to 23.2% among women living 

below poverty.37 Early evidence also suggests that the dependent coverage provision was 

associated with a small increase in the number of deliveries paid by private insurance among 

women 19 to 25 years of age, though this was mostly driven by a decrease in Medicaid-funded 

rather than self-paid deliveries.38 

 

However, women who are uninsured when they become pregnant and who are not eligible for 

Medicaid will continue to face challenges under the ACA. Pregnancy is not a qualifying event 

that allows special enrollment in a QHP, raising concerns that these women will be left without a 

coverage option.39 Paying out-of-pocket for pregnancy-related services represents a substantial 

financial burden; the average payment for prenatal care and delivery among commercial 

beneficiaries was $18,329 for vaginal delivery and $27,866 for a caesarean section in 2010.40 

New York and Vermont, which included pregnancy as a qualifying event for enrollment in a 
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QHP as of 2016, will serve as examples of the implications of expanding special enrollment to 

pregnant women. 

 

By covering more women regardless of their pregnancy or parental status, state Medicaid 

expansions under the ACA are poised to improve continuity of coverage for low-income women. 

From 2013 to 2015, the percentage of reproductive-age women with Medicaid coverage 

increased by 33% in expansion states (17.7% to 23.7%) compared to 7% in non-expansion states 

(14.0% to 15.0%).37 In the nineteen states that have not expanded Medicaid, continuity of 

coverage for low-income women will remain a critical concern, and if Medicaid expansion is 

rolled back under the new administration, these concerns will likely worsen again in those states 

that have expanded. We found that women in the South were more likely to experience 

uninsurance after delivery, likely driven in part by low-income thresholds to qualify for 

Medicaid as a parent in Southern states. Differential Medicaid expansion is likely to further 

increase state disparities in access to coverage for childbearing women, especially preconception 

and postpartum.  

 

States should consider reforms to Medicaid/CHIP eligibility criteria that explicitly recognize the 

transition from pregnancy to parenthood.  States could also consider expanding outreach efforts, 

streamlining enrollment processes, or introducing special navigators to smooth the transition for 

low-income women from pregnancy-related Medicaid to adult/parental Medicaid or a QHP. Such 

efforts could be particularly effective for women whose primary language is not English, whom 

we found to be at greater risk of being uninsured after delivery.  
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While the future of the ACA under the Trump administration remains unclear, it is likely that 

Medicaid will continue to be a major source of coverage for pregnant women. Thus, the 

coverage discontinuities identified in this study will remain a concern, particularly for women 

who become Medicaid eligible because of their pregnancy and reside in states with limited 

Medicaid options for parents and low-income adults. If states are granted increased flexibility in 

designing Medicaid programs, they should consider how policy proposals that affect 

reproductive-age women will affect coverage continuity, and thus access to care, in the months 

surrounding childbirth. Indeed, although data are not yet available to evaluate how the ACA 

impacted coverage transitions before and after childbirth, such evidence is needed to inform 

federal and state policies. It is likely that the ACA’s Medicaid and QHP expansions – while in 

some cases complicating the potential for insurance transitions – has overall significantly 

improved coverage rates for women both before and after childbirth. Further evidence in this 

area could help inform the debate over repeal and any future changes to the law. 

 
1.6 Conclusion 

The months surrounding childbirth are characterized by frequent gaps and changes in coverage 

that may compromise women’s timely access to recommended care, and continuity and quality 

of care. While the ACA coverage expansions improved coverage levels among reproductive-age 

women, challenges remain for maintaining continuity of coverage in the period surrounding 

childbirth, especially for women who qualify for pregnancy-related Medicaid coverage. State 

and federal policymakers should consider policies that help to smooth coverage transitions from 

preconception to the postpartum period by aligning coverage options for women of reproductive-

age, pregnant women, and parents. 
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2.1 Abstract 
 

Importance: The impact of the Affordable Care Act’s (ACA) dependent coverage provision on 

pregnancy-related health care and health outcomes is unknown.   

 

Objective: To determine whether the dependent coverage provision was associated with changes 

in payment for birth, prenatal care, and birth outcomes among married and unmarried women. 

 

Design, Setting, and Participants: Retrospective cohort study, analyzed using a differences-in-

differences analysis of individual-level birth certificate data comparing live births among U.S. 

women aged 24-25 and women aged 27-28 before (2009) and after the dependent coverage 

provision (2011-2013). Results were stratified by marital status. 

 

Main Exposure: The ACA’s dependent coverage provision, which allowed young adults to stay 

on their parent’s health insurance until age 26. 

 

Main Outcomes(s) and Measure(s): Primary outcomes were payment source for birth, early 

prenatal care (first visit in first trimester), and adequate prenatal care (defined by the APNCU 

index). Secondary outcomes were cesarean delivery, premature birth, low birthweight, and infant 

NICU admission. 

 

Results: The study population included 1 379 005 births among women aged 24 to 25 years 

(exposure group; 299 024 in 2009; 1 079 981 in 2011-2013), and 1 551 192 births among women 

aged 27 to 28 years (control group; 325 564 in 2009; 1 225 628 in 2011-2013). Overall, the 
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dependent coverage provision was associated with a 1.9 percentage-point increase in private 

insurance payment for birth (95% CI: 1.6, 2.1), 1.4 percentage-point decrease in Medicaid (95% 

CI: -1.7, -1.2), and -0.3 percentage-point decrease in self-pay/uninsurance (95% CI: -0.4, -0.1) 

among 24-25 year-old women compared to 27-28 year-olds. Among unmarried women, the 

policy was associated with a 3.8 percentage-point increase in private insurance (95% CI: 3.5, 

4.2), 0.8 percentage-point increase in early prenatal care (95% CI: 0.4, 1.3), 0.6 percentage-point 

increase in adequate prenatal care (95% CI: 0.1, 1.0), 0.6 percentage-point decrease in cesarean 

deliveries (95% CI: -1.1, -0.2), and 0.3 percentage-point decrease in preterm births (95% CI: -

0.5, 0.002).  Among married women, the policy was associated with a 0.7 percentage-point 

increase in early prenatal care (95% CI: 0.4, 1.0). The policy was not associated with statistically 

significant changes in adequate prenatal care, cesarean deliveries or preterm births among 

married women.  There were no significant changes in low birthweight or NICU admission. 

 

Conclusions and Relevance: In this study of nearly 3 million births among women aged 24 to 

25 years compared with those aged 27 to 28 years, the Affordable Care Act dependent coverage 

provision was associated with increased private insurance payment for birth, increased use of 

prenatal care, and modest reduction in preterm births and cesarean deliveries among unmarried 

women. The policy was not associated with changes in low birthweight or NICU admission. 
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2.2 Introduction 

Beginning in September 2010, the Affordable Care Act (ACA) required private health insurers to 

allow young adults to remain on their parent’s plan until their 26th birthday. Nearly one-third of 

U.S. births are to women in the age range affected by the policy (19-25). While studies have 

found that this dependent coverage provision expanded insurance, increased preventive care, and 

improved self-reported health among young adults, little attention has been given to the impact 

of the provision on pregnant women.1–6 The only study among pregnant women found that the 

policy was associated with an increase in privately insured births and a decrease in Medicaid-

paid births, concentrated among unmarried women.7  

Insurance changes among reproductive-age and pregnant women associated with the provision 

could lead to improvements in prenatal care use and birth outcomes (Figure A2.1). Compared to 

women who are insured prior to pregnancy, uninsured women who become eligible for 

pregnancy-related Medicaid may face delays accessing prenatal care because of late pregnancy 

recognition, enrollment barriers, and difficulty finding a clinician. Coverage before pregnancy is 

associated with earlier initiation of prenatal care, which is associated with reduced adverse 

outcomes such as prematurity and neonatal death.8–10 Expansion of coverage to reproductive-age 

women may also improve outcomes by increasing access to care before conception, in turn 

potentially improving chronic-disease management, reducing tobacco use, increasing access to 

contraception, and improving quality and continuity of care. 

The objective of this study was to investigate whether the dependent coverage provision’s 

expansion of health insurance was associated with changes in payment for birth, prenatal care, 

and birth outcomes, among married and unmarried women. 
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2.3 Methods 

2.3.1 Data 

We used individual-level data from the Centers for Disease Control and Prevention public-use 

natality files, which contain a census of U.S. birth certificate data. We limited our sample to 

states that had adopted the “2003 revised U.S. Standard Certificate of Live Birth” format in each 

year, since this format contains consistent outcome definitions and information on payment for 

birth. Birth certificate data is entered by the birth facility based on clinical records and maternal 

surveys. During our study period, the number of states using the 2003 format increased from 28 

in 2009 to 40 (plus Washington D.C.) by 2013, but the public dataset does not identify individual 

states over time.11 This study was deemed non-human subjects research by the Harvard 

University IRB. 

 

2.3.2 Study Design 

Similar to previous evaluations of the dependent coverage provision1–5, we conducted a 

retrospective cohort study analyzed using difference-in-differences analysis, comparing younger 

adults eligible for the provision to a control group of slightly older adults.  We stratified our 

results by marital status because marriage has the potential to modify the effect of the policy. 

Married women are more likely to have private insurance than unmarried women (due partly to 

spousal insurance), decreasing the probability that they will receive coverage through a parent’s 

plan.12 This hypothesis is supported by previous research on the dependent coverage provision, 

including a study on payment for birth, which found larger increases in private insurance among 

unmarried women.1,7  
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The study period was 2009-2013, since our dataset only includes source of payment for delivery 

starting in 2009, and in 2014, the ACA’s Medicaid and Marketplace expansions took effect, 

changing coverage options for all ages. While dependent coverage was not mandated until 

September 23, 2010, some insurers voluntarily implemented it earlier in 2010.  Accordingly, we 

excluded births in 2010 as a “washout period,” similar to several prior studies.3,5,7 We classified 

2011-2013 as the post-policy period. 

 

2.3.3. Main Exposure 

The primary assumption of difference-in-differences analysis is that the trends observed in the 

“control” group are a valid counterfactual for what would have occurred in the “exposure” group 

if not for the policy. Following published best practices for this study design, we inspected pre-

policy trends before conducting the assessment of the policy’s effects, in order to select our 

comparison groups.13 Based on an analysis of trends in our study outcomes before 2010, we 

defined the “exposure” group as births to women aged 24 to 25 years and the “control” group as 

births to women aged 27 to 28 years.  While many studies of this provision used broader age 

groups (e.g. 19-25 and 27-34), such wide age-bands may yield less appropriate comparison 

groups, and in our case violated the parallel trends assumption for the primary payment 

outcomes; thus, we chose narrower age bands for a more appropriate analytical comparison 

(Table A2.1).14 Pre-period monthly trends were more similar within marital strata than for the 

overall sample (Table A2.2). We detected small but significant differential linear trends prior to 

2010 for prenatal care and NICU admission overall and among unmarried women only (Table 

A2.2). Estimating our primary difference-in-differences regression as if the policy took effect six 

months earlier in July 2009 (post hoc “placebo testing”), we identified a similar pattern, with 
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significant results for prenatal care and NICU admission overall and among unmarried women 

(Table A2.3).  

 

2.3.4 Outcomes 

Consistent with numerous studies of health insurance expansions, including the dependent 

coverage provision, we examined outcomes in three domains: insurance status, access to care, 

and health.1,3,15–17 This approach is supported by evidence from a variety of settings showing that 

coverage changes can lead to changes in utilization and health outcomes.18 

 

As a proxy for insurance status, we analyzed payment for birth – Medicaid, private insurance, or 

self-pay. Payment for birth does not necessarily capture coverage status before and during 

pregnancy; however, most women with private insurance at delivery have it throughout 

pregnancy, unlike Medicaid, which is often acquired during pregnancy or at delivery.19 To 

measure access to care, we examined early prenatal care (first prenatal visit in the first trimester) 

and adequate prenatal care (defined by the Adequacy of Prenatal Care Utilization [APNCU] 

index)20. The APNCU index defines adequate prenatal care as having a visit in the first trimester 

and at least 80 percent of the expected number of visits based on gestational age and clinical 

guidelines. Finally, we selected a set of secondary infant birth outcomes for which previous 

research suggests an association with insurance status and prenatal care: delivery by caesarean 

section,21–24 preterm birth (<37 weeks),10,17,23,25 low birthweight (<2500g),17,23,25–28 and infant 

NICU admission.29 

 

2.3.5 Statistical Analysis 
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We fitted linear probability models for each outcome as a function of exposure group status, 

post-implementation status (2011-2013), and their interaction. See Appendix A2 for additional 

details on the model specification. The interaction term is the difference-in-differences estimate 

of the association between the provision and the outcome, i.e. the differential change before and 

after the dependent coverage provision among 24-25 year olds compared to 27-28 year olds. We 

used linear probability models, which are standard in difference-in-differences analyses for their 

ease of interpretation of the model’s key interaction terms.30 We used robust standard errors, but 

also conducted a sensitivity analysis with standard errors clustered at the age group-month level, 

and this did not substantively change our results (Table A2.4). Multivariable models controlled 

for potential confounders, including month of delivery; maternal marital status, age, race, 

ethnicity, and education; whether the birth was a woman’s first live birth; multiple delivery; and 

paternal age. Race/ethnicity data was drawn from birth certificate data; states typically use this 

information to track population-level health and disparities. Since private health insurance rates 

are correlated with employment rates, which could differentially affect the exposure and control 

groups, we also adjusted for monthly sex- and age-specific unemployment rates.31 To assess 

whether changes in the outcomes were potentially accounted for by changes in payment for birth, 

we conducted a sensitivity analysis estimating the association between the provision and prenatal 

care and birth outcomes adjusting for payment for birth (Table A2.5).  

 

Observations with missing or unreported covariates were included in the analysis and coded 

using an indicator variable for observations in which the covariate was not reported. We did not 

adjust for multiple comparisons and thus our results should be considered exploratory. A two-
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sided P value of <.05 was considered statistically significant. All analyses were performed using 

STATA (version 13.1; StataCorp).  

 

2.4 Results 

2.4.1 Study Population 

The final sample included 1,379,005 births to 24-25 year-olds (the exposure group) and 

1,551,192 births to 27-28 year-olds (the control group). Prior to the policy, compared to the 

control group, the exposure group had a younger paternal age and a higher proportion of women 

who were Hispanic, Black, unmarried or without post-secondary education (Table 2.1).  

 

Table 2.1. Maternal and paternal characteristics before and after the dependent coverage provision 

 

Notes: Estimates are given as percentage points except where noted. Estimates are based on an unadjusted model 
with robust standard errors analyzing data before the policy (2009) and after the policy (2011-2013) excluding 2010 
as the policy-implementation period. Differential change represents the difference in the change in each 
characteristic from pre- to policy in the exposure group relative to the control group, for example, the mean maternal 
age increased by 0.02 more years in the exposure group relative to the control group.  
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2.4.2 Payment for Birth 

Figure 2.1 shows unadjusted trends in payment for birth before and after the policy for all 

women and by marital status. Table 2.2 shows unadjusted and adjusted difference-in-differences 

estimates for changes in each outcome.  In the adjusted difference-in-differences analyses, the 

dependent coverage provision was associated with a 1.9 percentage-point increase in private 

insurance payment for birth (95% CI: 1.6, 2.1; p<0.001; 5% increase from a baseline of 37%), a 

1.4 percentage-point decrease in Medicaid payment (95% CI: -1.7, -1.2; p<0.001; 3% decrease 

from a baseline of 52%), and a -0.3 percentage-point change in self-payment/uninsurance (95% 

CI: -0.4, -0.1; p<0.001; 6% decrease from a baseline of 5%).  

 

Among unmarried women, the provision was associated with a 3.8 percentage-point increase in 

private insurance (95% CI: 3.5, 4.2; p<0.001; 20% increase from a baseline of 19%), as well as a 

3.6 percentage-point decline in Medicaid among unmarried women (95% CI: -4.0, -3.2; p<0.001; 

5% decrease from a baseline of 71%) (Table 2.3). The provision was not associated with 

significant changes in source of payment for married women. The differential changes in private 

payment (-4.2, 95% CI: -4.6, -3.7; p<0.001) and Medicaid payment (3.8, 95% CI: 3.3, 4.3; 

p<0.001) between unmarried and married women were statistically significant. 
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Figure 2.1 Primary source of payment for birth for women aged 24 to 25 years (exposure 
group) and women aged 27 to 28 years (control group) overall and by marital status 
 

Notes: The blue y-axis scale indicates range from 0% to 12%. The policy implementation period (January 2010-
December 2010) was excluded from the analysis. Linear regression modeling with the payment type as the outcome 
was used to calculate the monthly season adjustments as coefficients on monthly dummy variables. The seasonal 
adjustments were subtracted from means calculated at the group and month level.  
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Table 2.1 Estimated changes in the outcomes associated with the ACA dependent coverage provision  

 

Notes: Estimates are given in percentage-points. All models analyze data from 2009-2013 excluding 2010 as the 
policy-implementation period and use robust standard errors (N=2,930,197). Adjusted models are adjusted for 
month of delivery; a monthly linear time trend; maternal marital status, age, race, ethnicity, and education; whether 
the birth was a woman’s first live birth; multiple delivery; paternal age; and monthly unemployment rates.  
 
 
2.4.3 Prenatal Care  

In adjusted analyses, the policy was associated with a 1.0 percentage-point increase in early 

prenatal care (95% CI: 0.7, 1.2; p<0.001; 1.4% increase from a baseline of 70%), and a 0.4 

percentage-point increase in adequate prenatal care (95% CI: 0.2, 0.6; p<0.001; 0.6% increase 

from a baseline of 74%). After adjusting for payment for birth, the association with early 

prenatal care was still significant but roughly 30% smaller in magnitude, and the association with 

adequate prenatal care was no longer significant (Table A2.5).  

 

Significant increases in early prenatal care were identified for both unmarried (0.8 percentage-

points, 95% CI: 0.4, 1.3; p<0.001; 1.3% increase from a baseline of 64%) and married women 

(0.7 percentage-points, 95% CI: 0.4, 1.0; p<0.001; 0.9% increase from a baseline of 75%).  

Significant increases in adequate prenatal care were only present among unmarried women (0.6 

percentage-points, 95% CI: 0.1, 1.0; p=0.01; 0.9% increase from a baseline of 68%); however, 
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the differential change in adequate prenatal care between unmarried and married women was not 

statistically significant (-0.5, 95% CI: -1.0, 0.1).   

 

2.4.4 Birth Outcomes 

In adjusted analyses, the policy was associated with a statistically significant decrease in preterm 

birth (-0.2 percentage-points, 95% CI: -0.3, -0.03; p=0.02; 2.2% decrease from a baseline of 

9.4%), but not with changes in cesarean delivery, low birthweight, or NICU admission. The 

association with preterm birth was no longer statistically significant after adjusting for payment 

for birth (Table A2.5).  

 

In stratified analyses, the policy was associated with significant decreases in preterm birth (-0.3 

percentage-points, 95% CI: -0.5, 0.002, p=0.05; 2.9% decrease from a baseline of 10.3% and 

cesarean section (-0.6 percentage-points, 95% CI: -1.0, -0.2; p=0.01; 1.9% decrease from a 

baseline of 32%) among unmarried women only. The differential change between unmarried and 

married women was significant for cesarean sections (0.9, 95% CI: 0.4, 1.4) but not for preterm 

birth (0.1, 95% CI: -0.2, 0.5).  
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Table 2.2 Estimated changes 
in the outcomes associated 
with the ACA dependent 
coverage provision, by 
marital status  
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2.5 Discussion 
 
In this national study of prenatal care and birth outcomes among young adults, the ACA’s 

dependent coverage provision was associated with a significant increase in private insurance 

payment and a reduction in Medicaid payment for childbirth. The provision was also associated 

with modest but statistically significant increases in early and adequate prenatal care. In 

subgroup analyses, changes in payment for birth and adequate prenatal care were only significant 

among unmarried women. For secondary birth outcomes, the provision was associated with 

modest decreases in preterm births and cesarean deliveries; changes for these outcomes were 

only significant among unmarried women. 

 

The study findings for changes in payment for birth are consistent with Antwi et al. (2016), 

which found a 2.5 percentage-point increase in privately paid births, a 2.1 percentage-point 

decrease in Medicaid paid births, and a 0.3 percentage-point decrease in self-paid births.7 The 

small decrease in uninsured births associated with the policy contrasts with studies of the general 

young adult population, which estimated decreases of uninsurance between 3.0 and 4.7 

percentage points, driven almost entirely by shifts from uninsurance to private insurance.1,2 This 

difference reflects the special role Medicaid plays in covering pregnant women.  Medicaid paid 

for 45% of U.S. births in 2010,34 and even if a woman is uninsured for most of her pregnancy, by 

the time of delivery, there is a high likelihood she will have obtained Medicaid if she is eligible.  

Hospitals have a strong incentive to enroll eligible women even after delivery in order to obtain 

payment (Medicaid pays retroactive costs for eligible individuals for up to 3 months prior to 

enrollment).35 Thus, the estimates of payment for birth in this study likely understate the role the 
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policy played in increasing pre- and post-conception coverage and the number of months women 

were insured during pregnancy.   

 

Unmarried women experienced a 20% increase in private coverage in contrast to no significant 

change among married women. This is consistent with Antwi et al. (2016) which also found 

significant changes in payment for birth among unmarried women only.1,7 Without the option of 

spousal coverage, unmarried women were less likely to have private insurance before the ACA 

and more likely to benefit from the provision. The finding that changes in adequate prenatal care, 

preterm birth, and cesarean sections were only significant among unmarried women is consistent 

with the interpretation that the observed changes in prenatal care and birth outcomes are related 

to changes in payment for birth, and direct adjustment for payment attenuated the observed 

changes in prenatal care and birth outcomes. 

 

The improvement in prenatal care observed in this study is consistent with previous research 

showing that women with preconception coverage are better able to access clinicians early in 

pregnancy.9 Other research has shown that having private insurance at delivery is associated with 

higher rates of continuous coverage before, during, and after pregnancy, compared to pregnancy-

related Medicaid coverage, which only covers women from conception to sixty days 

postpartum.19  

 

The estimated increases in prenatal care utilization (+1.0 percentage points for early prenatal care 

and +0.4 percentage points for adequate prenatal care) are modest but not negligible when 

considered in the context of other interventions aimed to improve prenatal care use. Evidence 
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from pregnancy-related Medicaid expansions in the 1980s found that despite large increases in 

coverage, gains in prenatal care use were inconsistent.25 For example, Epstein and Newhouse 

(1998) observed an increase of 3 percentage-points in early prenatal care in South Carolina but 

no improvement in California.23 Similarly modest evidence exists for community-based 

interventions to improve prenatal care. For example, evidence on home visiting programs for 

high-risk women have found results ranging from no significant difference to a 4.5 percentage-

point increase in adequate prenatal care use, suggesting that this study’s estimates for the 

dependent coverage provision are in the range of changes detected after more intensive 

interventions.36  

 

Given the relatively small coverage and utilization changes associated with the policy, it is not 

surprising that changes in birth outcomes were small in magnitude. These modest results are 

similar to previous studies of coverage expansions to pregnant women, which have found small 

or no changes in premature birth, cesarean section, and low birthweight, despite improvements in 

prenatal care.17,25 While prenatal care is not the only mechanism through which expansion of 

coverage might affect birth outcomes (Figure A2.1), evidence on the effectiveness of routine 

prenatal care is mixed.37,38 Regardless, it is likely that insurance coverage is still important to 

improve access to such interventions.  

 

The dependent coverage provision is one of many components of the ACA with the potential to 

affect reproductive-age and pregnant women. Future research should examine the impact of 

other aspects of the law on insurance coverage during pregnancy and resulting impacts on access 

to care, maternal outcomes, and both short- and long-term children’s health outcomes.  
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2.5.1 Limitations 

This study has several limitations. First, difference-in-differences analysis relies on the 

assumption that the post-implementation trend for the control group is a valid counterfactual for 

what would have been observed in the exposure group if not for the policy. Based on an analysis 

of monthly pre-period trends, this study used narrower age bands than previous studies. Small 

but significant divergent trends and “placebo effects” were detected for early prenatal care and 

NICU admission among unmarried women, suggesting that results for these outcomes should be 

interpreted with caution.  

 

Second, while the use of narrow age bands improves the study’s internal validity, this approach 

only estimates the association between the provision and outcomes for births to 24 and 25 year-

old women. The provision may have differentially affected women of younger ages, among 

whom rates of prenatal care are typically lower and risk of adverse birth outcomes higher.10 

 

Third, without state identifiers, the analysis could not be restricted to states based on the year 

they adopted the 2003 birth certificate format. A previous analysis of the dependent coverage 

provision and payment for childbirth compared the natality data used in this study to the 

Nationwide Inpatient Sample and found similar results, suggesting this threat to validity is 

limited for payment-related outcomes.7 Though regression models controlled for observed 

covariates, unobserved changes in the composition of the exposure and control group over time 

could bias the results. While it is difficult to predict the direction of potential bias, changes in the 

observed covariates in Table 2.1 suggests that, compared to the control group, the exposure 

group had a greater post-policy increase in demographic risk factors for inadequate prenatal care 
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and poor birth outcomes (i.e. being unmarried, non-White, and less educated). This pattern 

suggests that – if anything – this study may underestimate the provision’s association with 

improved prenatal care and birth outcomes. 

 
2.6 Conclusion 

In this study of nearly 3 million births among women aged 24 to 25 years compared with those 

aged 27 to 28 years, the Affordable Care Act dependent coverage provision was associated with 

increased private insurance payment for birth, increased use of prenatal care, and modest 

reduction in preterm births and cesarean deliveries among unmarried women. The policy was not 

associated with changes in low birthweight or NICU admission. 
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CHAPTER 3: Matching and Regression-to-the-Mean in Difference-
in-Differences Analysis 
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3.1 Abstract 

Objective. To demonstrate regression-to-the-mean bias introduced by matching on pre-period 

variables in difference-in-differences studies. 

Data Sources. Simulated data.  

Study Design. We performed a Monte Carlo simulation to estimate the effect of a placebo 

intervention on simulated longitudinal data for units in treatment and control groups using 

unmatched and matched difference-in-differences analyses. We varied the pre-period level and 

trend differences between the treatment and control groups, and the serial correlation of the 

matching variables. We assessed estimator bias as the mean absolute deviation of estimated 

program effects from the true value of zero.  

Principal Findings. When pre-period outcome level is correlated with treatment assignment, an 

unmatched analysis is unbiased, but matching units on pre-period outcome levels produces 

biased estimates. The bias increases with greater pre-period level differences and weaker serial 

correlation in the outcome. This problem extends to matching on pre-period level of a time-

varying covariate. When treatment assignment is correlated with pre-period trend only, the 

unmatched analysis is biased, and matching units on pre-period level or trend does not introduce 

additional bias. 

Conclusions. Researchers should be aware of the threat of regression-to-the-mean when 

constructing matched samples for difference-in-differences. We provide guidance on when to 

incorporate matching in this study design. 

Keywords: observational research, matching, difference-in-differences. 
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3.2 Introduction 

Difference-in-differences is one of the most popular approaches for measuring the effect of 

health policies and programs.1 A difference-in-differences analysis can be employed any time 

one measures an outcome in units that have been exposed to a policy or program (the treatment 

group) and those that have not (the control group) both before and after the intervention is 

implemented. Here, “group” means the level at which treatments are applied (e.g., states, clinics) 

and “unit” means the level at which measurements are made (e.g., counties within states, patients 

within clinics, etc.). The effect of the treatment is calculated as the difference in the outcome 

between the treatment and control groups after the intervention minus the difference before the 

intervention. One concludes that the intervention affected the outcome if the difference between 

the two groups changes from the pre-period to the post-period.  

 

As the popularity of difference-in-differences has risen, so has the application of matching 

methods to this study design. The objective of matching is to reduce potential confounding by 

improving the comparability of units in the treatment and control groups. In the context of 

difference-in-differences, researchers identify a subset of potential confounders and match units 

from the treatment and control group on measures of these variables prior to the intervention. 

The effect of the intervention is then estimated using this matched sample.  

 

Difference-in-differences studies with matched samples have been used to evaluate the impact of 

a variety of health policies and programs including high-deductible health plans 2,3, team-based 

and coordinated care programs 4–6, multi-payer medical homes 7, telehealth programs 8, home-

visiting programs 9, hospital closures 10, workplace wellness programs 11, and quality 
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reporting.12,13 In this paper, we demonstrate how matching in difference-in-differences can 

introduce a well-known statistical phenomenon, regression-to-the-mean, resulting in biased 

estimates of intervention effects. We also offer practical guidance to researchers on how to select 

matching variables to minimize this important threat to validity. 

 

3.2.1 Basics of Difference-in-Differences 

We focus on the widely-used “micro-level” difference-in-differences model in which the 

treatment is assigned to a group (e.g., health plans adopt benefit design changes) and 

observations are available for units within groups (e.g., health spending of enrollees within 

health plans) before and after an intervention.1  

 

A difference-in-differences study is usually analyzed with a regression model such as, 

𝑌"#$ = 𝛽' + 𝛽)𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡# + 𝛽0	𝑝𝑜𝑠𝑡$ + 𝛿 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡# ∗ 𝑝𝑜𝑠𝑡$ + 𝜀"#$	,  (1) 

where i indexes units, j indexes groups, t indexes time, treatment is an indicator for whether a 

group was treated, post is an indicator for whether a measurement was taken in the post-

treatment period, and e is the random error term. We consider the simplest case, in which there 

are only two groups: one treatment group and one control group. The difference-in-differences 

estimate of the average treatment effect on the treated is 𝛿 = 𝑌$9:;$<:=$,>?@$ − 𝑌$9:;$<:=$,>9: −

(𝑌C?=$9?D,>?@$ − 𝑌C?=$9?D,>9:). 

 

3.2.2 Confounding in Difference-in-Differences 

One advantage of difference-in-differences, relative to cross-sectional designs, is that it does not 

require treatment and control groups to have similar baseline means, often referred to as pre-
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period “levels”, in the outcome or other covariates.  This is because the design measures the 

effect of an intervention as the relative change in the outcomes between units in the treatment 

and control groups over time. As a result, the definition of confounding differs from cross-

sectional studies. A confounder of a difference-in-differences study is any variable related to 

both treatment assignment and the change in the outcome over time (i.e., the trend). Contrast this 

to a confounder in a cross-sectional study, which is any variable related to both treatment 

assignment and the level of the outcome at a point in time. Of course, a variable may be related 

to both the level and trend in the outcome and therefore a confounder in both senses. The point is 

that variables related only to treatment assignment and outcome level (not trend) do not bias 

difference-in-differences studies. They are not confounders and therefore not a useful target of 

matching that is intended to reduce bias due to observable confounders. 

 

Like other observational designs, difference-in-differences still requires a strong assumption to 

produce unbiased causal estimates of the treatment effect: the change from pre- to post-period in 

the control group is a valid counterfactual for the change that would have occurred in the 

treatment group in the absence of the intervention. This is often stated as two assumptions, 

“common shocks” and “parallel trends”, referring, respectively, to the assumption that events 

during the study period affect the treatment and control groups equally and the assumption that 

the two groups would have equal trends in the post period if not for the intervention.14 This is 

also equivalent to assuming no unobserved confounding, where we emphasize that confounding 

in difference-in-differences relates only to variables correlated with treatment assignment and 

outcome trends. Assessment of these assumptions, which we refer to collectively as the 

“counterfactual assumption”, would require observing an alternative reality (i.e., the 



 

 49 

counterfactual change in the treatment group outcomes in the absence of intervention), and is 

therefore impossible.  

 

3.2.3 Matching in Difference-in-Differences 

Even though differences between treatment and control units at baseline are not a threat to 

validity per se, researchers often match units from the treatment and control groups on pre-

period measures of the outcome or other variables. Doing so attempts to correct for confounding 

bias by balancing on variables that are different in treatment and control groups. Matching uses 

pre-period measurements of three kinds of variables: covariates, outcome levels, and outcome 

trends.  

 

 In this paper, we do not consider the possibly beneficial application of matching on covariates 

that differ between the groups and are correlated with future outcome trends (i.e., matching on 

confounders in the difference-in-differences sense). Instead we consider matching on covariates 

that are correlated with levels of the outcome (or are the outcome level itself), which is the 

source of the regression-to-the-mean bias we discuss here.  

 

We also consider matching on pre-period outcome trends. Difference-in-differences does not 

strictly require the treatment and control groups to have similar trends in the outcome prior to the 

intervention. However, divergence in pre-period trends is usually seen as a strong indication that 

the counterfactual assumption is violated. Thus, researchers may match on pre-period outcome 

trends when they suspect that pre-period trends are correlated with the change in the outcome 

from the pre-period to post-period. The hope is that balance on pre-period trends strengthens the 
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plausibility of the counterfactual assumption. In this paper, we show that matching on pre-period 

trends may have limited benefit.  

 

3.2.4 Regression to the Mean and Bias in Matched Difference-in-Differences Analysis 

The statistical phenomenon of regression-to-the-mean (aka the “regression fallacy”) occurs when 

a group is selected for extreme values of one variable and then another variable is measured for 

that group. In the longitudinal setting relevant to difference-in-differences studies, it occurs 

between repeated measures of the same variable; for example, if we measure weight for a sample 

of individuals today and select a subset of individuals with higher than average weight, those 

individuals will have a mean weight that is closer to average upon subsequent measurement.  

Two factors determine the magnitude of regression-to-the-mean effects.15 First, regression effects 

increase as units are selected further away from their group mean. Second, regression effects 

decrease with increased correlation between the sample selection variable and the other 

measured variable. In longitudinal settings, this means that regression effects decrease with 

increased correlation between measures over time (i.e., the serial correlation). Selecting units that 

have extreme values of a variable that is unstable over time will produce large regression-to-the-

mean effects. Variables that do not vary over time, such as sex or region, are not subject to 

longitudinal regression-to-the-mean effects. 

 

The vulnerability of matched samples to regression-to-the-mean has been known since the work 

of McNemar in the 1940s, yet receives little contemporary attention in guidance on matching 

methods or in discussions of the validity of published evaluations using matched samples.16,17 

The simple idea is that matching is a sample selection technique; it selects units that are extreme 
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relative to their respective group means to achieve balance in the matched sample. For example, 

when the treatment group mean is larger than the control group mean, matching will select 

control units that are higher than average (relative to all control units) and treatment units that are 

lower than average (relative to all treatment units). If the variables on which units are matched 

vary over time, matched units will “regress back” toward the means of the groups from which 

they were selected. More precisely, this phenomenon might be called “regression to the means” 

as matched units from treatment and control groups regress back to their respective means over 

time. For simplicity, we use the idiomatic expression “regression to the mean”.  

 

Longitudinal studies such as difference-in-differences may reach biased conclusions in the 

presence of regression-to-the-mean effects. Recall that a confounder of a difference-in-

differences study is any variable related to both treatment assignment and the change in the 

outcome over time (i.e., the trend). The process of matching introduces such a confounder—the  

indicator of whether a unit is selected into the sample by matching—that is (inadvertently) 

correlated with the change in the outcome over time because of regression-to-the-mean. As an 

illustration, consider a voluntary program that increases cost-sharing for enrollees in employer-

sponsored health plans. Suppose that a firm that adopts the program does so in response to higher 

mean enrollee health spending compared to a firm that does not adopt the program. If we match 

enrollees on baseline health spending, we will select control enrollees with higher-than-average 

spending (relative to the control firm mean) and treatment enrollees with lower-than-average 

spending (relative to the treatment firm mean) to achieve a balanced sample. Even if the program 

has no true effect, on subsequent measurement, average spending will decrease among the 

matched control enrollees and increase among matched treatment enrollees purely because of 
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regression toward their respective group means. The divergent trends between the two matched 

groups violates the critical counterfactual assumption of difference-in-differences. This could 

lead to the false conclusion that the program increased health spending. This threat to validity is 

a particular concern because it results from a researcher applying matching to what otherwise 

would be an unbiased analysis. 

 

The magnitude of the bias introduced in a matched difference-in-differences analysis will vary 

with the magnitude of the regression-to-the-mean, which depends on (1) how extreme the 

measures of the matching variable are in the matched sample relative to those of the unmatched 

sample (e.g., the magnitude of the pre-period differences between the treatment and control 

groups), and (2) the correlation between the matching variable and the post-period outcome (e.g., 

the serial correlation between measures of the outcome).  

 
3.3 Methods 

We use a Monte Carlo simulation to demonstrate the bias resulting from regression-to-the-mean 

in matched difference-in-differences analysis. We generate data under different causal scenarios, 

create both matched and unmatched samples, and analyze them with standard difference-in-

differences regression models to estimate the effect of a null intervention, for which the true 

treatment effect is zero.  

 

3.3.1 Data Generation 

We generate data under four causal scenarios, detailed in Appendix A3 and summarized here. 

Three of the scenarios are unconfounded (for difference-in-differences) because treatment 

assignment is 1) completely random (i.e., unrelated to group mean levels or trends), 2) correlated 
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only with group mean outcome level, or 3) correlated with group mean level of a time-varying 

covariate that is in turn correlated only with the group mean outcome level. The fourth scenario 

is confounded because treatment assignment is correlated with group mean outcome trend, thus 

violating the counterfactual assumption. In each scenario, there are no additional unobserved 

variables that determine treatment assignment.  

 

For each scenario, we generate data for 1,000 units in the treatment group and 1,000 units in the 

control group. For each unit, we generate eight observations of a normally distributed outcome, 

centered around the respective group mean levels and trends. Because we generate under a null 

intervention, the group mean levels and trends of the outcome are constant over the pre and post 

periods. The unit measurements are assumed to be equally spaced and could be conceptualized, 

for example, as eight quarterly measurements over two years. The repeated measures follow an 

autoregressive covariance structure of order 1 [i.e., AR(1)] with constant variance and a single 

correlation parameter (see Figure A3.1). The AR(1) structure implies that a unit’s measurements 

from one time period to the next are positively correlated, and that this correlation decays 

exponentially for measurements that are further apart in time. 

 

For the third causal scenario, we also generate eight observations of a normally distributed 

covariate for each unit, centered around the respective means of the treatment and control 

groups. These repeated covariate measures also follow an AR(1) covariance structure and have 

an additional correlation parameter that controls the strength of the relationship with the unit 

outcome. Note that this covariate is not a confounder because it is only correlated with outcome 

level, not with changes in the outcome over time.  
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Within each causal scenario, we also vary factors that affect the magnitude of regression-to-the 

mean effects: serial correlation across observations of both the outcome and the covariate, 

strength of correlation between the outcome and covariate, and pre-period level and trend 

difference between the treatment and control groups. Table 3.1 summarizes the causal data-

generating scenarios. 

 

Table 3.1 Summary of simulation scenarios 
 

 

Notes: The serial correlation of the matching variable varies across simulation iterations within each scenario. SD 
refers to standard deviation of the covariate or outcome. 
 

3.3.2 Analysis 

Of the eight observations for each unit, we assume four occur in the pre-period and four in the 

post-period. The unmatched samples are simply all the simulated units. We generate matched 

samples by matching on (1) the pre-period level of the outcome, (2) the pre-period level of a 



 

 55 

covariate correlated with the outcome (for causal scenario 3), or (3) the pre-period trend in the 

outcome, calculated using linear regression estimates of the pre-period slope for each unit. We 

use one-to-one, nearest-neighbor matching (without replacement) with a caliper of 0.2 SD of the 

matching variable. 

 

For each unmatched and matched sample, we estimate the effect of the intervention using the 

“micro-level” difference-in-differences regression estimator (Equation 1) with standard errors 

clustered by unit. We summarize bias using the mean absolute deviation between the estimated 

effect and the true value of zero. We average the absolute deviation over the 1000 simulation 

replicates and scale the result in terms of standard deviations of the outcome variable. Table 3.1 

indicates the figures that display the corresponding results.  

 

3.3.3 Limitations 

Since our objective is to demonstrate a well-known statistical phenomenon (regression-to-the-

mean) in the setting of a popular study design (difference-in-difference with matched samples), 

we apply relatively simple scenarios, which do not reflect all the potential causal scenarios in 

which difference-in-differences analysis could be applied. However, the underlying mechanism 

of treatment assignment in real data is rarely known and thus, these simple cases are often 

assumed to hold. The magnitude of the bias estimated in our study is specific to data-generating 

processes that resemble our simulation scenarios. For instance, we simulate only under null 

intervention effects because we are interested in bias. In addition, while the AR(1) correlation 

structure is reasonable, other correlation structures are possible and this may have implications 

for the magnitude of the results. Similarly, we focus exclusively on normally distributed 
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variables and OLS regression, which is the standard modeling approach used for difference-in-

differences analysis. While regression-to-the-mean effects do not depend on the specific 

distribution of the outcomes and covariates, the magnitude of the results may vary for non-

Normal variables and other treatment estimators. 

 
3.4 Results 

3.4.1 Treatment Randomly Assigned or Correlated With Pre-Period Level Only 

When treatment is correlated with pre-period levels of the outcome, matching units on baseline 

outcome measures can introduce bias in an otherwise unbiased analysis. Figure 3.1 shows the 

results for scenarios where treatment is randomly assigned or correlated with pre-period outcome 

level only. The figure displays the estimator bias for three matching strategies across different 

strengths of serial correlation in the outcome and different baseline level differences between the 

treatment and control groups (ranging from zero to two standard deviations). The estimates from 

the unmatched samples are unbiased across all strengths of serial correlation and for all mean 

pre-period level differences (see Figure 3.1(a)). This is what we expect: pre-period differences in 

level do not bias difference-in-differences analyses. However, when we apply difference-in-

differences analysis to samples matched on baseline level, bias is introduced. As shown in Figure 

3.1(b), the form of the bias is a classic manifestation of regression-to-the-mean: regression 

effects increase with decreasing serial correlation in the outcome and increasing baseline level 

differences between the treatment and control group. In the most extreme case, where the serial 

correlation in the outcome is zero, the two groups regress entirely back to their original baseline 

differences, resulting in large, spurious treatment effects. As shown in Figure 3.1(c), when 

treatment is not correlated with trends in the outcome, matching on pre-period trend does not 



 

 57 

introduce bias. As in the case where treatment is assigned randomly, this is because matching 

does not result in a selection of units that are extreme relative to their group means. 

 

Figure 3.1 Bias of matching strategies for group-level treatment randomly assigned or 
correlated with pre-period level only 
 

Notes: The serial correlation of the outcome refers to the autoregressive parameter of the AR(1) correlation 
structure. Bias is measured as the absolute deviation of the treatment estimate from zero in standard deviations of 
the outcome. SD is standard deviations of the outcome. When the mean pre-period level difference is 0 SD, group-
level treatment is randomly assigned. When the mean pre-period level difference is 1 or 2 SD, group-level treatment 
is correlated with pre-period level. 
 

Matching to reduce baseline differences in a time-varying covariate that is correlated with the 

outcome can produce the same bias problems. Figure 3.2(b) shows the bias of matching on the 

pre-period level of a covariate that is correlated with the outcome. The bias behaves similarly to 

matching on the outcome itself, increasing with decreasing serial correlation in the covariate, as 

well as with increasing pre-period difference between the two groups. However, compared to 

Figure 3.1(b), the magnitude of the bias is proportional to the correlation between the covariate 

and the outcome. In other words, the stronger the relationship between the covariate and the 

outcome, and the greater the mean difference between the two groups at baseline, the greater the 

bias. We find that matching on pre-period covariates does not introduce bias when (1) the 
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covariates are not correlated with both outcome and treatment, and (2) the covariates are fixed or 

very highly correlated over time. As before, the unmatched analysis is unbiased, see Figure 

3.2(a). 

 
 

Figure 3.2 B Bias of matching strategies for group-level treatment randomly assigned or 
correlated with pre-period level only 

 
Notes: The serial correlation of the outcome and covariate refers to the autoregressive parameter of the AR(1) 
correlation structure. The mean pre-period level difference in the covariate between the treatment and control groups 
is 1 standard deviation across all iterations. Bias is measured as the absolute deviation of the treatment estimate from 
zero in standard deviations of the outcome. 
 
 
3.4.2 Treatment Correlated With Pre-Period Trends 

When the counterfactual assumption is violated, we find that matching is insufficient to 

overcome the bias. Figure 3.3 shows the results for unmatched and matched samples for 

scenarios where treatment assignment is correlated with pre-period trend only. In this scenario, 

the causal assumption is violated because the pre-period differences in trend persist in the post 

period, making the control group’s change over time an invalid counterfactual for the treatment 

group’s change. As expected, this violation results in biased estimates when using the unmatched 

samples. As shown in Figure 3.3(a), the bias is proportional to the differences in trends between 
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the treatment and control group. Matching on pre-period level does not introduce additional bias 

(see Figure 3.3(b)) because the samples were generated with no correlation between treatment 

and pre-period outcome trend, so matching does not select extreme units and there is no 

regression to the mean. However, as shown in Figure 3.3(c), matching on trend neither 

introduces additional bias nor fully corrects for the violation. We find a small decrease in bias in 

the presence of very high serial correlation in the outcome. When serial correlation is low, pre-

period trend is a poor predictor of the pre- and post-period difference; however, when serial 

correlation is high, pre-period trends are more stable and more predictive of future trends, 

resulting in a modest reduction in bias in samples matched on trend (see Figure A3.2). 

 
 

Figure 3.3 Bias of matching strategies for group-level treatment randomly assigned or 
correlated with pre-period trend only 

 
Notes: The serial correlation of the outcome refers to the autoregressive parameter of the AR(1) correlation 
structure. Bias is measured as the absolute deviation of the treatment estimate from zero in standard deviations of 
the outcome. The maximum serial correlation in the outcome is 0.99 because no units can be matched on trend if the 
outcome is perfectly correlated over time. SD is standard deviations of the outcome. 
 
3.5 Discussion 

Longitudinal study designs using matched samples have long been known to be vulnerable to the 

problem of regression-to-the-mean. Our results emphasize that health services researchers should 
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be aware of this threat when constructing matched samples for difference-in-differences analysis. 

When treatment group assignment is correlated with outcome level in the pre-period, we find 

that matching units on pre-period outcome level can introduce bias to an otherwise unbiased 

analysis. The magnitude of the bias increases with 1) greater pre-period level differences 

between the treatment and control group, and 2) lower serial correlation of the outcome. This 

problem extends to samples matched on pre-period level of a time-varying covariate when the 

covariate is correlated both with treatment and the outcome. The bias is minimal when pre-

period level differences are small or serial correlation is very high, and is absent when there are 

no pre-period level differences or the matching variable is constant.  

 

These results imply a challenging paradox. The greater the pre-period level differences between 

the treatment and control group in the outcome or a covariate that is correlated with the outcome, 

the more inclined researchers may be to match on pre-period level. However, the greater the pre-

period level difference, the larger the bias that can result from matching due to regression-to-the 

mean. Thus, researchers should not attempt to ‘match-away’ level differences in time-varying 

variables, as doing so can introduce bias. Indeed, this practice is particularly unnecessary given 

that pre-period level differences per se are not a violation of the causal assumption of 

differences-in-differences. 

 

Researchers often want to exercise prudence and include all potential confounders in their 

matching model. As a result, matching on baseline levels, and increasingly baseline trends, has 

become a mainstream practice. Common pre-period matching variables include time-varying 

individual-level variables, such as number of primary care visits, and time-varying practice- and 
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regional-level variables such as rates of emergency department visits or risk-adjusted mortality. 

In many studies, matching models include pre-period measures of the study outcome itself, for 

example, matching on baseline levels of health care spending in a study of the effect of a policy 

on spending. To give context to the strengths of serial correlation shown in our results, Table 

A3.3 shows the year-to-year correlation for a selection of variables measured on people and 

hospital service areas. 

 

 Our results caution against the popular “kitchen sink” approach to including pre-period variables 

in matching models. We would argue that the inclusion of matching variables ought to be 

considered carefully given the potential for bias due to regression effects. Our results also show 

when matching units on baseline measures does not introduce a risk of regression-to-the-mean: 

when there is good pre-period balance between the two groups, strong or perfect serial 

correlation in the matching variable, or when the association between the matching variable and 

the outcome is weak.  

 

3.5.1 Guidance for Selecting Matching Variables in Difference-in-Differences Analysis 

Based on previous research and the results of our simulations, we present a flowchart for 

selecting matching variables for difference-in-differences analysis (Figure 3.4). We assume a 

process whereby researchers consider matching approaches in response to inspections for pre-

period differences such as those that have been recommended in other general checklists for this 

design (for example, those proposed by Ryan, Burgess, and Dimick 2014).1  
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Figure 3.4 Selecting matching variables for difference-in-differences analysis  
 

3.5.1.1 Pre-Period Differences in Outcome Level 

While a baseline difference in outcome level between the treatment and control group is not 

itself a threat to validity of a difference-in-differences analysis, in practice, it may raise concerns 

that the control group is not a valid counterfactual. In response to finding a pre-period difference 

in the outcome level, researchers should consider whether pre-period level is likely to be 

correlated with the pre-post change, possibly with empirical tests using the control group data. If 

there is no or a weak relationship between pre-period level and the pre-post change (and thus no 

threat to validity), researchers should proceed without matching on pre-period level. As we 
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demonstrate, in this scenario, matching units on pre-period level will unnecessarily introduce 

bias when the pre-period level difference is large and the serial correlation is low.  

 

3.5.1.2 Pre-Period Differences in Covariate Level 

Again, while pre-period covariate differences between treatment and control groups are not a 

threat to validity for difference-in-differences, they may undermine confidence in the control 

group as a valid counterfactual. As for differences in pre-period levels of the outcome, this 

concern is justified if pre-period levels of the covariate are predictors of the pre-post change in 

the outcome. In the face of pre-period covariate differences, researchers should draw on 

scientific understanding and empirical evidence for the relationship between pre-period covariate 

levels and pre-post outcome changes. A covariate that differs between the two groups at baseline 

and is correlated with pre-post outcome changes is an appropriate matching variable if it is stable 

over time (e.g. sex, race, or region). Empirical estimates of the control group’s repeated 

measures correlation matrix may be informative. If the covariate is fixed or highly correlated 

over time, researchers may proceed with matching on pre-period levels of the covariate without 

risk of regression-to-the-mean. If it is weakly or moderately correlated over time, researchers 

should avoid matching on the variable or consider stabilizing transformations. For example, one 

could transform a continuous variable with moderate serial correlation (such as a hospital quality 

score) into a categorical variable (such as low, medium, and high).  

 

A covariate that differs between the two groups at baseline but is not associated with the 

outcome is an instrument and should not be used as a matching variable. Doing so can increase 

bias and decrease the precision of treatment estimates.18,19 
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Finally, baseline covariates that are not substantially different between treatment and control but 

are correlated with the outcome may be good candidates for matching, as their inclusion may 

yield more precise treatment estimates.20 As we show, matching on baseline variables that do not 

differ between treatment and control does not introduce the threat of regression-to-the-mean. 

 

3.5.1.3 Pre-Period Differences in Outcome Trend 

There is no empirical test of the validity of the counterfactual assumption of a difference-in-

differences analysis. However, researchers try to bolster confidence that the assumption holds by 

looking for evidence of differences in pre-period trends, which may indicate that the control 

group is not a valid counterfactual. However, similar pre-period trends are no guarantee that the 

similarities would persist in the post-period in the absence of the intervention. More important, in 

our data-generating scenarios, matching on pre-period trend does not address violations of the 

counterfactual assumption, although matching may provide small bias reductions when the 

trends are highly stable. Matching on trend does not introduce additional bias (relative to 

unmatched samples) because the regression-to-the-mean effect simply pulls the post-period 

trends back to the original violation. However, matching on trend can lead to misleading 

assessments of the validity of the counterfactual assumption because plots of pre-period trends in 

matched samples will appear parallel (as matching forces them to be so); yet unless the trends are 

highly stable, this comparability will break down in the post period due to regression-to-the-

mean trend in each group (see Figure A3.3).  
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It is possible that other matching techniques could address violations of the counterfactual 

assumption. Methodologists and applied researchers are experimenting with new approaches 

such as cross-temporal matching algorithms.21,22 The synthetic control method is yet another 

alternative for constructing a comparable control group based on pre-period measures.23 There is 

a need for further simulation studies to compare the performance of techniques researchers are 

applying in the field–including the potential for regression-to-the-mean bias–under varying data-

generating and treatment assignment scenarios. 

 
3.6 Conclusion 

Matching is an increasingly popular approach for improving the comparability of treatment and 

control groups in difference-in-differences analysis. Limited attention has been given to how 

matching, as a sample selection technique, can introduce bias due to regression-to-the-mean. Our 

results show that matching can have an important impact on estimated intervention effects, 

particularly when matching on pre-period levels of the outcome itself or on time-varying 

covariates with low serial correlation. We provide guidance on when to incorporate matching in 

difference-in-differences based on observed evidence of potential violations of the assumptions 

of the design. 
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A1. Appendix for Chapter 1 

 
 

Figure A1.1 Percentage of women insured by coverage type and calendar month 2005-
2010 compared to 2011-2013 

 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-Household 
Component. 2005-2010 n=1,891; 2011-2013 n=835. 
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Table A1.1 Overall insurance status changes from nine months before delivery to delivery and delivery 
to six months after delivery 
 
BEFORE DELIVERY Insurance at Delivery Month   
Insurance 9 Calendar 
Months Before Delivery 
Month 

Private or 
other 

Medicaid or 
CHIP No Insurance 

Private or other 83% 9% 8% 
Medicaid or CHIP 1% 91% 8% 
No Insurance 11% 51% 38% 

    
AFTER DELIVERY Insurance 6 Months After Delivery Month 

Insurance at Delivery 
Month 

 
Private or 

other 
Medicaid or 

CHIP No Insurance 
Private or other 92% <0.5% 8% 
Medicaid or CHIP 5% 66% 29% 
No Insurance 27% 12% 61% 

 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-Household 
Component. Only women in the survey sample for all calendar months in each period are included (before delivery, n = 
1,751; after delivery, n = 2,036). 
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Table A1.2 Month-to-month insurance transitions by type 
 

PRENATAL -9 -8 -7 -6 -5 -4 -3 -2 -1 Delivery 
Month 

Any Transition 
From Previous 
Month 

-- 
8% 12% 15% 13% 11% 13% 11% 10% 9% 

Private - Medicaid -- 1% 1% 1% 1% 1% <0.5% <0.5% <0.5% <0.5% 
Private - Uninsured -- 1% 4% 2% 3% 3% 3% 3% 3% 2% 
Medicaid - Private -- <0.5% <0.5% <0.5% <0.5% <0.5% <0.5% <0.5% <0.5% <0.5% 
Medicaid - Uninsured -- 1% 2% 2% 2% 3% 3% 2% 2% 1% 
Uninsured-Private -- 1% <0.5% 4% 3% 3% 3% 3% 3% 3% 
Uninsured-Medicaid -- 4% 4% 5% 4% 3% 3% 3% 2% 2% 

 
POSTPARTUM Delivery 

 Month 
+1 +2 +3 +4 +5 +6 

Any Transition 
From Previous 
Month 

-- 
9% 13% 13% 11% 11% 10% 

Private - Medicaid -- <0.5% <0.5% <0.5% <0.5% <0.5% <0.5% 
Private - Uninsured -- 2% 3% 3% 3% 3% 3% 
Medicaid - Private -- <0.5% 1% 1% 1% <0.5% <0.5% 
Medicaid - Uninsured -- 3% 4% 5% 3% 2% 2% 
Uninsured-Private -- 2% 2% 3% 3% 3% 3% 
Uninsured-Medicaid -- 1% 2% 2% 2% 2% 2% 

 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-Household 
Component. For each month-to-month change period, only women in the survey sample for those months are included (n = 
2,726).  
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Table A1.3 Logistic regression of any insurance lapse before and after delivery 
 

Maternal Characteristic 

Before Delivery 
Nine Months Prior to and Including 

Delivery  
(all women) 

After Delivery 
Six Months After Delivery  

(women with any insurance at 
delivery) 

OR 95% CI p-value OR 95% CI p-value 
Age        

<25 Ref  - Ref  - 
25-34 1.21 (0.86 - 1.72) 0.28 0.99 (0.74 - 1.35) 0.98 

>35 1.05 (0.68 - 1.61) 0.83 0.97 (0.64 - 1.49) 0.78 
Education        

< High School Ref  - Ref  - 
High School Diploma 1.06 (0.74 - 1.52) 0.77 0.83 (0.58 - 1.19) 0.31 

Post-Secondary Degree 0.82 (0.53 - 1.26) 0.36 0.75 (0.46 - 1.24) 0.60 
Race        

White Ref  - Ref  - 
Black 0.91 (0.64 - 1.30) 0.61 0.71* (0.49 - 1.02) 0.06 
Other 1.30 (0.80 - 2.12) 0.29 0.68 (0.43 - 1.08) 0.16 

Hispanic Ethnicity 1.03 (0.70 - 1.51) 0.89 0.86 (0.61 - 1.21) 0.38 
Non-English Spoken at 
Home 1.27 (0.86 - 1.89) 0.23 1.46** (1.00 - 2.15) 0.05 

Married 1.08 (0.76 - 1.53) 0.67 0.71** (0.51 - 0.98) 0.04 
Family Income %FPL        

< 50% Ref  - Ref  - 
50-99% 0.75 (0.44 - 1.28) 0.29 1.15 (0.76 - 1.76) 0.51 

100-185% 0.59** (0.36 - 0.98) 0.04 1.76*** (1.16 - 2.66) 0.008 
186-399% 0.45*** (0.27 - 0.75) 0.002 1.44 (0.88 - 2.34) 0.15 

> 400% 0.33*** (0.19 - 0.59) <0.001 1.32 (0.73 - 2.38) 0.36 
Region       

Northeast Ref  - Ref  - 
Midwest 0.83 (0.53 - 1.31) 0.42 1.44 (0.90 - 2.3) 0.13 

South 1.04 (0.67 - 1.63) 0.85 1.87*** (1.16 - 3.01) 0.01 
West 0.73 (0.47 - 1.16) 0.18 1.38 (0.86 - 2.21) 0.19 

Medicaid/CHIP at 
Delivery 

 2.13*** (1.45 - 3.12) <0.001 

n 1,751 1,678 
 
Notes: Authors’ analysis of data for 2005-13 from panels 10-17 of the Medical Expenditure Panel Survey-
Household Component. Only women in the survey sample for all calendar months in each period are included. 
Adjusted odds ratios are from logistic regression using any insurance lapse as the outcome. Each regression adjusted 
for survey panel. OR is odds ratio. CI is confidence interval. *** p<0.01, ** p<0.05, * p<0.1 
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A2. Appendix for Chapter 2 

Description of Regression Models 
 
Difference-in-Differences Analysis 
 
Outcomeigt = β0 + β1Exposureg + β2Postt + β3Exposureg*Postt + β4UnemploymentRatet + βx Xi + 
Ω Montht + ∂TimeTrendt + εigt 
 

(Equation 1) 

where i indexed birth, g group, and t date. Exposure was an indicator for whether a birth was in 

the exposure group (maternal age 24-25 years) or the control group (maternal age 27-28 years). 

Post was an indicator for whether a birth occurred in the period after the implementation of the 

dependent coverage provision (January 2011 – December 2013). Xi was a vector of control 

variables (age, race, ethnicity, education, paternal age, marital status, first-live birth, and multiple 

delivery). UnemploymentRate was the age-month specific unemployment rate, from the U.S. 

Bureau of Labor Statistics. Month was the calendar month of delivery. TimeTrend was a linear 

variable measuring the number of months since the beginning of the study period (January 

2009). β3 was the difference-in-differences estimate of the relative change in the outcome from 

pre- to post-policy in the exposure group relative to the control group. 

 
Difference-in-Differences Analysis with Marital Status Interaction 
 
Outcomeigt = β0 + β1Exposureg + β2Postt + β3Exposureg*Postt + β4Marriedi  + β5Postt*Marriedi + 
β6Exposureg*Marriedi + β7Exposureg*Postt*Marriedi* + β8UnemploymentRatet + βx Xi + Ω 
Montht + ∂TimeTrendt + εigt 
 

(Equation 2) 

Married was an indicator of whether a birth was to a married mother. The remaining variables 

were defined as in Equation 1. β7 was the estimate of the difference in the difference-in-
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differences estimate between married and unmarried women (i.e. the relative difference in the 

change in the outcome from pre- to post-policy in the exposure and treatment group between 

married and unmarried women). 

Pre-Policy Trend Comparison for the Exposure Group and the Control Group: 

Outcomeigt = β0 + β1Timet + β2Exposureg*TimeTrendt + β3UnemploymentRategt + βx Xi + Ω 
Monthg + εigt 

(Equation 3) 

A key assumption in a difference-in-differences analysis is that the trends in the pre-policy 

period between the two comparison groups are similar. This analysis (presented in Table A2.2) 

tested the trends prior to the implementation of the dependent coverage provision in the exposure 

group (24-25 year olds) and the control group (27-28 year olds). Using monthly data limited to 

the pre-policy period (January 2009 to December 2009), we modeled each outcome as a function 

of a monthly time trend and an interaction term for the monthly time trend and exposure group 

status. β2 identified any diverging pre-policy monthly trend in the exposure group compared to 

the control group. 

 
Figure A2.1 Directed acyclic graph 

 
Notes: aIn a difference-in-differences design, variables are only confounders if they change differentially in the 
exposure group (ages 24-25) and control group (ages 27-28) over time. For example, education would be a 
confounder if education level is correlated with birth outcomes or prenatal care and education levels change 
differentially in the exposure and control group from the pre-policy to post-policy period.  
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Table A2.1 Pre-period trend differences between the exposure group and control group for different 
exposure and control group definitions 

 
 
Notes: Trend difference represents the interaction between exposure group status and a monthly linear time trend 
calculated from a multivariate regression before the implementation of the dependent coverage provision. Trend 
differences are given in percentage-points.  
 
Table A2.2 Pre-period trend differences between the exposure group and control group, by marital status 

 
 
Notes: Trend difference represents the interaction between exposure group status and a monthly linear time trend 
calculated from a multivariate regression before the implementation of the dependent coverage provision. Trend 
differences are given in percentage-points.  
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Table A2.3 Placebo tests, by marital status 

 
 
Notes: Estimated change in outcome represents the interaction between Exposure group status and a policy indicator 
variable indicating implementation of a placebo policy assumed to be implemented six months prior to 2010 (July 
2009). Estimates are calculated using multivariate regressions in the period before the dependent coverage provision 
that are otherwise identical to those used to produce the main results. Estimates are given in percentage-points. 
 
Table A2.4 Sensitivity analysis with clustered standard errors 

 
 
Notes: Estimates are given in percentage points unless otherwise noted. Cluster-robust standard errors clustered at 
the age group-month level 
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Table A2.6 Sensitivity analysis adjusting for payment source 

 
 
Notes: Estimates are given in percentage-points. Exposure group includes births to 24-25 year-old women and 
control group includes births to 27-28 year-old women. All models analyze data from 2009-2013 excluding 2010 as 
the policy-implementation period and use robust standard errors (N=2,930,197). Adjusted models are adjusted for 
payment source for birth; month of delivery; a monthly linear time trend; maternal marital status, age, race, 
ethnicity, and education; whether the birth was a woman’s first live birth; multiple delivery; paternal age; and 
monthly unemployment rates
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A3. Appendix for Chapter 3 

Description of Data Generation Process 

The simulation generates data for units (indexed by 𝑖)	in two groups (𝑧 = 0 for control, 𝑧 = 1 

for treatment) at T time points, 𝒚"K = 𝑦")K, … , 𝑦"NK ′. The unit observations are drawn from a 

multivariate normal distribution, 𝒚"K ∼ 𝑁 𝝁K, ΣT , where 𝝁K = (𝜇)K, … , 𝜇VK)′ is the 

corresponding group mean vector. Across scenarios, we fix the control group outcome mean at 

𝜇$' = 0 and vary the treatment group mean to create differences in outcome and level between 

the groups. 

 

The TxT variance-covariance matrix ΣT is the same in the treatment and control groups and has 

an auto-regressive of order 1, AR(1), structure. The matrix is completely determined by two 

parameters. First, a variance parameter controls the variance of observations at each time point, 

and we assume this is constant over time and fixed across scenarios 𝑉𝑎𝑟 𝑦"$K = 𝜎Y0 = 1. Second, 

a correlation parameter 𝜌Y governs the relationship between outcomes at different time points, 

which decays exponentially with increasing time separation, 𝐶𝑜𝑣 𝑦"$K, 𝑦"$]K = 	𝜎Y0𝜌Y
|$_$]|.  

For these simulations, we vary the parameters shown in Table A1 and the outcome correlation 

over 𝜌Y = 0, .1, .3, .5, .7, .9, .99 . 

 

For some scenarios, we also generate a time-varying covariate, 𝒙"K = (𝑥")K, … , 𝑥"NK)′. The unit 

observations are drawn from a multivariate normal distribution, 𝒙"K ∼ 𝑁 𝜸K, Σh , where 𝜸K =

𝛾)K, … , 𝛾NK ′ is the corresponding group mean vector. Across scenarios, we fix the control group 
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covariate mean at 𝛾$' = 0 and vary the treatment group mean to create the differences in 

covariate level between the groups. 

 

The TxT variance-covariance matrix Σj is analogous to the outcome matrix: it is the same in 

both groups and has AR(1) structure determined by two parameters, a constant variance 

parameter at each time point 𝑉𝑎𝑟 𝑥"$K = 𝜎j0 = 1 and a correlation parameter 𝜌j such that 

𝐶𝑜𝑣 𝑦"$K, 𝑦"$]K = 	𝜎j0𝜌j
|$_$]|.  

 

To generate the outcome observations in these covariate-dependent scenarios, we draw outcomes 

from a multivariate normal distribution, 𝒚"K ∼ 𝑁 𝜶K + 𝛽𝒙"K, ΣY . We fix 𝜶' = 𝟎𝑻 and 𝜶) = 𝟏𝑻 

(T-vectors of zeros and ones, respectively) and vary 𝛽 across scenarios to create weak, moderate, 

and strong relationships between the covariate and the outcome. For these, we fix 𝜌Y = 0.6 and 

vary the parameters shown in Table A2 and the covariate correlation over 𝜌j =

0, .1, .3, .5, .7, .9, .99 . 

Table A3.1 Parameters of simulations with no covariate 
 
Treatment assignment 
mechanism 

Time 
periods 

Treatment group 
outcome mean 

Results 
Figure 

Random 𝑡 = 1,… ,8 𝜇$) = 0 1a,b,c 

Correlated with outcome level 𝑡 = 1,… ,8 𝜇$) = 1,2  
 1a,b,c 

Correlated with outcome trend 𝑡 = 1,… ,8 𝜇$) =
−.025 + 	0.01𝑡,
−.125 + 	0.05𝑡,
−.25 + 	0.10𝑡

 3a,b,c 

 
Table A3.2 Parameters of simulations with covariate 
 
Treatment assignment 
mechanism 

Time 
periods 

Treatment group 
covariate mean 

Covariate-outcome 
relationship 

Results 
figure 

Correlated with 
covariate level 𝑡 = 1,… ,8 𝛾$) = 1,2  𝛽 = . 1, .4, .8  2a,b 
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(a) Low serial correlation, 𝜌Y = 0.10 

 

(b) High serial correlation, 𝜌Y = 0.95 

 
Figure A3.1 Spaghetti plots of the outcome  

 
Notes: The serial correlation of the outcome refers to the autoregressive parameter of the AR(1) 
correlation structure. Data are from ten randomly selected units from treatment and control where the pre-
period difference in level between treatment and control is 1 standard deviation of the outcome and there 
is no pre-period difference in trend. The black horizontal line on each plot represents the mean of the 
displayed units.   
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Figure A3.2 Correlation between pre-period trend and pre-post difference 
 
Notes: The serial correlation of the outcome refers to the autoregressive parameter of the AR(1) 
correlation structure. Data are based on the mean correlation across 100 simulation iterations for each 
scenario. Calculations are for unmatched samples and the multiple observation pre-post design where the 
pre-period difference in trend between treatment and control is 0.05 standard deviations of the outcome.   
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(a) Low serial correlation, ρ = 0.10 

 
(b) High serial correlation, ρ = 0.95 

 
 

Figure A3.3 Plots of the mean outcome for unmatched samples and samples matched on 
trend where group-level treatment assignment is correlated with pre-period trend 

 
Notes: The serial correlation of the outcome refers to the autoregressive parameter of the AR(1) 
correlation structure. Data are based on the mean outcome for each measurement occasion for the 
treatment and control group across 100 simulation iterations for each scenario. Calculations are for 
unmatched and matched samples where there is no pre-period difference in level and the pre-period 
difference in trend between treatment and control is 0.05 standard deviations of the outcome.   
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Table A3.3 Year-to-year correlation for a selection of health-related variables 
 

Individual-level variable Correlation 
Body Mass Index 0.86 
Household Income (households <100% FPL in base year) 0.30 
Household Income (households >100% FPL in base year) 0.71 
Total Health Expenditures 0.40 
Total Prescription Drug Expenditures 0.51 
Total Outpatient Expenditures 0.23 
Total ER Expenditures 0.05 
Total Hospital Expenditures 0.17 
Total Hospital Nights 0.16 
HSA-level variable Correlation 
Percent of Medicare patients readmitted within 30 days of discharge 
following medical admission 0.37 

Inpatient hip replacement per 1000 Medicare enrollees 0.71 
Percent of Medicare deaths occurring in the hospital 0.79 
Percent of diabetic Medicare enrollees receiving HbA1c testing 0.86 

 
Notes: Authors’ calculations from the Medical Expenditure Panel Survey Panel 17 and Dartmouth Health 
Atlas 2009-14. 
 


