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Characterization of a widely distributed cardiac drug-inactivating enzyme 

from the human gut bacterium Eggerthella lenta 

 

Abstract 

 

  The human body is colonized by trillions of microorganisms that are increasingly implicated in 

modulating human health and disease. In particular, the human gut microbiota is involved in the 

metabolism of over fifty pharmaceuticals, yielding metabolites with altered biological properties and 

toxicities. It has been known for decades that particular isolates of the human gut bacterium Eggerthella 

lenta transform the plant-derived toxin and cardiac drug digoxin into the inactive metabolite (20R)-

dihydrodigoxin, leading to decreased efficacy in a considerable subset of patients. Recently, the 

Turnbaugh lab identified the cardiac glycoside reductase (cgr) operon, a digoxin-inducible gene cluster 

that was predicted to be responsible for digoxin metabolism. In this thesis, we sought to expand our 

mechanistic understanding of this clinically relevant transformation and investigate its broader 

implications for gut microbial and human health. 

Through heterologous expression and in vitro biochemical characterization, we discovered that 

the E. lenta enzyme Cgr2 is sufficient for digoxin reduction and inactivation. Having validated the cgr2 

gene as a biomarker for digoxin reduction, we probed the distribution of this metabolism among E. lenta 

strains and in the general human population. Using culturing and sequencing analyses, we identified 

seven additional digoxin-metabolizing strains of E. lenta with remarkable sequence conservation of the 

cgr2 gene (>98% sequence identity). Metagenomic and qRT-PCR analyses confirmed the high sequence 

conservation of the cgr2 gene and revealed that cgr2+ E. lenta are widespread, but often low in abundance 

in the human gut microbiota. 



 iv 

We next probed the biochemical mechanism of digoxin reduction by the prevalent Cgr2 enzyme. 

Using a combination of biochemical, bioinformatic, and spectroscopic techniques, we determined that 

Cgr2 is a unique reductase that requires an FAD cofactor, harbors oxygen-sensitive, redox-active [4Fe-

4S] clusters, and may contain a divalent metal cation center. Although the presence of [4Fe-4S] clusters in 

Cgr2 was unexpected, these metalloclusters proved to be essential for Cgr2 stability and likely serve a 

catalytic, electron transfer role. We further identified six cysteine residues that are important for Cgr2 

activity and may influence metallocofactor binding.  

We next explored the evolutionary origins and impacts of digoxin metabolism on E. lenta. 

Despite the high sequence conservation of the cgr operon, no obvious physiological benefit (e.g. growth 

advantage) could be linked to this metabolism. We thus investigated whether digoxin is the endogenous 

substrate of Cgr2 by assessing the activity of this enzyme toward a panel of alternative candidate 

substrates that may be relevant in the gut. However, Cgr2 metabolism appears to be restricted to digoxin 

and highly similar cardenolide toxins produced by plants. We thus propose that the cgr pathway may have 

evolved to protect humans from ingested toxins in an analogous manner to host xenobiotic-detoxifying 

enzymes. By maintaining host health, this pathway could thus provide a habitat for E. lenta colonization.    

The studies presented in this thesis shed light on a long-standing clinical problem, and provide a 

roadmap for the discovery and mechanistic characterization of additional gut microbial-xenobiotic 

interactions of medical importance. Such knowledge may allow for accurate prediction of xenobiotic 

metabolism in the clinic and enable the development of therapeutic interventions to modulate these 

activities and ultimately affect human health. 
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Chapter 1: The human gut microbiota influences drug efficacy  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This chapter was adapted in part from:  

(1) Koppel, N.; Rekdal, V.M.; Balskus, E.P. Chemical transformations of xenobiotics by the human gut 

microbiota. Science, 356, eaag2770 (2017). DOI: 10.1126/science.aag2770. 

(2) Koppel, N.; Balskus, E.P. Exploring and understanding the biochemical diversity of the human 

microbiota. Cell Chem. Biol. 23, 18-30 (2016), DOI: http://dx.doi.org/10.1016/j.chembiol.2015.12.008.   
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1.1 Gut microbial involvement in human health   

The human body is colonized by trillions of microorganisms including bacteria, archaea, viruses, 

and eukaryotes that are collectively referred to as the human microbiota. Increasing evidence suggests 

that these microbes have co-evolved with their human hosts (1) and play a central role in human health. In 

particular, the microbes that colonize the gastrointestinal (GI) tract influence human biology through a 

range of processes which include providing colonization resistance to pathogens, modulating the immune 

system, and synthesizing essential vitamins and nutrients (2-4). In addition, gut microbes can transform a 

wide array of ingested xenobiotics including dietary components, environmental chemicals and 

pollutants, and pharmaceuticals into metabolites with altered physical and biological properties (5, 6). 

Although such transformations have been appreciated for over 60 years, this metabolism has typically 

been attributed to the gut microbial community as a whole, and the specific microorganisms and enzymes 

involved in xenobiotic processing remain largely unknown (5, 7).   

Previously, mechanistic studies of the human gut microbiota were limited to poorly defined 

communities (e.g. fecal samples) or microorganisms that could be isolated and grown in the lab. With the 

exception of pathogenic, highly abundant, or aero-tolerant microorganisms, many commensal gut 

microbes have not been extensively studied (8-10). Over the last two decades, significant technological 

advances in DNA sequencing, computational analyses, and culturing techniques have enabled 

comprehensive studies of the organisms present within the gut community (including those that have 

previously eluded cultivation) (8, 9, 11, 12), leading to a resurgence of interest in the impact of the gut 

microbiota on human health. Many labs and consortia have since cataloged the presence and abundance 

of gut microbes and genes in human populations (11, 13, 14) and linked gut microbial community 

composition to various host diseases and phenotypic outcomes including infection, metabolic disease, 

cancer, cardiovascular disease, autism, and drug response (15-17). However, a mechanistic understanding 

of the specific microbial contributions to human biology has lagged behind and represents a significant 

challenge for the human microbiota field.   
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Study of the human gut microbiota is further complicated by the complexity of the system as well 

as the marked variability among even healthy individuals. The GI tract is comprised of distinct regions 

(stomach; lower intestine: duodenum, jejunum, ileum; large intestine: caecum, colon) that differ with 

respect to epithelial cell physiology, pH levels, oxygen gradients, and nutrient content. These different 

regions support the growth of hundreds of distinct microbial species and influence the types of microbial 

metabolic processes that can occur (14, 18, 19). It has been estimated that 1013 microbes inhabit the 

human GI tract, which is approximately equal to the number of human cells in the body (19).  The gut 

microbiota is dominated by obligate anaerobes from the Firmicutes and Bacteroidetes phlya, although 

large variability in both community composition and microbial abundance is observed among individuals 

(11, 20). Strikingly, the genetic content of these communities outnumbers the ~20,000 human genes by 

approximately 150- fold (14). The vast genetic potential of these organisms encodes expanded and 

variable metabolic and biosynthetic capabilities with the potential to profoundly impact human health. 

However, recent large-scale metagenomic studies, including data from the Human Microbiome Project 

(HMP), reveal a limited capacity to accurately identify the biochemical functions encoded by the human 

gut microbiome. For example, approximately 50% of the genes identified in the 139 assembled HMP 

stool metagenomes could not be annotated, and >86% could not be assigned to a known metabolic 

pathway (11). Even less is known about the metabolites associated with the human gut microbiota. For 

example, a study comparing plasma metabolomes of germ-free (GF) and conventionally reared mice 

found that over 10% of metabolites were significantly altered in the two groups, with many unique 

features detected only in the presence of microbes (21). Of these altered metabolites, only 2% could be 

assigned a chemical structure, underscoring a profound deficiency in our understanding of gut microbial 

chemistry. 

Despite these gaps in knowledge, it is clear that the expanded chemical capabilities of gut 

microbes enable host-microbe interactions and influence human health. Gut bacteria can biosynthesize 

unique molecules, modify host metabolites, and metabolize dietary components and xenobiotics in 

distinct ways from the host to yield compounds that impart an array of physiological outcomes (Figure 1). 
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For example, microbial associated molecular patterns (MAMPs) are unique microbial cellular 

components or metabolites that interact with the host innate immune system. Perhaps the most 

extensively characterized MAMP is lipopolysaccharide (LPS), an immune-stimulatory component of the 

outer membrane of Gram-negative bacteria  (Figure 1A) (22). Gram-negative bacterial clearance during 

infection is dependent on binding of LPS to the host receptor TLR4 (23), and certain gut microbes 

chemically modify LPS to evade detection by the immune system (22). An additional class of MAMPs is 

the zwitterionic bacterial capsular polysaccharides (ZPS), which are made by various gut isolates 

including Bacteroides fragilis. These depolymerized molecules bind to host MHCII proteins to elicit 

downstream immunological effects (24). For example, polysaccharide A from B. fragilis activates CD4+ 

T cells, induces secretion of anti-inflammatory cytokines, and maintains a balance in T helper cell levels 

(25).  

In addition to synthesizing unique metabolites, gut microbes can also interface with host 

functions to produce co-metabolites with important biological activities. Gut bacteria can synthesize and 

metabolize essential amino acids, generating molecules that serve as substrates for host pathways. The co-

metabolite p-cresyl sulfate arises from gut bacterial metabolism of L-tyrosine to p-cresol, followed by 

sulfation by host enzymes (Figure 1B) (26). This molecule is thought to contribute to uremic toxicity and 

accumulates in the serum of patients with end-stage renal and chronic kidney diseases (27). This co-

metabolic pathway also indirectly influences host metabolism of other xenobiotics, including the drug 

acetaminophen, as p-cresol competes with these molecules for sulfation by host enzymes (28). Another 

important co-metabolic process is bile acid (BA) metabolism. Primary BAs are steroids synthesized from 

cholesterol by host liver enzymes and are metabolized by gut microbes into more than 50 different 

secondary BAs (Figure 1B) (29). Primary and secondary BAs have a variety of important physiological 

roles including solubilization of dietary compounds, anti-microbial activity, and diverse signaling and 

regulatory functions (29, 30). Recently, secondary BA formation by the gut commensal Clostridium 

scindens via the 7!/" -dehydroxylation pathway was shown to enhance resistance to Clostridium difficile 

infections in mice by directly inhibiting growth of this pathogen (2).  
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Finally, the gut microbiota metabolizes ingested compounds, including dietary components and 

pharmaceuticals. The most well studied of these interactions is gut bacterial fermentation of indigestible 

dietary polysaccharides to produce short chain fatty acids (SCFAs), including acetate, propionate, and 

butyrate (Figure 1C). These metabolites serve as energy sources for distinct cell types and tissues that 

account for up to 10% of daily caloric value, as precursors and regulators of important host molecules 

such as cholesterol, fatty acids, and glucose, and as inhibitors of autophagy and of histone-deacetylase 

activity (31-34). SCFAs can also activate G-protein coupled receptors and lead to downstream effects 

including production of the hormone leptin (35), anti-inflammatory effects (36), and tumor suppression 

(37). Human gut bacteria also contribute to drug metabolism, as discussed further in Section 1.3. 

 

 

Figure 1: Gut microbial -host metabolic interactions influence human health. 
(A) Gut bacterial molecules that interact with the host immune system. (B) Co-metabolic 
pathways. (C) Gut bacterial conversion of dietary components and other xenobiotics.  
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1.2 Contrasting metabolism of xenobiotics by gut microbial  and human enzymes  

The metabolism and circulation of ingested substrates is a highly complex process that occurs 

across multiple organ systems, and involves both human and microbial enzymes (Figure 2A). Orally 

ingested compounds pass through the upper GI tract to the small intestine, where they can be modified by 

secreted, digestive host enzymes and absorbed by host tissues (38). Readily absorbed xenobiotics pass 

between or through intestinal epithelial cells, where they are subject to processing by host enzymes. 

These molecules can also be transported via the portal vein to the liver, where they can be further 

modified by a vast collection of host xenobiotic-processing enzymes (Section 1.2.1). These xenobiotics 

and their resultant metabolites can enter systemic circulation and distribute throughout host tissues, 

including distal organs, to impart their pharmacological properties. Compounds administered via other 

routes, for example intravenously administered compounds, bypass Òfirst-passÓ metabolism and are 

immediately introduced into systemic circulation. Xenobiotics and their metabolites may also undergo 

biliary excretion, where they are secreted from the liver to the bile and back into the lumen of the GI tract 

(Figure 2B). Depending on their chemical properties, xenobiotics and their metabolites may be 

reabsorbed by intestinal cells (enterohepatic circulation), excreted from the feces, or filtered through the 

kidneys and eliminated into the urine (Figure 2C). 

 

Figure 2: The human microbiota and its interactions with xenobiotics.  
(A) Key sites of microbial colonization and xenobiotic metabolism. (B) Biliary excretion 
returns xenobiotics and metabolites to the gut lumen. (C) Routes of xenobiotic and metabolite 
excretion from the body. 
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At multiple points along this metabolic axis, xenobiotics may encounter gut microorganisms and 

their metabolic enzymes. For example, compounds that undergo biliary excretion or efflux by drug 

transporters (e.g. P-glycoprotein) are pumped into the gut lumen (39). Additionally, poorly absorbed 

xenobiotics continue through the small intestine into large intestine. Within the densely populated large 

intestine, these compounds may be subject to extensive microbial metabolism, leading to products with 

altered bioactivity, bioavailability, and toxicity (5, 6, 40). Additionally, these molecules can interfere with 

the activities of human xenobiotic-metabolizing enzymes, affecting the fates of other ingested molecules. 

The aggregate metabolism of host and microbe significantly alters the bioactivities and lifetimes of 

ingested compounds within the human body. 

Several important features distinguish gut microbial xenobiotic metabolism from analogous host-

mediated transformations. The human gut microbiome encodes a broad diversity of enzymes, many of 

which are exclusively microbial, and which often perform distinct chemistry from the host (41-45). Gut 

microbes typically carry out hydrolytic and reductive reactions to metabolize xenobiotics (5, 6), as 

opposed to the typically oxidative and conjugative chemistry of human xenobiotic-processing enzymes. 

These differences are due in part to physiological context, such as oxygen concentrations, but may also 

reflect distinct evolutionary pressures. For example, the abundance and diversity of host cytochrome 

P450s may reflect a need to detoxify and excrete diverse compounds to which humans were exposed 

throughout evolution (46), whereas microbial breakdown of compounds could enable niche colonization 

in the dense, highly competitive environment of the gut (e.g. through use of alternative nutrients or energy 

sources). Many host and microbial xenobiotic-metabolizing enzymes rely on complex cofactors that must 

be synthesized or acquired from the diet or the gut environment (47), an energetically costly process that 

further supports the physiological importance of xenobiotic metabolism. It is also possible that certain gut 

microbial enzymes were not evolutionarily selected to process specific xenobiotics and that metabolism 

may instead arise from relaxed substrate specificity. Many enzyme classes that are associated with 

xenobiotic metabolism including hydrolases, lyases, oxidoreductases, and transferases, are widely 

distributed in sequenced gut microbes (43-45, 48, 49) and represent some of the most abundant protein 
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families in the human gut ecosystem (50, 51). Together, the human host and the gut microbiota 

significantly alter the bioactivities and lifetimes of xenobiotics using a diverse array of enzymes. 

 
 

1.2.1 Host enzymes  

Human xenobiotic metabolism occurs predominantly in the liver and intestinal cells, and modifies 

nonpolar compounds into hydrophilic, higher molecular weight metabolites (38, 52). These metabolites 

are more easily excreted from the body via the kidney, which filters out hydrophilic compounds. This 

process occurs in two phases: the installation or exposure of polar functional groups (Ôphase IÕ) and the 

conjugation of these groups to more polar metabolites (Ôphase IIÕ) (Figure 3). Phase I enzymes perform 

oxidative, reductive, or hydrolytic reactions to yield various polar substituents, including hydroxyl 

groups, epoxides, thiols, and amines. The largest and best-characterized class of enzymes participating in 

phase I metabolism is the cytochrome P450s, which have 57 isoforms in humans (53). Additional phase I 

enzymes that are important in xenobiotic processing include carboxylesterases and flavin 

monooxygenases (38). Phase II enzymes are predominantly transferases that append glucuronyl, methyl, 

acetyl, sulfonyl, and glutathionyl groups onto xenobiotics or their phase I metabolites (52). 

Polymorphisms in the genes encoding these enzymes greatly influence how individuals respond to dietary 

and pharmaceutical interventions (53).  

 

Figure 3: Host metabolism of xenobiotics.  
 

1.2.2    Hydroly tic enzymes 

Both the host and gut microbiota use hydrolytic chemistry to break down large luminal substrates 

into various nutrients and building blocks. Hydrolase enzymes catalyze the addition of a water molecule 
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to a substrate, followed by bond cleavage. The most abundant and relevant hydrolases in the GI tract are 

proteases, glycosidases, and sulfatases, and the microbiota contributes a broader range of activities than 

host enzymes (Figure 4). Proteases cleave the peptide bonds linking the amino acids in polypeptide 

chains. While the small intestine is dominated by pancreatic serine proteases, colonic microbes express 

many cysteine- and metalloproteases (54) with different substrate specificities and potentially different 

clinical consequences (55). Anaerobic microbes can also reduce disulfide bonds in proteins, enhancing 

their susceptibility for degradation (54). Glycosidases hydrolyze glycosidic bonds using a dyad of 

carboxylic acid residues and a water molecule, releasing free sugars (56) that can be used a carbon source. 

These enzymes process a huge diversity of glycoconjugates and oligosaccharides, and are widespread in 

gut microbes; for example, 43% of bacterial genomes in the HMP database contained " -glucuronidase 

homologs (43, 57). Sulfatases are also widely distributed among gut microbes and hydrolyze sulfate 

esters generated by phase II host metabolism using the unusual amino acid formylglycine (58). The 

hydrate form of this residue is thought to undergo transesterification with a sulfate ester substrate to 

generate a tetrahedral intermediate that breaks down to release sulfate and reform the aldehyde (59). 

 

 

Figure 4: Gut microbial hydrolase enzymes involved in xenobiotic metabolism. 
Proteases, glycosidases, and sulfatases are the most common gut microbial hydrolase 
enzymes. Known substrates of these enzymes are shown in blue, and the consequences of 
metabolism for the human host are shown in parentheses. 
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Hydrolytic reactions alter both the physical properties and activities of xenobiotics and their 

metabolites. For example, removal of a glucuronide in the gut lumen is generally accompanied by a 

decrease in polarity that can allow reabsorption by host cells and thereby extend the lifetime of a 

molecule within the body, as seen with glucuronide conjugates of nonsteroidal anti-inflammatory drugs 

(NSAIDs) and the cancer therapy irinotecan (60, 61). Hydrolysis can also alter the biological activity or 

toxicity of xenobiotics, as observed for plant-derived glycosides like amygdalin and the artificial 

sweetener cyclamate (62, 63). Additionally, hydrolysis is often a prerequisite for further transformations, 

such as the fermentation of sugars released from indigestible polysaccharides (31) and the products of 

hydrolytic reactions (sugars, amino acids, sulfate) often support microbial growth and survival in the gut. 

 

1.2.2 Lyases  

Lyases are enzymes that break CÐC or CÐX bonds (where X = O, N, S, P or halides) without 

relying on oxidation or addition of water. Within the gut microbiota, the predominant classes of lyase 

enzymes are polysaccharide lyases (PL) and C-S " -lyases (Figure 5). A single representative microbiome 

encoded >5000 PLs (43), demonstrating an enormous diversity of possible carbohydrate substrates which 

could support microbial growth. Microbial PLs modify polysaccharides that contain a glycosidic bond " - 

to a carboxylic acid (e.g. alginate, pectin, chondroitin, and heparan). The presence of the carboxylate 

enables removal of the ! -proton and subsequent " -elimination to yield an !,"-unsaturated sugar and a 

hemiacetal (48).  

Microbial CÐS "-lyases cleave CÐS bonds found in both dietary compounds and cysteine-S-

conjugates of xenobiotics, which are formed by liver enzymes in the mercapturic acid pathway. These 

enzymes generate an aldimine linkage between pyridoxal 5-phosphate (PLP) and the ! -amino group of 

the cysteine-derived substituent, acidifying the adjacent proton. "-elimination releases a thiol-containing 

metabolite and aminoacrylate, the latter of which spontaneously breaks down to form ammonia and 

pyruvate (64). Microbes can further metabolize these thiols, altering their physical properties and 

localization within the body. For example, gut bacterial CÐS " -lyases cleave cysteine-S-conjugates of 
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polychlorinated biphenyls to yield toxic thiol metabolites that are further methylated and accumulate in 

lipophilic host tissues (65). Microbial CÐS lyases have also been implicated in the metabolism of 

conjugates of the herbicide propachlor (66) and the motor oil additive bromobenezne (67), although the 

specific enzymes have yet to be discovered. The consequences of CÐS lyase chemistry for the gut 

microbiota are not well understood, and the activity may derive from promiscuous PLP-dependent 

enzymes involved in ÒhousekeepingÓ functions (64). However, ammonia generated by CÐS "-lyases 

could serve as the sole nitrogen source for the industrial bacterium Corynbacterium glutamicum (68), 

pointing to a potential role in nutrient acquisition. 

 

Figure 5: Gut microbial lyases involved in xenobiotic metabolism. 
Polysaccharide lyases and C-S " -lyases are the predominant lysases in gut microbes. Known 
substrates of these enzymes are shown in blue, and the consequences of metabolism for gut 
microbes and the human host are shown in parentheses. 

 

1.2.3 Reductases 

Gut microbes can reduce a wide range of functional groups, including alkenes and !,"-

unsaturated carboxylic acid derivatives, nitro-, N-oxide, azo-, and sulfoxide groups (Figure 6). These 

multi-electron reductions cannot be performed by standard amino acid residues and instead rely on a 

variety of complex cofactors, including NAD(P)H, flavin, [Fe-S] clusters, (siro)heme, molybdenum-

cofactor and other metallocofactors to mediate the transfer of electrons or hydride equivalents (H+, 2e-) to 
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substrates, followed by proton delivery by charged amino acid residues (69-71). Biochemical and 

structural characterization of gut microbial reductases has uncovered individual enzymes that display 

broad substrate scope and can reduce a variety of functional groups including quinone, azo-, and nitro- 

groups (72, 73), and consequently their endogenous substrates and in vivo relevance are often unclear. 

Other studies have identified multiple enzymes within a single bacterium that all mediate the same 

reaction (e.g sulfoxide reduction) (70), highlighting the breadth and importance of reductive metabolism 

for particular gut microbes. 

Reduction typically decreases the polarity of compounds and can alter charge, hybridization, and 

electrophilicity, which can affect the lifetimes and activities of metabolites in the body (74-76). In some 

cases, substrates serve as alternative terminal electron acceptors in anaerobic respiration, which confers a 

growth advantage to metabolizing microbes (69). While reductase enzymes are found in humans, many 

reductive transformations are uniquely microbial (7, 72, 74) and many have not yet been linked to known 

enzymes or organisms. 

 

Figure 6: Gut microbial reductases involved in xenobiotic metabolism. 
Common gut microbial reductases include alkene, sulfoxide, nitro-, and azo- reductases. 
Known substrates of these enzymes are shown in blue, and the consequences of metabolism 
for the human host are shown in parentheses. 
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1.2.4 Transferase enzymes 

These enzymes transfer functional groups between a xenobiotic and a cofactor or activated co-

substrate using nucleophilic chemistry (Figure 7). Microbial methyl transferases utilize S-

adenosylmethionine (SAM) or methylcobalamin as methyl donors (77), while demethylation requires 

nucleophilic cofactors such as corrinoids (e.g. cobalamin) or tetrahydrofolate to remove methyl groups 

that can be used as a carbon source (78-80). Gut microbial enzymes can also acylate xenobiotics; for 

example using acetyl-coenzyme A (acetyl-CoA) as a donor, microbes N-acetylate the anti-inflammatory 

agent 5-aminosalicylic acid to generate an inactive metabolite (81). In addition to modulating the 

bioactivities of xenobiotics, appendage or removal of functional groups can alter the polarity and 

bioavailability of these compounds (65, 82).  

 

Figure 7: Gut microbial t ransferase enzymes involved in xenobiotic metabolism. 
Common gut microbial transferases include acetyltransferase and methyltransferases. Known 
substrates of these enzymes are shown in blue, and the consequences of metabolism for the 
human host are shown in parentheses. 

 

1.2.5 Radical enzymes 

Gut microbes employ radical enzymes to carry out difficult chemical reactions such as bond-

formation (CÐC), bond-cleavage (CÐC, CÐO, CÐN), and skeletal rearrangements using high-energy 

intermediates containing an unpaired electron (83). These enzymes are often inactivated by oxygen and 
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allow anaerobic organisms in the anoxic environment of the gut to perform challenging reactions. In fact, 

some of the most abundant protein families in the human gut microbiome are radical enzymes (50, 84). 

The first step in radical catalysis involves generation of a protein- or cofactor- based radical species, 

either through homolytic bond cleavage or through electron transfer that is mediated by cofactors such as 

SAM, cobalamin, and [Fe-S] clusters. Following formation of the radical species on the enzyme or 

cofactor, the radical is transferred onto the substrate. The substrate-based radical then undergoes 

transformation to a product-based radical. Formation of the final product may be accompanied by 

regeneration of the initial enzyme- or cofactor- centered radical (83) (Figure 8). Radical enzymes are 

common in primary metabolism, but can also influence the metabolism of a variety of xenobiotics. For 

example, CutC, a member of the glycyl radical enzyme (GRE) family, is responsible for cleavage of the 

dietary nutrient choline into a disease-associated metabolite trimethylamine (TMA) (42). An additional 

GRE, p-hydroxyphenylacetate decarboxylase, produces p-cresol (28), which is sulfated by host enzymes 

into a uremic toxin that also impacts host processing of additional xenobiotics (see 1.1).  

 

 

Figure 8: Gut microbial r adical enzymes involved in xenobiotic metabolism. 
Known substrates of these enzymes are shown in blue, and the consequences of metabolism 
for the human host are shown in parentheses. 
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1.3 Gut microbial metabolism of pharmaceuticals  

Excluding antibiotics, the human gut microbiota is involved in the transformation of over fifty 

pharmaceuticals, yielding metabolites with altered biological properties and toxicities (5, 6, 40). In some 

cases, drug metabolites that were teratogenic (85), toxic (60, 61), and even lethal (86) were only observed 

when drugs were already on the market. Apart from direct metabolism of pharmaceuticals, microbial 

products can also regulate host xenobiotic metabolic pathways (87). Additionally, various drugs alter 

microbial community composition in the gut (88, 89), which affects the composite metabolic potential of 

the colonized host. Despite the tremendous influence of microbes on the pharmacological properties of 

drugs spanning many indications and host targets, the responsible microbes and enzymes have only been 

identified or characterized in a handful of cases. It is thus critical to characterize the mechanisms of 

microbial drug metabolism and interaction, which vary substantially among individuals and may 

contribute to differential patient responses.  

Known examples of drug metabolism by human-associated microbes are discussed in the 

following sections. The identity and distribution of relevant microbes, genes, and enzymes involved in 

drug metabolism are described, although many of these details are unknown. While ongoing studies have 

illuminated a complex interplay between drugs and microbes that may indirectly influence human health 

(88, 90-92), we focus here on the direct modification of drugs by gut microbes, and the known effects of 

these microbial metabolites on gut microbial and human physiology. 

 

1.3.1 Anti -inflammatory and gastrointestinal agents   

Microbial metabolism of drugs targeted to the GI tract is perhaps unsurprising considering this is 

a major site of microbial colonization. Nevertheless, the scope of transformations and resultant effects on 

host health is significant. Microbes can enhance the toxicity and activity of drugs, as is observed with 

non-steroidal anti-inflammatory drugs (NSAIDs). Many NSAIDs contain a carboxylic acid that is 

glucuronidated by liver enzymes to facilitate excretion from the body. However, this inactive conjugate 

can re-enter the gut where it is deconjugated by microbes to release the active component in the gut lumen  
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(Figure 9A) (93). NSAID inhibition of cyclooxygenases in the gut epithelium leads to lower production 

of prostaglandins, immune compounds that maintain mucosal defense (94). In addition, NSAIDs are 

weakly acidic and can enter epithelial cells leading to intestinal injury (94). Therefore, prolonged use of 

NSAIDs leads to intestinal damage and ulcer development (95), which can be attributed to the 

deconjugation activity of bacterial " -glucuronidase enzymes. However, administration of " -glucuronidase 

inhibitors in mice alleviated the toxicities associated with the NSAIDS indomethacin, ketoprofen, and 

diclofenac (60). Gut microbial metabolites of gastrointestinal agents can also alter expression of host 

xenobiotic-metabolizing enzymes. In rat models, gut microbes reduced the proton pump inhibitor 

omeprazole (96), generating metabolites later shown to be possible ligands of aryl hydrocarbon receptor, 

a transcription factor involved in regulating xenobiotic-metabolizing enzymes (87). Additionally, 

omeprazole use in gastric ulcer prophylaxis was found to increase incidence of C. difficile infections by 

65% (97). Longitudinal studies found that omeprazole use decreased microbial diversity in the gut (98), 

which could result in lowered colonization resistance and increased susceptibility to infection. 

Microbial metabolism of anti-inflammatory and gastrointestinal agents can also be beneficial, 

particularly in the context of prodrug activation. For instance, gut microbial reduction of the N-oxide 

functional group found in the anti-diarrheal prodrug loperamide oxide liberates the active drug 

loperamide only at the desired site of action (GI tract), which significantly lowers systemic exposure and 

associated side effects (Figure 9B) (75). Another prominent example of prodrug activation is the gut 

microbial metabolism of anti-inflammatory drugs containing azo-linkages. Sulfasalazine, used for arthritis 

and inflammatory bowel disease (IBD), is rapidly cleaved by microbial azoreductases to produce 

sulfapyridine and 5-aminosalicylic acid (5-ASA), the latter of which is the active moiety in the treatment 

of CrohnÕs disease and ulcerative colitis (Figure 9C) (76, 99). Balsalazide and olsalazine underwent 

similar metabolism in vitro by fecal communities, and metabolism rates matched clinical data from 

humans (100). Various intestinal bacteria can further convert 5-ASA into N-acetyl 5-ASA, a metabolite 

that lacks anti-inflammatory activity, and significant variability in acetylation levels was observed in 

patients (101). Together with differences in the extent of azo reduction, this observation could potentially 



17 

explain variable therapeutic efficacy of sulfasalazine in patients. Additionally, N-acetyl ASA was shown 

to inhibit the growth of several microbes including C. difficile (81), suggesting that this metabolism could 

alter gut microbiota composition. 

 

!

 

Figure 9: Gut microbial metabolism of anti-inflammatory and gastrointestinal agents. 
(A) NSAIDs are glucuronidated by host enzymes. In the GI tract, bacterial "-glucuronidases 
cleave the sugar and regenerate active drug, leading to gut epithelial damage and ulcers. (B) 
Gut microbial reductases activate the prodrug anti-diarrheal Loperamide-N-oxide in the gut, 
limiting systemic toxicity. (C) Microbial azoreductases reduce azo-linked anti-inflammatory 
drugs to generate the active agent 5-aminosalicylic acid. 

!
!
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!
1.3.2 Cancer chemotherapeutics   

The contribution of gut microbial metabolism to chemotherapeutic efficacy is well established, 

and contributes to desired activities as well as toxicity. One of the best-characterized examples of 

microbial drug metabolism occurs in the context of bacterial metabolism of irinotecan into a toxic, dose-

limiting metabolite within the GI tract (61). Irinotecan is a prodrug of the topoisomerase inhibitor SN-38. 

The active drug is glucuronidated by host liver enzymes, generating an inactive conjugate (SN-38G). SN-

38G enters the gut via biliary excretion where it is hydrolyzed by gut bacterial ! -glucuronidases to 

regenerate the active chemotherapeutic agent (61). SN-38 then enters colonic epithelial cells, causing 

intestinal damage and severe diarrhea, side effects that limit the use of this otherwise effective drug 

(Figure 10A). " -glucuronidases are broadly distributed in commensal bacteria (57) and are also present in 

humans. Using an in vitro high-throughput screen against Escherichia coli " -glucuronidase, researchers 

successfully identified potent inhibitors of gut bacterial " -glucuronidases (61), one of which was able to 

prevent metabolism of SN-38G in the gut and concomitant toxicity in mice. These inhibitors were also 

selective for gut bacterial enzymes, and did not affect human "-glucuronidase activity (61). Because 

bacterial " -glucuronidases can deconjugate glucuronides derived from many dietary compounds and 

drugs, inhibitors of these enzymes may be useful in therapeutic contexts outside of cancer treatment (60).  

In the last several decades, scientists have found substantial evidence that certain gut bacteria 

associate with human tumors and are correlated with different therapeutic outcomes (102, 103). One 

possible route by which microbes alter cancer outcomes is through direct metabolism of chemotherapies 

within the tumor microenvironment. Indeed, recent studies demonstrate that the gut bacteria E. coli and 

Listeria welshimeri altered the efficacy of 16 (out of 30 tested) anticancer agents towards cancer cell lines 

(104). In addition, E. coli was shown to alter the in vivo efficacy of two tested drugs (gemcitabine and 

CB1954) in murine models (104). Expanding on these results, researchers recently found that 

Gammaproteobacteria expressing a long isoform of the cytidine deaminase (CDDL) enzyme were 

responsible for metabolizing the pancreatic cancer agent gemcitabine into the inactive metabolite 2Õ2Õ-
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difluorodeoxyuridine (Figure 10B).  (105). CDDL
+ bacteria conferred resistance to pancreatic cancer 

treatment in animal models, and could be detected in 76% of human pancreatic tumors (105), suggesting 

that gut bacteria modulate cancer drug efficacy within the tumor site. 

 

 

Figure 10: Gut bacterial metabolism of anti-cancer agents.  
(A) The inactive prodrug irinotecan is cleaved by host carboxylesterases to generate the active 
topoisomerase inhibitor SN-38. SN-38 is glucoronidated by host enzymes, yielding an inactive 
conjugate. In the GI tract, bacterial "-glucuronidases cleave the sugar and regenerate active 
drug, which leads to dose-limiting diarrhea. (B) Tumor-associated Gammaproteobacteria 
harboring a long isoform of the CDD gene inactivate the pancreatic cancer drug gemcitabine. 

 

 

While gut bacteria have demonstrated a high propensity for directly metabolizing therapeutic 

agents, emerging data also demonstrates that specific members of the gut microbiota may impact cancer 

therapies by interacting with the host immune system. Certain Bacteroides and Bifidobacteria species 

were shown to be crucial for cancer immunotherapies by modulating the host immune response to 

enhance the anti-tumor effects of Ipilimumab and anti-PD-L1 antibodies in mice (106, 107). More 

recently, gut microbial composition was shown to influence patient outcomes to anti-PD-1 

immunotherapies in melanoma and epithelial cancers. In particular, Ruminococcacceae species (92) and 
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Akkermansia muciniphila (91) were more prevalent in patients that responded to anti-PD-1 therapy. Gut 

microbial induced inflammatory responses also impact cancer therapies that do not directly interact with 

the immune system. For example, commensal-dependent modulation of myeloid-derived cells increased 

the efficacy of the DNA-damaging agents cisplatin and oxlaplatin (108). These studies highlight the 

extensive and complex ways in which the gut microbiota can impact cancer outcomes in humans. 

 

1.3.3 Biologics and peptide-based drugs  

Although many biologics are delivered intravenously, smaller peptides and even insulin (109) are 

available as oral formulations. Biliary excretion has also been observed for hormones and shorter peptides 

(110), which could enable microbial interaction with peptide-based drugs. Gastrointestinal microbes from 

rats were shown to degrade the peptide drugs insulin and calcitonin (55) and azetirelin (111), and addition 

of protease inhibitors or antibiotics to cecal suspensions reduced metabolism. A panel of 17 peptides was 

also shown to have variable levels of degradation when incubated with human fecal samples (54). As 

peptide-based therapeutics are growing in popularity, elucidating the impact of gut microbes on their 

metabolic fate will become increasingly relevant. 

 

1.3.4 Central nervous system (CNS) drugs  

In addition to affecting drugs that act locally, gut microbial metabolism can also influence the 

efficacy of therapeutics that target organ systems distant from this body site. Many prominent examples 

can be found among CNS drugs. For example, oral levodopa (L-dopa) is used to treat ParkinsonÕs disease, 

a condition characterized by dopaminergic-neuronal death. L-dopa crosses the blood-brain barrier, where 

it is decarboxylated by host enzymes to restore dopamine levels (112). However, extensive metabolism 

within the gut by both host and microbial enzymes affects the concentration of drug that reaches the brain. 

Microbial decarboxylation (113) and p-dehydroxylation convert L-dopa to m-tyramine, which can be 

further oxidized to m-hydroxyphenylacetic acid (Figure 11A) (114). Differences in these activities may 

contribute to the substantial variation observed in patient response to L-dopa (115). Although a tyrosine 
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decarboxylase from a food-associated strain of Lactobacillus brevis accepts L-dopa in vitro (116), the 

human gut microbes and enzymes responsible for L-dopa metabolism are unknown.  

 

 

Figure 11: Gut microbial metabolism of central nervous system (CNS) drugs. 
(A) Levodopa is a prodrug that is able to cross the blood brain barrier, and is cleaved by host 
carboxylesterases to replenish dopamine in the brain. Levodopa can also be decarboxylated by 
host and gut microbial carboxylesterases to generate dopamine outside of the brain. Gut 
microbes further metabolize dopamine via p-dehydroxylation to yield m-tyramine. (B) 
Microbial nitroreductases metabolize the anti-anxiety and insomnia drug nitrazepam into a 
metabolite that is further acetylated by host enzymes to generate a teratogenic compound. (C) 
Gut bacterial enzymes inactivate the anti-convulsant drug zonisamide. 

 

 

Another example of a CNS drug that is modified by gut bacteria is nitrazepam (NZ), an anxiety 

and insomnia medication whose sequential metabolism by microbes and host generates the teratogen 7-

acetylaminonitrazepam (AANZ) (Figure 11B). Microbial involvement in the initial reduction of NZ to 7-
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aminonitrazepam was confirmed in culture (71), and AANZ was shown to induce fetal abnormalities in 

the offspring of pregnant rats  (85). Very high exposure of NZ during human pregnancy also led to an 

increased rate of congenital disease in children (117), and its teratogenic effects are likely attributed to the 

co-metabolite AANZ. Finally, the anti-convulsant, zonisamide, was transformed into the inactive 

metabolite 2-sulphamoylacetylphenol by bacterial cultures as well as by the rat gut microbiota (Figure 

11C) (118). As studies continue to reveal connections between the gut microbiota and various 

neurological diseases (119), it will become increasingly important to identify and characterize additional 

microbial interactions with CNS-targeted drugs.  

 

1.3.5 Anti -viral agents  

Microbes from both the gut and vaginal microbiotas metabolize anti-viral agents. An example 

that received considerable attention was the co-administration of the herpes zoster anti-viral medication 

sorivudine with the anti-tumor agent 5-fluorouracil (5-FU), which resulted in 18 patient deaths in Japan 

within months of release of sorivudine to market (86). Gut microbes hydrolyze the glycosidic linkage of 

sorivudine to release (E)-5-(2-bromovinyl)-uracil (BVU) (Figure 12A). BVU is then reduced by host 

dihydropyrimidine dehydrogenases (DPD), generating an allyl bromide intermediate that forms a covalent 

thioether adduct with a cysteine in DPD (120). As DPD participates in 5-FU degradation, its irreversible 

inhibition by BVU leads to 5-FU accumulation and toxicity (121). Despite the efficacy of sorivudine, its 

conversion to lethal microbial metabolites promptly led to recall of this drug (122). 

Recently, pharmaceutical companies have begun to incorporate pre-clinical tests aimed at 

identifying and characterizing microbial metabolites of new anti-viral drug candidates (123, 124).  In one 

example, the experimental hepatitis C virus drug deleobuvir was extensively metabolized upon anaerobic 

incubation with human fecal samples (123). The !," -unsaturated carboxylic acid of deleobuvir was 

reduced by microbes to the metabolite CD6168. This metabolite was depleted ~9x-fold in pseudo-GF 

mice whose microbiotas had been depleted with antibiotics, supporting the role of gut microbes in 
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deleobuvir metabolism in vivo (123). Deleobuvir and CD6168 differentially inhibited or activated a 

number of host cytochrome P450s, which could contribute to variable, adverse drug-drug interactions 

(125). 

 

 

Figure 12: Gut and vaginal microbial metabolism of anti-viral agents. 
(A) Gut microbial glycosidases cleave the anti-viral drug sorivudine to generate BVU. This 
metabolite is reduced by the host DPD enzyme, generating an intermediate which then form a 
covalent thioether adduct with a conserved cysteine in the enzyme. As DPD is required for 
detoxification of the cancer therapy 5-FU, its irreversible inhibition by sorivudine metabolites 
leads to toxicity and death in patients receiving both drugs. (B) Patients with higher levels of 
the vaginal bacterium G. vaginalis responded worse to prophylactic anti-HIV treatment with 
tenofovir. This bacterium takes up the drug and releases adenine to the media, although other 
metabolites have not been identified. 

 

 

Another challenging but increasingly promising strategy for uncovering microbial contributions 

to anti-viral drug efficacy is to identify key microbes that are associated with differential outcomes in 

clinical cohorts. A recent study in sub-Saharan Africa found that women with Lactobacillus-dominated 

vaginal microbiotas responded ~40% better to the vaginal HIV microbicide tenofovir (taken 

prophylactically) than women whose microbiotas were dominated by other anaerobic microbes (126). 

Within these more complex communities of anaerobes, the bacterium Gardnerella vaginilas was 

associated with lower concentrations of active drug in the vaginal mucosa of these women. In anaerobic 

culture, G. vaginalis was shown to take up tenofovir and release adenine to culture media (Figure 12B) 
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(126), providing a link between microbial metabolism and clinically relevant variability in drug efficacy. 

Further work is required to identify which enzymes are involved in tenofovir metabolism, as well as 

which other metabolite(s) are produced. Knowledge of the bacteria and enzymes that mediate tenofovir 

resistance would enable the development of new therapeutic, probiotic (127), or vaginal microbiota 

remodeling approaches to improve vaginal health and increase HIV prevention. 

 

1.3.6 Herbal supplements and traditional medicines  

Gut microbial transformation of poorly absorbed constituents of herbal and traditional remedies 

can lead to potential health benefits or harmful side effects. There are many startling examples of the 

variable efficacy of traditional medicines, and this phenomenon may be due in part to the complexity of 

active ingredients, but also to differences in gut microbial metabolism of these treatments. Amygdalin, a 

mandelonitrile glycoside found in fruit pits was taken in 1960s as an alternative treatment for cancer 

(128). However, not only did amygdalin lack efficacy in clinical trials (129), but it was later revealed that 

gut microbial products of amygdalin were toxic to the host. Microbes were found to cleave the glycoside 

from amygdalin to release mandelonitrile, which decomposes to release benzaldehyde and cyanide 

(Figure 13A) (62, 130).  

Gut bacteria also influence the activity of berberine, a plant-derived bensoisoquinolone alkaloid 

that is used to treat metabolic disorders including type 2 diabetes, hyperlipidemia, and obesity. Berberine 

has poor oral bioavailability, and gut microbial reduction to dihydroberberine greatly enhances intestinal 

absorption by the host (131). After passing into host tissues, dihydroberberine is re-oxidized and enters 

the blood as the active drug (Figure 13B). Co-administration of berberine and antibiotics led to lower 

levels of dihydroberberine and decreased drug efficacy in mice (131). Berberine was also shown to 

modulate the composition of the rat gut microbiota, particularly through a reduction in microbial diversity 

and enrichment of bacteria that produce SCFAs (132). Despite widespread use, the anti-diabetic 

mechanism of this supplement is not understood. However, gut microbial composition is known to 
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contribute to the development of metabolic disorders (133, 134), and further investigation is required to 

determine whether microbial changes are the cause or consequence of positive disease outcomes. 

 

 

Figure 13: Gut microbial metabolism of traditional  remedies and herbal supplements.  
(A) Gut microbial glycosidases cleave the sugars from amygdalin, a component of fruit pits 
that was tested as an alternative cancer treatment. The resulting mandelonitrile spontaneously 
decomposes to generate toxic cyanide. (B) Berberine is used in the treatment of various 
metabolic disorders, although it is poorly absorbed by the host. Gut microbial reduction of 
berberine generates a host-absorbable metabolite. Within host tissues, dihydroberberine is re-
oxidized into the active compound and enters systemic circulation. 

 

 

1.3.7 Cardiovascular drugs  

Statins are used in the treatment of cardiovascular disease and inhibit 3-hydroxy-3-methyl-

glutaryl-coenzyme A (HMG-CoA) reductase, the rate-limiting enzyme in cholesterol biosynthesis.  

Although statins are among the most widely prescribed drugs on the market, patient response is highly 

variable, and emerging evidence suggests that gut microbes and their metabolites contribute to this 

variability. Several exclusively microbial metabolites, including secondary bile acids and coprostanol, a 

bacterially reduced metabolite of cholesterol, are strong predictors of patient response to simvastatin 

(135). Additionally, in ex vivo incubations, human intestinal microbes could demethylate, dehydroxylate, 

and hydrolytically cleave simvastatin to release dimethylbutanoic acid and produce additional new 
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metabolites with unknown biological activity (Figure 14) (136). As some microbes posses an HMG-CoA 

reductase that is essential for growth (137), statins (atorvastatin, simvastatin, rosuvastatin) exhibit 

different degrees of antimicrobial activity against a broad range of human-associated microbes (89). 

These drugs could therefore alter gut microbiota composition and function, which may in turn affect drug 

and steroidal metabolite levels to ultimately impact patient response.  As detailed in Section 1.4.3, 

Eggerthella lenta, a common member of the human gut microbiota, is also known to metabolize and 

inactivate the cardiac drug digoxin, limiting drug efficacy in patients (138). 

 

 

 

Figure 14: Gut microbial metabolism of simvastatin. 
Gut microbes metabolize simvastatin using a range of transformations including de-
esterification, CÐC bond cleavage, demethylation, hydroxylation, and " -oxidation.  
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1.4 Gut microbial inactivation of the cardiac medication digoxin  

Digoxin, a natural product produced by the Digitalis (foxglove) plant, is a medication of 

substantial historical and clinical importance. Digitalis plants have been used to treat a variety of diseases 

for centuries, with the first recorded medical use dating back to 1250 A.D. in Wales (139). In particular, 

the use of Digitalis purpurea extracts for ÔdropsyÕ (now called congestive heart failure) in the 18th century 

is regarded as the start of modern clinical medicine. The active constituent of the widely used foxglove 

plant, digoxin, was isolated in the 1930s (140), and its target in the host, Na+/K+ ATPases, was 

elucidated 23 years later (141). Originally, digoxin was thought to undergo minimal metabolism in the 

body. However, it was later found that particular strains of the prominent gut bacterium E. lenta 

metabolize digoxin into the inactivate metabolite (20R)-dihydrodigoxin (Figure 15) (74, 138, 142-144). In 

modern day medicine, digoxin is used to treat cardiac failure and atrial fibrillation, although its high 

toxicity has lead to reduced use in recent years (145).  

 

 

 

Figure 15: Gut microbial inactivation of the cardiac medication digoxin.  
(A) Structural features of digoxin and its microbially reduced metabolite (20R)-
dihydrodigoxin. (B) Steroid core ring nomenclature and numbering.  

 

 

1.4.1 Pharmacology of the foxglove plant and digoxin 

The Digitalis (foxglove) plant has a rich pharmaceutical history. In the 13th century, this plant 

was first described in a Welsh pharmaceutical book as an effective treatment for headaches, spasms, and 

epilepsy (139). In 1785, William Withering published An Account of the Foxglove and its Medical Uses 
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in which he described the clinical use of Digitalis for cardiac indications (146). Digitalis purpurea was 

used for this purpose as a formulation until the 1840s, when scientists Homolle and Ouevanne partially 

purified the active substances, which they termed Òdigitaline,Ó from the plant leaves (147). In the early 

20th century, much more was known about the pharmacology of digitaline than its chemical structure. 

Scientists could only crudely identify a mixture of cardiac glycosides composed of a labile sugar 

(glycoside) and a non-carbohydrate component (genin), and the molecular weights of the glycosylated 

compounds were determined with combustion analyses (147). In the 1930s, Sydney Smith extracted 

digoxin from D. lanata (a more potent plant than D. pupurea), determined its molecular weight, and 

established the presence of three digitoxose sugars. The structure of digoxin was solved by X-ray 

crystallography in 1980 (Figure 15A) (148) and its 1H and 13C NMR spectra were fully assigned in 1992 

(149). Although digoxin and the closely related cardiac glycoside digitoxin are most extensively used in 

therapeutic contexts, over 30 active cardiac glycosides have been isolated from D. purpurea alone (139).  

For cardiac indications, digoxin treatment is initiated by a loading dose (oral or IV; 0.5-0.75 mg), 

which is followed by a daily oral maintenance dose (0.125 or 0.25 mg) (FDA reference ID 3043958). 

Approximately 70-80% of orally ingested digoxin is absorbed in the proximal small intestine and is 

distributed throughout tissues with highest accumulation in the heart, kidneys, and skeletal muscles (150). 

For much of its clinical use, digoxin was thought to be largely unmetabolized in the body except for 

minimal acid-catalyzed deglycosylation in the stomach. However, with the advent of more sensitive 

detection methods, in the 1970s the gut microbial metabolite (20R)-dihydrodigoxin (referred to hereafter 

as ÒdihydrodigoxinÓ) (Figure 15) was found in a substantial portion of patients as further described in 

Section 1.4.3. Digoxin is predominantly filtered through the kidneys to the urine, but approximately 30% 

of the drug and its metabolites are excreted in the feces (150). Digoxin is also a substrate of P-

glycoprotein (P-gp) efflux pumps, which pump drug from intestinal cells back into the gut lumen. Drug-

drug interactions are thus common in patients taking digoxin as many drugs inhibit P-gp, leading to 

higher concentrations of digoxin in the bloodstream and toxicity (151). Digoxin has a very narrow 

therapeutic window (0.5-2 ng/mL), although toxicity may occur in some patients even within this 



29 

therapeutic range. Common symptoms of toxicity include nausea and vomiting, while more severe effects 

include neurological symptoms, elevated potassium levels, and cardiac arrhythmias, the latter of which 

can be fatal. Digoxin overdoses are treated with digoxin-specific antibody fragments (Digibind) or 

activated charcoal (151). 

Owing to concerns about digoxin toxicity, the Digitalis Investigation Group conducted a 

randomized, double-blind, placebo-controlled clinical trial in 1997 to evaluate the safety and efficacy of 

digoxin. The study concluded that digoxin did not affect mortality, although it did reduce hospitalization 

rates for patients with chronic heart failure (145). Since this finding, digoxin use has steadily declined and 

has been replaced by other therapies such as ACE inhibitors, beta-blockers, and aldosterone antagonists. 

However, more recent meta-analyses of digoxin clinical trials found that the baseline conditions for 

patients receiving digoxin were often worse than for other patients receiving other cardiac medications, 

which could bias previous conclusions regarding digoxin efficacy and safety (152). Although digoxin is 

no longer used as a first line therapeutic for cardiac indications, it is still important for patients that do not 

respond to other drugs, as well as a growing population of patients with both cardiac failure and atrial 

fibrillation for whom first-line drugs (such as Ca2+ channel blockers) produce dangerous side effects 

(152). Although digoxin use has decreased considerably since the late 1990s (22 million annual 

prescriptions) (153), there were approximately 5 million annual prescriptions in 2010 in the US alone 

(154), demonstrating that digoxin and its microbial metabolism are still clinically relevant.  

 

1.4.2 Mechanism of action of digoxin   

Digoxin and other cardiac glycosides are potent inhibitors of Na+/K+ ATPases, ion transporters 

that are found in the plasma membranes of all animals. These transporters are important not only for 

maintaining the electrochemical gradient of the cell, but also for activating downstream signaling 

pathways resulting in diverse biological outcomes (155, 156). A Na+/K+ ATPase is made up of a catalytic 

! subunit that hydrolyzes ATP and a " subunit that localizes the complex to the membrane (156).  The 

Na+/K+ ATPase exists in two conformations. In the E1 state, the enzyme binds an ATP molecule and 3 
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Na+ ions with high affinity. ATP is then hydrolyzed and the $-phosphate is transferred onto a conserved 

aspartate residue of the enzyme (157). In the phosphorylated E2 state, the affinity of the enzyme towards 

Na+ ions is decreased, leading to extracellular release of these ions. Two K+ ions then bind to the E2 

complex, leading to spontaneous dephosphorylation. Binding of an additional ATP molecule then triggers 

intracellular release of K+, and the catalytic cycle can proceed (157).  

The hydrolysis of each ATP molecule drives the export of 3 Na+ ions and the import of 2 K+ ions 

against their concentration gradients, and results in a net negative charge inside the cell. The 

electrochemical potential generated by ATPases thus provides a gradient that enables other transporters, 

such as the Na+/Ca2+ exchanger in the cell to function (Figure 16A) (158). Some downstream signaling 

pathways of Na+/K+ ATPases are initiated by changes in intracellular ion concentrations. However, a 

growing body of research shows that signaling pathways are mediated by different protein-protein 

interactions between the ATPase and additional membrane proteins, in a manner that is independent from 

the ion pump function of this enzyme (158, 159).  Therefore, the expression levels and isoforms of the 

ATPase as well as membrane protein content can contribute to variable signaling cascades in different 

host tissues and disease contexts (159). 

 In humans, there are four ! isoforms and three " isoforms with differential expression in the 

body. The !1 isoform is involved in ÒhousekeepingÓ functions throughout the body, while the !2 isoform 

(in complex with "1) plays an important role in cardiac and smooth muscle tissue (156). Cardiac 

glycosides preferentially inhibit !2"1 Na+/K+ ATPases in cardiac myocytes, leading to higher intracellular 

Na+ concentrations. The increased Na+ levels impact the activity of Na+/Ca2+ exchangers in the cardiac 

cell, leading to higher intracellular Ca2+ concentrations and increased muscular contraction (156) (Figure 

16B). 
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Figure 16: Na+/K + ATPases function and inhibition by digoxin.  
(A) Na+/K+ ATPases and Na+/Ca2+ exchangers regulate the intracellular concentrations of the 
respective ions in the cell. (B) Digoxin and other cardenolides potently bind Na+/K+ ATPases 
to inhibit Na+ export. The increased intracellular Na+ concentrations leads to lower export of 
Ca2+ by Na+/Ca2+ exchangers. High Ca2+ concentrations within cardiac cells lead to increased 
muscular contraction.  

 

 

 

Na+/K+ ATPases have a hydrophobic tunnel with two metal binding sites where the steroid core 

and unsaturated lactone of digoxin bind (Figure 17). Additionally, they have a wide hydrophilic cavity 

where the first sugar group binds, while the two distal sugars extend outside of the protein (155, 160). 

Molecular docking and co-crystallographic studies were not able to identify any apparent protein-

substrate binding interactions within the hydrophobic/lactone binding sites. Intriguingly, cardiac 

glycosides from the cardenolide family, which all contain 5-membered unsaturated lactones co-crystallize 

with a Mg2+ ion in the metal II site of the ATPase (Figure 17B). Binding to the ATPase is thought to be 

partly mediated by long-range (6.2 •) electrostatic interactions between this Mg2+ ion and the electron 

rich carbonyl of the strained, unsaturated lactone of digoxin (155, 160). Gut microbial reduction of the 

lactone ring to yield (20R)-dihydrodigoxin changes the hybridization at C20 from sp2 to sp3 altering the 

orientation of the lactone carbonyl within the binding pocket. This results in weakened electrostatic 

interactions, reducing the affinity for !2 "1 ATPase binding by 6.6-fold (IC50 digoxin: 0.33 %M; IC50 

dihydrodigoxin 2.19 %M) (155) and rendering the drug inactive. 
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Figure 17: Binding of digoxin to Na+/K + ATPases. 
(A) X-ray crystal structure of the E2 !1"1 Na+/K+ ATPase in complex with digoxin and a 
Mg2+ ion (PDB 4RET) (160). (B) The unsaturated lactone moiety of digoxin is buried in a 
hydrophobic cavity of the ATPase and interacts with a Mg2+ ion in the metal II site. The 
steroid core and the first digitoxose sugar of digoxin are bound in the hydrophobic and 
hydrophilic cavities, respectively, and the two terminal sugars extend into the extracellular 
matrix. 

 

 

While digoxin has historically been used in the treatment of cardiac conditions, drug-repurposing 

efforts have recently identified digoxin as an effective treatment for various cancers, HIV, and 

autoimmune diseases. For some of these indications, inhibition of Na+/K+ ATPases by digoxin activates 

multiple signaling cascades that impact disease symptoms or progression (161). As Na+/K+ ATPases are 

overexpressed in many cancers (162), cardiac glycosides have increasingly been assessed for their anti-

cancer activities, including in four clinical trials for non-small cell lung cancer, ErbB2 positive breast 

cancer, metastatic breast cancer, and prostate cancer (trial identifiers: NCT01162135, NCT01887288, 

NCT01763931, NCT02138292) (163, 164). In other cases, digoxin binds entirely new targets (165). 

Although the anti-cancer mechanism of digoxin has not been fully resolved, it has been shown to potently 
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inhibit DNA double strand break (DSB) repair in vitro, possibly through direct interaction with DSB 

proteins (162). Digoxin was also shown to inhibit synthesis of HIF-1! , a transcription factor that is 

implicated in many cancers (164). Finally, both digoxin and dihydrodigoxin were shown to specifically 

bind and inhibit ROR$t, a transcription factor involved in autoimmune disorders and inflammation, and 

digoxin treatment delayed the onset and reduced the severity of autoimmune disease symptoms in mice 

(165).  

Although digoxin is more selective for the !2"1 complex, substantial interactions with other 

Na+/K+ ATPase isoforms including !1"1 contribute to side effects and toxicity of the drug in certain 

contexts (155, 156). In patients with heart failure, expression of !1"1 and !3"1 complexes can be reduced 

as much as 30-40% while !2"1 is unaffected (166), which could mitigate some of toxicity for these 

patients. However, in emerging indications of digoxin, toxicity may be more or less significant depending 

on which ATPase isoforms (or other digoxin targets) are relevant in the diseased tissue. Additionally, it 

will be critical to determine how dihydrodigoxin interacts with these new diseases targets, as significant 

variability in the level of digoxin metabolism is observed clinically. 

 

1.4.3 Inactivation  of digoxin by the prominent gut bacterium Eggerthella lenta  

The first systematic studies of digoxin metabolism in humans were performed in the 1960s by 

Marcus and co-workers (167, 168). These initial efforts showed that upon IV administration of tritiated 

digoxin, the drug was predominantly excreted in the urine, whereas oral dosing of the drug led to 

substantial radioactivity (up to 30%) in the stool. Researchers further concluded that apart from minor 

loss of sugars, digoxin was largely unmodified in the body (167, 168). In the 1970s, gas chromatography-

mass spectrometry (GC-MS) analysis identified a new metabolite, dihydrodigoxin, that could not be 

distinguished from the parent compound with previously used techniques (e.g. radioactivity assays, 

colorimetric assays, thin layer chromatography) (142). Metabolites were extracted from the urine and 

plasma of larger cohorts, derivatized with heptafluorobutyrate, and analyzed by GC-MS to reveal that 

dihydrodigoxin constituted between 10-35% of the digoxin-derived compounds in tested patients (142, 
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169). Catalytic hydrogenation of digoxin yields a 3:1 ratio of the 20R: 20S stereoisomers of 

dihydrodigoxin, which can be distinguished from each other using diagnostic 1H NMR proton peaks of 

the saturated lactone at C21 and C22 (170). Only the 20R stereoisomer was identified in the urine of 

digoxin-metabolizing patients (170, 171). 

To determine the site of metabolism in the body, digoxin was administered to volunteers through 

IV, poorly absorbed tablet formulations, or direct injection into the small intestine (144, 172, 173). These 

studies found that highest levels of dihydrodigoxin were produced upon direct injection into the jejunum, 

followed by oral tablet, and IV. Furthermore, co-administration of digoxin with antibiotics led to 

depletion or elimination of dihydrodigoxin from the body, and raised serum levels of digoxin, suggesting 

that gut bacteria in the distal small intestine were responsible for digoxin reduction (144, 172, 173). To 

determine which bacteria could perform this transformation, Dobkin and co-workers isolated and 

screened over 400 anaerobic bacterial strains from the stool of human volunteers that excreted high levels 

of dihydrodigoxin. Only two isolates could metabolize digoxin (138), both of which were Eubacterium 

lentum (later renamed Eggerthella lenta), a Gram-positive anaerobic species of the Actinobacteria 

phylum. E. lenta is a common inhabitant  of the human gut that was isolated in 1938 from a rectal cancer 

biopsy (174). Closely related Eubacterium species did not metabolize digoxin, and only a subset (18/28) 

of E. lenta strains could reduce digoxin to 20R dihydrodigoxin. Digoxin metabolism was inhibited by 

addition of L-arginine, a substrate that is preferentially used by E. lenta to generate ATP (138, 171).  E. 

lenta strains were also present in the patients that did not excrete dihydrodigoxin, demonstrating that the 

presence of this bacterium was not sufficient for explaining or predicting metabolism in patients (138). 

Additionally, Mathan, Alam, and co-workers found significant variability in dihydrodigoxin production in 

patients living in rural (South India, Bangladesh) vs. urban (South India, Bangladesh, and New York 

City) communities, although digoxin-reducing bacteria were present at similar percentages of both groups 

(175, 176). These studies highlight that environmental factors including geography and diet can modulate 

digoxin-metabolism by E. lenta. 
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While the role of E. lenta in digoxin metabolism has been appreciated for decades, challenges in 

growing the organism and a lack of genetic tools hampered efforts to understand this transformation. 

Recently, Turnbaugh and co-workers performed RNA sequencing (RNA-Seq) on the digoxin-

metabolizing E. lenta DSM2243 strain that was grown in the presence or absence of digoxin and 

identified a digoxin-inducible gene cluster, which they called the cardiac glycoside reductase (cgr) operon 

(74).  Comparative genomics of the DSM2243 strain with non-metabolizers revealed that this gene cluster 

was only present in the digoxin-inactivating E. lenta isolate (74). The cgr operon from this organism 

encodes two proteins that resemble bacterial reductases involved in anaerobic respiration (Figure 18A). 

Bioinformatic analyses suggest that a membrane-associated cytochrome (Cgr1) transfers electrons 

through a series of hemes to a predicted flavin-dependent reductase (Cgr2) that converts digoxin to 

dihydrodigoxin (Figure 18B). The cgr genes correlated with digoxin reduction by E. lenta in culture, and 

could also be used as biomarkers to stratify human fecal samples into low- or high- digoxin metabolizing 

communities. Additionally, L-arginine, which is the preferred energy source for E. lenta was found to 

decrease cgr gene expression and digoxin metabolism in culture. This knowledge successfully informed 

the design of a high protein dietary intervention that reduced digoxin metabolism in GF mice that were 

mono-associated with cgr+ E. lenta (74).  

 Although substantial progress has been made in characterizing the gut bacteria, genes, and 

factors that correlate with or influence digoxin metabolism, several key questions remain, including: (1) 

How is digoxin metabolism distributed among E. lenta strains and the general human population? (2) Are 

the Cgr protein responsible for digoxin reduction, and what is their catalytic mechanism? (3) What are the 

evolutionary origins or physiological impacts of digoxin metabolism for gut bacteria?  In the following 

Chapters, I describe a variety of bioinformatic, (meta)genomic, microbiological, and biochemical 

investigations that we have employed to gain a mechanistic understanding of this clinically important gut 

microbial transformation.  
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Figure 18: Identification of the cardiac glycoside reductase (cgr) operon in a digoxin-
metabolizing strain of E. lenta.  
(A) RNA-seq revealed two genes that were upregulated in a digoxin-metabolizing strain of E. 
lenta grown in the presence of the drug. The cardiac glycoside reductase (cgr) genes were only 
present in the metabolizing strain. (B) Initial bioinformatic hypothesis for digoxin metabolism. 
Cgr1 is a predicted membrane-bound, cytochrome c enzyme. Cgr2 is a predicted flavin-
dependent fumarate reductase. Cgr1 may transfer electrons from an electron donor to the 
flavin of Cgr2 to ultimately reduce digoxin. See Section 3.7 for more details. 
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Chapter 2: Cgr2 is a unique enzyme encoded in the cgr operon that is responsible for digoxin 
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2.1 Bioinformatic  analyses and heterologous expression link the cgr operon to digoxin reduction 

Multiple lines of evidence suggested that the enzymes encoded by the cgr operon (Cgr1 and 

Cgr2) are responsible for digoxin reduction in E. lenta DSM2243 (1). We thus turned to heterologous 

expression, culturing, and bioinformatic analyses to definitively assess whether these proteins were 

involved in drug inactivation and to probe the mechanism of digoxin reduction. As only one sequenced 

cgr+ E. lenta strain was available prior to our work, we also sought to expand the collection of digoxin-

metabolizing bacteria. By performing coupled sequencing and culturing experiments, we aimed to 

understand the sequence conservation and distribution of cgr genes among bacterial isolates and validate 

their utility  as biomarkers for digoxin metabolism. Finally, we wanted to probe the distribution and 

prevalence of cgr+ E. lenta strains within the human population to understand the clinical implications 

and scope of digoxin metabolism.  

In the addition to the observations that the cgr genes are upregulated in the presence of digoxin 

and are found exclusively in a metabolizing strain of E. lenta, bioinformatic analyses further support the 

hypothesis that the Cgr proteins directly catalyze digoxin reduction. Cgr1 is a putative membrane-

anchored protein that is predicted to harbor at least three covalently bound heme groups using three 

CXXCH motifs and a less common CXXXCH motif (1x) (2) (Figure 19). Basic local alignment search 

tool (BLAST) analyses revealed that Cgr1 belongs to the cytochrom_c3_c2 superfamily (Pfam 14537), 

and shares up to 47% sequence identity to the NapC/NirT (NrfH) protein family. Members of this protein 

family transfer electrons from the quinone pool in the cell membrane to extracytoplasmic or periplasmic 

proteins to facilitate reduction of terminal electron acceptors such as nitrite and sulfite (3, 4). The 

similarity between Cgr1 and these proteins points to a putative role in electron transfer. We also identified 

a close homolog of Cgr1, Elen_2528, in E. lenta DSM2243 (92% amino acid identity; PSI-BLAST; e-

value <141) as well as in E. lenta 1_3_56FAA, a non-metabolizing strain of E. lenta (91% amino acid 

identity; PSI-BLAST; e-value <138). The presence of this highly similar protein in both metabolizing and 

non-metabolizing strains provides further support that Cgr1 is involved in a more general function 

(electron transfer) rather than directly mediating reduction of digoxin. 
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Figure 19: Annotation of Cgr1. 
(A) Cgr1 protein architecture with relevant motifs highlighted and corresponding amino acid 
numbering shown above. (B) Structure of cytochrome c highlighting covalent cysteine ligation 
sites. (C) Full amino acid sequence and annotation of Cgr1. 

 

On the other hand, Cgr2 is unique in E. lenta DSM2243; the closest homolog of Cgr2 in this 

strain (identified through PSI-BLAST) had <28% amino acid identity. Cgr2 harbors a conserved 

RRXFLK motif and a single pass transmembrane region, and is thus predicted to undergo secretion to the 

periplasm through the twin arginine translocation (Tat) pathway. This predicted localization suggests a 

capacity of Cgr2 to metabolize extracellular substrates. Additionally, Cgr2 is predicted to bind flavin 

adenine dinucleotide (FAD). Of four common FAD-binding folds, Cgr2 most closely resembles the 

glutathione reductase (GR) superfamily, which adopts a Rossmann fold topology ("1! 1" 2! 2" 3) (5). Cgr2 

contains all three required FAD binding motifs of this GR enzyme class, with some modifications. It 

contains two copies of the DX6GX2P motif, which makes polar contacts with the isoalloxazine ring of 

FAD. In addition, the Ôgreek keyÕ motif of Cgr2 (TX6YhGD) differs slightly from the canonical motif in 

GRs (T(S)X5F(Y)hhGD) (5) (Figure 20). 

Cgr2 is a member of FAD-dependent fumarate reductases (Pfam 00890; Interpro 

003953/027477), but lacks close homologs. The most similar characterized homologs of Cgr2 in the 

NCBI non-redundant database include flavocytochrome c fumarate reductases from Shewanella 
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frigidimarina and S. putrefaciens MR-1 (25-26% amino acid identity) as well as ketosteroid 

dehydrogenases from Rhodococcus jostii Rha1 and R. erythropolis (25% amino acid identity). Additional 

remote protein homologs of Cgr2 were identified through the HHPred prediction tool 

(https://toolkit.tuebingen.mpg.de/#/tools/hhpred) (6), including fumarate reductases from Shewanella 

species (PDB: 1D4D, 1Q08, 1Y0P), ketosteroid dehydrogenases from Rhodococcus species (PDB: 4C3X, 

4AT2), and L-aspartate oxidases (PDB: 1KNR, 2E5V). All of these enzymes share a similar mechanism 

involving hydride transfer to/from a flavin cofactor and a bound substrate, and enzyme-mediated proton 

transfer. While Cgr2 is likely to share this general mechanism, it is highly divergent and lacks most of the 

required catalytic residues of these enzymes (see Section 2.2). These results suggest that Cgr2 likely 

adopts a distinct fold or utilizes different catalytic residues to perform substrate reduction. 

 

 

Figure 20: Annotation of Cgr2. 
(A) Cgr2 protein architecture with relevant motifs highlighted, with amino acid numbering 
shown above. (B) Structure of flavin adenine dinucleotide (FAD). Highlighted regions 
correspond to interaction sites with residues in FAD-binding motifs. (C) Full amino acid 
sequence and annotation of Cgr2.  
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To definitively test if the Cgr proteins are sufficient for digoxin reduction, we transformed cgr1 

and cgr2 from E. lenta DSM2243 into the model Actinobacterium Rhodococcus erythropolis L88 (7-9), 

discussed in more detail in Section 3.1. After inducing protein expression (15 ¡C), cultures were 

incubated with digoxin for 2 days (28 ¡C), and dihydrodigoxin production was quantified by liquid 

chromatography tandem mass spectrometry (LC-MS/MS) (Figure 21A). All of the Cgr2 expressing 

strains showed a significant increase in dihydrodigoxin levels relative to empty vector controls. In 

contrast, no activity was observed for the strain expressing only Cgr1, and no overexpression of this 

protein could be detected in clarified lysates, cell pellets, or partially purified membrane fractions (Figure 

21B). These results show that Cgr2 is sufficient for digoxin reduction in R. erythropolis. Our general 

model is that Cgr1 and Cgr2, which resemble bacterial terminal electron reductases, likely form a 

complex that mediates electron transfer from membrane-associated electron donors to ultimately reduce 

the !," -unsaturated butyrolactone of digoxin (Figure 18B). Additionally, the ability of Cgr2 to produce 

dihydrodigoxin in R. erythropolis suggests that endogenous redox active proteins and/or metabolites in 

this heterologous host may fulfill the putative function of Cgr1 as an electron donor. 

 
 

 

Figure 21: Heterologous expression confirms that Cgr2 is sufficient for digoxin reduction. 
(A) Whole cell assays in R. erythropolis overexpressing Cgr proteins (15 ¡C, overnight) and 
incubated with digoxin for 2 days at 28 ¡C. All strains overexpressing Cgr2 displayed gain-of-
function digoxin reduction capacity. Data represents mean ± standard error of the mean (SEM) 
(n=3). Asterisks denote statistical significance by StudentÕs t test (** p <0.01, *** p <0.001).  
(B) Representative gel showing overexpression of soluble Cgr2. No Cgr1 overexpression was 
observed in lysates or in membrane fractions.  
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2.2 Cgr2 is a divergent flavin dependent reductase   

After confirming that Cgr2 is a digoxin reductase, we aimed to identify amino acid residues or 

sequence motifs that may be important for its activity or fold, and to more systematically assess its 

relationship to other reductases. We thus constructed a sequence similarity network (SSN) using the top 

5,000 most similar Cgr2 homologs from the UniProtKB protein database (http://efi.igb.illinois.edu/efi-

est/) (10). Within the network, there were seven enzymes that had been biochemically characterized 

(UniProtKB ID: Q07WU7, Q9Z4P0, 8CVD0, P71864), biochemically and structurally characterized 

(PDB ID: 1D4D, 1E39), or genetically characterized (Q7D5C1) (11-18). At all thresholds at which Cgr2 

remained connected to other protein sequences, there was no sub-clustering of any of the characterized 

enzymes within the SSN (Figure 22A). At alignment thresholds that separated characterized enzymes into 

putative isofunctional clusters (e value < 10-130), Cgr2 was always present as a ÔsingletonÕ with no links to 

other sequenced proteins (Figure 22B).  

We validated our SSN by aligning the sequences of characterized enzymes in the network with 

additional co-clustered sequences to assess conservation of essential active site residues. All of the 

characterized enzymes within the SSN share a similar catalytic mechanism, which involves hydride 

transfer to or from a flavin cofactor and substrate, and proton transfer through a network of conserved 

proton shuttling residues. Inspection of multiple sequence alignments revealed that Cgr2 contains 

mutations in the majority of essential catalytic residues found in the characterized enzymes (Figure 23). 

Cgr2 lacked 6/7 conserved active site residues required for fumarate reductase activity (11, 19). 

Additionally a second predicted fumarate reductase associated with the cgr gene cluster (Cac4) (see 

Section 2.3) lacked all active site residues required for this enzyme family, suggesting that both enzymes 

are misannotated as fumarate reductases (Figure 24).  
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Figure 22: Sequence similarity network (SSN) analysis reveals that Cgr2 is a highly distinct 
member of a large reductase family that is widespread in human associated microbes.   
SSNs were constructed using the top 5000 most similar proteins to Cgr2 from the UniprotKB 
database. (A) Nodes represent proteins with 100% sequence identity and edges connect nodes 
whose BLAST pairwise similarity score is less than 10-50. (B) SSN in which nodes represent 
proteins with 100% sequence identity and edges connect nodes whose BLAST pairwise 
similarity score is less than 10-130. Putatively isofunctional clusters are colored according to 
biochemical functions. Nodes that encode proteins from bacteria found in the (C) 
gastrointestinal tract, (D) oral cavity, and (E) skin are colored in red. 
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Cgr2 also contained mutations in 4/5 conserved active site residues found in urocanate reductases 

(Figure 25) (14). Finally, Cgr2 lacked 3/5 active site residues of ketosteroid dehydrogenases (Figure 26), 

although two active site amino acids involved in proton abstraction (Tyr) and substrate binding and 

activation (Gly backbone) were conserved (Y532, G536) (15, 20). In whole cell assays in R. erythropolis, 

the putative Cgr2 active site mutant Y532F retained activity, suggesting that Y532 does not serve the 

same essential role in Cgr2 as it does in ketosteroid dehydrogenases. Mutation of the second putative 

active site residue G536 led to a loss of activity (Figure 23E), although it is possible that this residue 

plays a structural rather than catalytic role in Cgr2. Taken together, these observations demonstrate that 

Cgr2 is distinct from characterized reductases and may adopt a different fold or utilize a distinct set of 

residues to catalyze the reduction of cardenolides.  

Our SSN also revealed that this class of reductase enzymes is often found in human-associated 

bacteria from diverse body sites (GI tract, oral cavity, skin) (Figure 22C-E). Reductases are particularly 

widespread in organisms from the GI tract, demonstrating the importance of this type of metabolism in 

anaerobic environments. Out of the 266 distinct clusters in the SSN (e value < 10-130), 4 clusters had been 

biochemically validated (2% of total network) and 113 clusters of unknown function (42% of total 

network) were present in at least one gut bacterial isolate (Figure 22C). These results further highlight the 

underappreciated chemical and functional diversity of this class of enzymes, especially in the context of 

the human gut microbiota. 
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Figure 23: Cgr2 is a distinct flavoprotein reductase.    
(A) General mechanism of catalysis by Cgr2 homologs. Cgr2 lacks most of the conserved 
active site residues found in the most similar related enzymes, including (B) 6/7 residues 
utilized by fumarate reductases, (C) 4/5 residues utilized by urocanate reductases, and (D) 3/5 
residues utilized by ketosteroid dehydrogenases. Active site residues are shown with 
numbering based on S. putrefaciens fumarate reductase, S. oneidensis MR-1 urocanate 
reductase, and R. erythropolis SQ1 ketosteroid dehydrogenase. Residues shown in red were 
conserved in Cgr2. (E) Two residues involved in substrate binding and activation in 
ketosteroid dehydrogenases are conserved in Cgr2 (Y532, G536). Whole cell assays in R. 
erythropolis overexpressing putative active site mutants in Cgr2 showed that Y532 was not 
essential for Cgr2 activity towards digoxin. Data represents mean ± SEM (n = 3). 
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Figure 24: Multipl e sequence alignments of fumarate reductases.  
UniProtKB ID numbers are shown in parentheses. Active site residues (marked with an 
asterisk) were conserved in characterized fumarate reductases and clustered proteins from the 
SSN, but not in Cgr2 and another predicted fumarate reductase (Cac4) associated with the cgr 
gene cluster. 
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Figure 25: Multiple sequence alignments of urocanate reductases.  
UniProtKB ID numbers are shown in parentheses. Active site residues were conserved in 
characterized urocanate reductases and clustered proteins from the SSN but not in Cgr2. 
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Figure 26: Multiple sequence alignments of ketosteroid dehydrogenases.   
UniProtKB ID numbers are shown in parentheses. Active site residues were conserved in 
characterized ketosteroid dehydrogenases and clustered proteins from the SSN. Two residues 
involved in substrate binding and activation were conserved in Cgr2 (Y532, G536). 
 

 

 

 

 
 
  



59 

2.3 An expanded cgr operon is present in digoxin metabolizing E. lenta isolates  

Despite the high incidence of dihydrodigoxin production observed clinically, only one digoxin-

reducing strain, E. lenta DSM2243, had been isolated and sequenced (21). While the cgr operon was 

predictive of digoxin metabolism in this isolate (1), it remained unclear whether digoxin metabolism was 

exclusively associated with the cgr operon in patients, or if other pathways existed. Moreover, the 

presence of additional cgr sequences could help identify important catalytic residues. We thus aimed to 

obtain and test a library of human-associated isolates to assess the broader relevance of digoxin 

metabolism in humans. Dr. Jordan Bisanz from the Turnbaugh laboratory at UCSF curated, isolated, and 

sequenced a collection of 25 E. lenta isolates and closely related Coriobacteriaceae species (Figure 27A) 

obtained from 22 individuals in six countries (France, USA, UK, Canada, Spain, China). These strains 

were isolated from stool, colonic biopsies, rectal tumors, and blood samples of both healthy subjects and 

patients. Whole genome sequencing revealed the presence of seven additional cgr+ strains within the 

collection. We grew each strain in the presence of digoxin and used LC-MS/MS to quantify the 

biotransformation to dihydrodigoxin. Indeed, all cgr+ strains reduced digoxin while cgrÐ strains did not, 

confirming that the cgr operon is predictive of digoxin metabolism (Figure 27B). Cgr presence and 

digoxin metabolism did not correlate with E. lenta phylogeny (Figure 27C).  

Unexpectedly, the cgr operon was part of an expanded 8-gene cluster that was highly conserved 

in all digoxin-metabolizing strains (>98% at amino acid level). The expanded operon included the cgr 

operon at the 5Õ terminus and 6 additional genes that formed a Òcgr associated gene clusterÓ (cac) at the 3Õ 

terminus. Reanalysis of RNA-seq data (1) revealed that within this expanded operon, only cgr1, cgr2, and 

the LuxR type transcriptional regulator cac3 were upregulated in E. lenta strains grown in the presence of 

digoxin (156x, 174x, 1.5x, respectively). The remaining cac genes were not significantly upregulated, 

implying that despite their co-occurrence with the cgr operon, these genes are not involved digoxin 

metabolism. Cac4, a second annotated flavin-dependent fumarate reductase within the expanded gene 

cluster lacks all known catalytic and binding residues for this enzyme class (Figure 28). Like Cgr2, Cac4 

has a predicted FAD-binding Rossmann fold and Tat secretion signal, but shares only 23% sequence 
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identity to Cgr2. Thus, it is likely to metabolize a different substrate than fumarate and digoxin. It is 

conceivable that Cac4 could also interact with Cgr1 to obtain the necessary reducing equivalents for a 

reductive transformation. The expanded operon also contains three hypothetical proteins, one of which 

(Cac6) is homologous to stomatin, prohibitin, flotillin, HflK/C (SPFH) proteins that are often associated 

with lipid rafts or functional microdomains in bacteria (23). These microdomains are comprised of 

different lipids or modified cholesterol and sterol compounds (23), and could perhaps interact with 

steroidal substrates or products of the cgr operon. However, additional work is required to understand the 

activities of these enzymes and whether they interact with the Cgr proteins. 

 

 

Figure 27: Comparative genomics expands the boundaries of the cgr operon 
 (A) Whole genome sequencing revealed an expanded, highly conserved 10.4 kb locus 
including the cgr operon and six additional genes in all digoxin-reducing strains of E. lenta. 
(B) Survey of digoxin reduction in 21 strains of E. lenta (El#), 2 strains of Gordonibacter spp. 
(Gs#), E. sinensis (Es1), and Paraeggerthella hongkongesis (Ph1) revealed 8 strains capable of 
reducing digoxin to dihydrodigoxin (* p < 0.05, ANOVA with DunnettÕs test vs. vehicle 
controls). For full strain names, refer to Table 2 in Section 2.6. (C) Digoxin reduction did not 
correlate with phylogeny in E. lenta species. Tree was constructed using 400 conserved genes 
(22). Bootstrap values are indicated at nodes.  

*Genomic sequencing and analysis performed by Dr. Jordan Bisanz. 
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The GC content of cgr1 and cgr2 is 64.2% and 63.9%, respectively, which is similar to the 

genomic average for E. lenta (64.2%) (21). On the other hand, the average GC content of the cac genes is 

54.9%. In addition to the presence of the short cac2 gene in all non-metabolizing strains, these 

observations could suggest that one or more horizontal gene transfer (HGT) events have taken place to 

insert (or remove) portions of the cgr or cac genes into this genomic locus. However, no apparent mobile 

genetic elements or flanking repeats could be found within the expanded cluster, and the cac1 and cac3-6 

genes are not found in any other sequenced organisms in the NCBI database. Therefore, we could not 

definitively conclude whether the cac genes were acquired through HGT in metabolizing strains, or 

whether non-metabolizing strains had lost the cgr and cac operons over time. 

 

 

Figure 28: An expanded operon is present in all digoxin-reducing E. lenta strains. 
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Similarly to the cac genes, the cgr operon was remarkably conserved, with >96% amino acid 

sequence identity for Cgr1 and >98% amino acid sequence identity for Cgr2 across strains. Only two 

coding mutations were found in Cgr2, including an infrequent M381/V381 dimorphism (M381 only 

present in DSM2243 strain) and a frequent Y333/N333 dimorphism (3 and 5 strains, respectively) (Figure 

29A). Within Cgr2 sequences that were reconstructed from human gut metagenomes (Section 2.4), only 

the Y333 and N333 variants were detected (9 and 5 sequences, respectively) (Figure 29B). E. lenta strains 

harboring the N333 variant generally displayed lower digoxin-reducing activity in culture than strains 

encoding a Y333 variant of Cgr2 (Figure 29C). Additionally, phylogenetic clustering of Cgr2 variants 

suggests that Y333 may have derived from N333 (Figure 27C). This data could imply that over time, 

Cgr2 evolved to have enhanced catalytic efficiency, or that the two variants may have different substrates. 

 

 

 

 

Figure 29: A common Y/N333 polymorphism in Cgr2 leads to altered digoxin metabolism. 
Prevalence of Cgr2 variants in (A) E. lenta genomes and (B) metagenomes. (C) Comparison 
of digoxin metabolism in culture by E. lenta cgr2Ð (n = 13 strains), E. lenta Cgr2 Y333 (n = 3 
strains), E. lenta Cgr2 N333 (n = 5 strains), or digoxin in BHI media (control). Each point 
represents the mean percent conversion to dihydrodigoxin of each individual strain cultured in 
triplicate. Bars represent the mean ± SEM percent conversion per group. Statistical 
significance between Y333 and N333 groups was calculated using two-tailed WelchÕs t test (p 
= 0.052).     *Sequencing and metagenomic analyses performed by Dr. Jordan Bisanz. 
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2.4 E. lenta and cgr2 are prevalent in human gut microbiomes  

Eggerthella is a non-motile, anaerobic, Gram-positive bacterial genus that commonly colonizes the 

human gut and is one of the five most abundant genera within the Actinobacteria phylum (24). 

Eggerthella species are also highly associated with host health, particularly through the metabolism of 

bioactive host-derived and xenobiotic compounds (24). E. lenta strains can reductively metabolize a 

broad range of bioactive substrates including host bile acids (25) and many plant-derived compounds such 

as catechins (26), demethylated dietary lignans (27), isoflavones (28), and digoxin. More recently, E. 

lenta has been increasingly implicated as an opportunistic pathogen, especially in polymicrobial GI 

infections and in bacteremia (29). Despite their importance in both healthy and diseased states, E. lenta 

strains have been poorly characterized because they are slow-growing and challenging to detect in 

complex mixtures due to their recalcitrant cell walls and high GC content (29). Recently, using E. lenta 

specific qPCR probes, researchers detected 7x105 CFU/g feces on average (19 individuals), although high 

variability was observed (1x103 - 1x106) (24). To more comprehensively understand the distribution of 

this important xenobiotic-modifying bacterium in humans, we extended these analyses to a larger 

population. As E. lenta abundance alone is a poor predictor of digoxin metabolism in the clinic (30), we 

additionally quantified the digoxin-metabolizing gene cgr2. 

Dr. Jordan Bisanz analyzed the prevalence and abundance of cgr2 and E. lenta in 1872 human gut 

metagenomes using Metaquery (31) and in 228 human fecal samples (from 158 individuals) using 

quantitative PCR (qPCR). In order to correlate E. lenta abundance to cgr2 abundance, a single copy 

marker gene Òelnmrk1Ó that was present in all sequenced E. lenta strains was used as a proxy for this 

species (32). E. lenta and cgr2 were detected in 42% and 28% of individual metagenomes, respectively 

(31). Cgr1 and the other cac genes were detected at similar levels to cgr2, suggesting that these genes co-

occur in E. lenta strains within the broader population (Figure 30A). In some metagenomes, elnmrk1 was 

detected in the absence of cgr2, indicating the presence of non-metabolizing strains. Cgr2 was highly 

correlated with elnmrk1, which suggests that this gene is restricted to E. lenta (Figure 30B). Although 
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some cgr2+ elnmrk1Ð samples were detected at lower abundances of cgr2, this may represent a 

subpopulation of E. lenta strains that lacks the elnmrk1 gene.  

These results were recapitulated in fecal samples. However, as qPCR analysis is more sensitive 

and can detect lower abundance species, elmrk1 and cgr2 were detected in 82% and 75% of samples, 

respectively (Figure 30C). The majority of human gut metagenomes and fecal samples had cgr ratios 

(cgr: elnmrk1) < 1, which suggests that many individuals likely harbor a mixed community of cgr+ and 

cgrÐ strains of E. lenta in their GI tract (Figure 30B, Figure 30D; insets). Overall, both the qPCR- and 

metagenomic sequencing-based analyses show that E. lenta and cgr2 are widely distributed, but low in 

abundance in the human microbiota. 
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Figure 30: E. lenta and cgr2 are prevalent in the human gut microbiota.  
(A) Abundance of cgr, cac, and elnmrk1 genes in 1872 human metagenomes. Cgr2 and E. 
lenta were found in 28% and 42% of individuals, respectively, although often at low 
abundance. (B) E. lenta and cgr2 abundances in gut metagenomes were tightly correlated 
suggesting that cgr2 is only found in E. lenta strains. Expected linear relationship shown in red 
+/- half log deviation in dashed lines. (Inset) Histogram of cgr/elnmrk1 ratio (cgr-ratio) of 
human metagenomes. (C) Detection of cgr2 and elnmrk1 genes in fecal samples of 158 
individuals (228 samples) by qPCR. Cgr2 and E. lenta were found in 75% and 82% of 
individuals, respectively near the detection limit (1E3 copies/g feces). (D) E. lenta and cgr2 
abundances in human fecal samples were correlated, as in metagenomic analyses. Expected 
linear relationship shown in red +/- half log deviation in dashed lines. (Inset) Histogram of 
cgr-ratio in human fecal samples.                 

*Analyses performed by Dr. Jordan Bisanz. 
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2.5 Discussion 

In many cases, variability in patient response to drugs cannot be explained by host genetics alone 

(33), highlighting the need to characterize the highly disparate and variable metabolic activities of the 

human microbiota. For over three decades, the human gut bacterium E. lenta has been linked to cardiac 

drug inactivation (30), although the identity, specificity, and distribution of the responsible enzymes were 

unknown. Our studies unambiguously demonstrate that the highly unique E. lenta enzyme Cgr2 is 

responsible for inactivating digoxin, a pharmaceutical agent that has been used for over two centuries for 

cardiac treatment. We have demonstrated that the cgr genes are highly conserved, are restricted to E. 

lenta strains, and are widespread in the human gut microbiota.  

However, the prevalence of cgr2+ E. lenta strains (~75% at lower abundances) is substantially 

higher than the incidence of dihydrodigoxin production observed clinically (10-35%) (34, 35). Although 

the presence of cgr2 predicts whether E. lenta strains produce dihydrodigoxin in culture, additional 

factors likely dictate the extent of digoxin metabolism in humans. Further animal and human studies will 

thus be crucial to understand the minimum colonization levels required to alter digoxin concentrations 

and efficacy within the body and the impacts of different diets on this metabolism. The studies are 

especially important in light of the observations that dietary protein and L-arginine in particular have been 

shown to affect cgr operon expression and activity (1, 36). In addition, bacterial genetic diversity may 

play a role, although our findings suggest that cgr2 and its associated genes are highly conserved, with 

only one common variant of Cgr2 (Y333/N333) that results in differential metabolism of digoxin in 

culture. This high sequence conservation is surprising as digoxin is rarely encountered outside of cardiac 

therapy, and ingested drug concentrations are very low to minimize toxicity (37, 38). It is possible that the 

cgr operon originated in bacteria found in environments where cardenolides are abundant (e.g. GI tracts 

of animals that ingest cardenolide-producing plants, plant associated bacteria), and where the selective 

pressure may be more significant (39). However, these genes have yet to discovered outside of the human 

gut microbiota. While we do not yet understand the factors that maintain the conservation of cgr2 and its 
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associated genes within E. lenta strains, our studies suggest that the metabolic pathways of even low 

abundance human gut bacteria can significantly contribute to patient health and disease outcomes. 

As we move towards an era of personalized medicine, it will be crucial to consider both host 

genetics as well as gut microbial genetics at the strain level. In an idealized scenario, microbial drug-

metabolizing genes can serve as clinical biomarkers to predict metabolite levels and patient responses, or 

to stratify patients into treatment groups based on their susceptibility to drug metabolism. However, our 

results demonstrate that other factors may need to be considered. In the case of digoxin, not only do E. 

lenta strains vary in the presence or absence of cgr2, but a single, naturally occurring amino acid 

substitutions leads to decreased metabolism. Thus, highly accurate and sensitive methods will be required 

that can detect individual nucleotide variation of genes within complex microbiome samples.   

Apart from shedding light on a clinically important transformation, our study of Cgr2 has also 

provided valuable insight into additional chemistry made possible by host-associated microbial 

communities. The gut microbiome encodes over 3 million genes (40), over half of which have unknown 

functions (41), but which may play a role in xenobiotic metabolism. Flavin-dependent reductases appear 

to be particularly widespread in human-associated microbes, with over 100 uncharacterized, divergent 

homologs of Cgr2 alone (Figure 22). More broadly, reductive transformations are abundant in anaerobic 

gut microbes, and many unsaturated FDA-approved drugs and dietary compounds are potential substrates 

for the gut microbiota. Studying these unique, putative reductase enzymes thus provides an opportunity to 

uncover exciting new biochemistry of this highly diverse microbial community. Coupled with studies that 

assess the prevalence and distribution of these metabolic pathways among members of the human 

microbiota, this information will clarify the emerging roles that gut microbes play in human health and 

disease. 
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2.6 Experimental 

Bioinformatics 

The full length Cgr1 and Cgr2 protein sequences from E. lenta DSM2243 were used as a query 

for BLASTP (42) using the NCBI non-redundant protein sequence database (searches performed 

9/26/17). These sequences were also used as queries for PSI-BLAST (42) to search the E. lenta 

DSM2243 genome (taxid: 479437; searches performed 11/21/17) and all sequenced Eggerthella genomes 

(taxid:1643822; search performed 01/09/18). Cgr2 was used to query the HHPred prediction tool 

https://toolkit.tuebingen.mpg.de/#/tools/hhpred) to identify additional remote protein homologs using 

hidden Markov models (6). The search was performed on 9/26/17 using the PDB_mmCIF70_27_Aug 

database. Signal sequences and transmembrane regions were predicted using Phobius 

(http://phobius.sbc.su.se/), PRED-TAT (http://www.compgen.org/tools/PRED-TAT/), and SignalP 4.1 

(http://www.cbs.dtu.dk/services/SignalP/).  

 

Construction of cgr1 and cgr2 vectors in E. coli  

E. lenta DSM2243 was grown in 5mL of BBL Brain Heart Infusion (BHI) media (BD) + 1% 

arginine at 37 ¡C. After 2 days, the culture was pelleted and genomic DNA (gDNA) was purified with the 

UltraClean¨ Microbial DNA Isolation Kit (MoBio) according to protocol. The cgr operon was amplified 

from 50 ng of gDNA in a 50 %L reaction volume with 0.5 %M of each primer (Table 1) and Phusion 

High-Fidelity PCR master mix with HF buffer (New England Biolabs). The following thermocycling 

parameters were used: denaturation at 98 ¡C for 3 minutes; 35 cycles of 98 ¡C for 15 seconds, 71 ¡C for 

20 seconds, and 72 ¡C for 75 seconds; and a final extension at 72 ¡C for 5 minutes. The PCR reaction was 

analyzed by agarose gel electrophoresis (1% agarose gel), and the cgr amplicon was excised and purified 

with the Illustra GFX PCR DNA and Gel Band Purification kit (GE Healthcare). Cgr1 and cgr2 variants 

were amplified in 20 %L PCR reactions using 1 ng of purified cgr operon as template, 0.5 %M primer 

pairs and Phusion High-Fidelity PCR master mix with HF buffer (New England Biolabs) (Table 1). PCR 

conditions were as follows: denaturation at 98 ¡C for 2 minutes; 35 cycles of 10 seconds at 98¡C, 10 
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seconds at specified annealing temperature, and 72 ¡C for the specified extension time; and a final 

extension at 72 ¡C for 5 minutes. Cgr amplicons were digested in a 30 %L reaction with 1.5 %L of each 

restriction enzyme (New England Biolabs) for 2.5 hours at 37 ¡C. pTip vectors were similarly digested 

and the linearized vector was excised from a 1% agarose gel and purified. Insert and vector pairs were 

ligated at a 1:3 ratio at room temperature for 2 hours with T4 DNA ligase (New England Biolabs). 2.5 %L 

of the ligation reaction was transformed into chemically competent One Shot Top10 E. coli cells (Thermo 

Fisher Scientific) and plated on LB agar with ampicillin. Plasmid inserts were sequenced using the 

primers listed in Table 1. 

 

Table 1: Primers and constructs for heterologous expression of Cgr1 and Cgr2 in 
Rhodococcus erythropolis. 

Restriction sites are bolded. For= forward primer, Rev= reverse primer. 
 

Construct 
For/ 
Rev Sequence 

Restriction 
sites 

Vector 
Anneal 
 temp 
(¡C) 

Extend  
time 
(sec) 

cgr operon  
For 

ACTGACCCATGGATGGAATA
CGGAAAGTGCC 

n/a n/a 71 75 
Rev 

GTTTTACTGCAGTTACGCCG
CCGTCGAA 

Cgr1 + Cgr2 
For 

TGACGAATTC TAATGGAATA
CGGAAAGTGCCG EcoRI,  

BglII  pTipQT2 70 90 
Rev TTATAAGATCT CGCCGCCGT

CGAAAG 

Cgr1  
For TCGAACATATG ATGGCTGAG

GAACCTGTGG NdeI,  
XhoI pTipQT1 65 60 

Rev ATAA CTCGAGTCACGCCGCC
GTCGAAA 

Cgr2 
For ACTGACCCATGGGCATGGA

ATACGGAAAGTGCC NcoI,  
HindIII  

pTipQC2 65 60 
Rev ATTAGAAGCTT TCACTCCCA

CGGCTCGAG 

Sequencing 
primers 

For CGTGGCACGCGGAAC 
n/a 

All pTip 
vectors 

n/a n/a 
Rev GTGCAGGTTTCGCGTG 

 

 

Heterologous expression of Cgr proteins in R. erythropolis L-88 

  All Rhodococcus strains and expression vectors were obtained from the National Institute of 

Advanced Industrial Science and Technology (Tokyo, Japan). 40 ng of DNA were added to 400 %L of R. 
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erythropolis L-88 electrocompetent cells in 30% PEG 1000 (Sigma-Aldrich) in a 2 mm gap 

electroporation cuvette (VWR). Cells were transformed in a MicroPulser electroporator (Bio-Rad) with a 

2.5 kV pulse (time constant ~4.8 - 5.2), rescued with 0.6 mL of LB (Lennox) broth (Alfa Aesar), and 

incubated for 4 hours at 28 ¡C, 175 rpm. Cells were plated onto LB agar plates + antibiotic (17 %g/mL 

chloramphenicol for pTipQC plasmids; 8 %g/mL tetracycline for pTipQT plasmids) and incubated at 28 

¡C for 5-7 days. Single colonies were inoculated into 50-75 mL of LB + antibiotic (34 %g/mL 

chloramphenicol or 8 %g/mL tetracycline) and grown for 3-5 days at 28 ¡C, 175 rpm until reaching 

saturation. For gain of function studies, 50 mL of LB and antibiotic were inoculated to a starting OD600 of 

0.2 and grown at 28 ¡C, 175 rpm. When cultures reached an OD600 of 0.6 (~6-8 hours), protein expression 

was induced with thiostrepton (Sigma-Aldrich) at a final concentration of 0.01 %g/mL, and cultures were 

incubated at 15¡C, 175 rpm.  In cultures where Cgr1 was overexpressed, media was supplemented with 

the heme precursor #-amino levulinic acid hydrochloride (50 %g/mL final) (Frontier Scientific). After 16-

20 hours, digoxin (as a solution in DMF) was added to cultures at a final concentration of 10 %M and 

incubated for either 7 days at 15 ¡C, or 2 days at 28 ¡C, 175 rpm. Culture supernatants were extracted and 

analyzed as described below. For large-scale purifications, 2 L of LB-chloramphenicol in a 4 L baffled 

flask were inoculated to a starting OD600 of 0.02 and grown to an OD600 of 0.6 (~18-25 hours). Protein 

expression was induced with 0.01 %g/mL thiostrepton, and cultures were incubated at 15 ¡C, 175 rpm for 

approximately 21 hours before harvesting cells by centrifugation (10,800 rpm x 20 min). Cell pellets were 

frozen and stored at Ð80 ¡C. 

 

Cell lysis and partial membrane purification  

All lysis and purification steps were carried out at 4 ¡C. Harvested cells were resuspended in 5 

mL/g of cell pellet in lysis buffer (50 mM Tris, pH 8, 1 mM MgCl2, 25 mM imidazole) containing Pierce 

EDTA-free protease inhibitor cocktail (Thermo Fisher Scientific). Cells were passaged through a cell 

disruptor (Avestin EmulsiFlex-C3) five times at 15,000-25,000 psi and centrifuged for 10 minutes at 

2,000 g to remove unbroken cells. The supernatant was ultracentrifuged for 45 minutes at 90,000 g. 
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Pellets containing membrane and cell wall components were resuspended in wash buffer (50 mM Tris, 

500 mM NaCl, pH 8) using a Turrax homogenizer, and centrifuged for an additional 45 minutes at 90,000 

g. Washed pellets were solubilized in wash buffer supplemented with 1% n-dodecyl "-D-maltoside 

detergent (Sigma-Aldrich) with a Turrax homogenizer. Solution was nutated for 4 hours and centrifuged 

for 45 minutes at 37,000 g; supernatant contained solubilized membrane proteins. Samples were analyzed 

by SDS-PAGE analysis using a 4Ð15% Mini-PROTEAN¨ TGXª Precast Gel (Bio-Rad) and Precision 

Plus Proteinª All Blue protein standards (Bio-Rad). 

 

Extraction and LC-MS/MS detection of digoxin and dihydrodigoxin 

Bacterial cultures were centrifuged (10 min x 4000 rpm) and 1 mL of supernatant was extracted 

three times with 1 mL of dichloromethane. Pooled organic fractions were concentrated using a rotary 

evaporator. Samples were resuspended in 1 mL of 50% methanol in water and diluted 10x prior to LC-

MS/MS analysis. Metabolites were detected on an Agilent 6410 Triple Quad LC/MS using electrospray 

ionization in negative ion mode. The mass spectrometer settings were as follows: gas temperature 

(300¡C), gas flow (10 L/min), nebulizer pressure (25 psi), capillary voltage (4000 V), and chamber 

current (0.1 %A). Digoxin was monitored using a 779.4 !  649.3 m/z transition with a fragmentor voltage 

of 250V and collision energy of 52, and dihydrodigoxin was monitored using a 781.4 ! 521.3 m/z 

transition with a fragmentor voltage of 200V and collision energy of 20. Standard curves were prepared 

using 0.01-1 %M samples of each compound. Digoxin was purchased from Sigma-Aldrich, and 

dihydrodigoxin standard was obtained through hydrogenation of digoxin as previously described (1). 

Liquid chromatography was performed on an Acclaim Polar Advantage II column with a flow rate of 

0.125 mL/min, 5 %L sample injection, solvent A (10% methanol + 1 mM ammonium hydroxide) and 

solvent B (100% methanol + 1 mM ammonium hydroxide), and a gradient: 70-100% B over 10 minutes, 

100% B for 1.5 min, 100-70% B over 3.5 min, and 70% B for 7 min.  
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Construction of sequence similarity network (SSN) 

A SSN was generated using the EFI-EST tool (http://efi.igb.illinois.edu/efi-est/) (10). The full 

length (native) Cgr2 protein sequence was used as an input to generate a network with 5000 of the closest 

homologs from the UniProtKB protein database. An initial alignment score cutoff of e-value < 10-66 was 

used to generate a SSN with 2018 nodes (with 100% identity) and 317,130 edges. The SSN was imported 

into Cytoscope v 3.2.1 (43) and visualized with the ÔOrganic layoutÕ setting. Seven characterized enzymes 

were present within the network (UniProtKB IDs: fumarate reductases: P83223, P0C278, Q07WU7, 

Q9Z4P0; urocanate reductase: Q8CVD0; 3-oxosteroid-1-dehydrogenases: P71864, Q7D5C1). The 

alignment score cutoff was increased to e-value < 10-130, until enzymes with known functions were 

separated from each other into putatively isofunctional clusters; at this threshold, Cgr2 appears as a 

singleton. The network shown in Figure 22A was generated with a cutoff of e-value < 10-50, at which 

nearly all protein sequences form one cluster. Multiple sequence alignments were generated in Geneious 

and visualized in Jalview (clustalx coloring). Cgr2 was aligned with characterized enzymes and additional 

selected genes within the corresponding clusters of the SSN to validate that the clusters contained 

putatively isofunctional proteins as determined by conservation of active site residues involved in 

substrate binding, activation and proton transfer (11, 14, 15, 19, 20). 

 

Bacterial culturing 

Eggerthella lenta and related strains were curated, isolated, and sequenced by the Turnbaugh lab 

(32). Strains were grown in BBL BHI media (BD) under an atmosphere of 2-5% H2, 2-5% CO2, and 

balance N2. Strains were streaked onto BHI agar plates supplemented with 1% arginine (w/v) in an 

anaerobic chamber (COY Laboratory Products). Individual colonies were inoculated into 16 x 125 mm 

Hungate tubes (Chemglass Life Sciences) containing 5-10 mL of BHI supplemented with 1% arginine 

and grown at 37¡C for 2-3 days. Cardiac glycoside substrates were dissolved at a concentration of 10 mM 

in dimethylformamide (DMF) and added to a final concentration of 10 %M. Starter cultures were diluted 

into 10 mL of BHI + substrate to a starting of OD600 of 0.05 and grown anaerobically at 37¡C (in 
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triplicate) for 2 days. Culture supernatants were extracted and analyzed by LC-MS/MS as previously 

described. 

 

 

Table 2: Eggerthella lenta and Coriobacteriaceae strains analyzed. 
 

ID  Bacterial species Strain ID  

El1 Eggerthella lenta DSM2243 

El2 Eggerthella lenta 11c 

El3 Eggerthella lenta DSM11767 

El4 Eggerthella lenta CC8/6 D5 4  

El5 Eggerthella lenta AB12 #2 

El6 Eggerthella lenta AB8 #2 

El7 Eggerthella lenta 32-6-I NA 

El8 Eggerthella lenta DSM11863 

El9 Eggerthella lenta FAA1-3-56 

El10 Eggerthella lenta 14A 

El11 Eggerthella lenta 22C 

El12 Eggerthella lenta 28B 

El13 Eggerthella lenta DSM15644 

El14 Eggerthella lenta Valencia 

El15 Eggerthella lenta AN51LG 

El16 Eggerthella lenta MR1 #12 

El17 Eggerthella lenta FAA1-1-60A 

El18 Eggerthella lenta CC8/2 BHI2 

El19 Eggerthella lenta RC4/6F 

El20 Eggerthella lenta CC7/5 D5 2 

El21 Eggerthella lenta W1 BHI 6 

Es1 Eggerthella sinensis DSM16107 

Gs1 Gordonibacter sp. 28C 

Gs2 Gordonibacter pamelaeae 3C 

Ph1 
Paraeggerthella 

hongkongesis RC2/2 A 
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E. lenta and cgr2 prevalence analyses 

The prevalence (gene copies/cell) of E. lenta (elenmrk1) and cgr2 was determined in 1872 human 

gut metagenomes using Metaquery2 (31, 32). Metagenome hits were required to have at least 90% 

coverage and 90% nucleotide identity to cgr2 and elnmrk1 queries. For qPCR analyses, DNA was 

extracted from 228 human fecal samples (158 individuals) and analyzed by using the BioRad Universal 

Probes Supermix, 200 nM primers (Table 3) and a 60 ¡C annealing temperature (10 %L reactions, 

triplicate).  

 

Table 3: qPCR primers and probes. 
 
Gene Forward primer  Reverse primer  Double-dye probes 

Elnmrk1 
GTACAACATGCTCCT

TGCGG 
CGAACAGAGGATCGGGA

TGG 
[6FAM]TTCTGGCTGCACCGTTC

GCGGTCCA[BHQ1] 

Cgr2  
GAGGCCGTCGATTGG

ATGAT 
ACCGTAGGCATTGTGGTT

GT 
[HEX]CGACACGGAGGCCGATG

TCG[BHQ1] 
D  
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Chapter 3: Biochemical characterization of Cgr2, a [4Fe-4S] and FAD-dependent cardiac glycoside 

reductase. 
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3.1. Heterologous expression and activity of Cgr1 and Cgr2 towards digoxin  

Using culturing, genomic, and bioinformatic analyses, we previously found that the cgr operon is 

highly associated with digoxin reduction by E. lenta and that heterologously expressed Cgr2 is sufficient 

for this metabolism in cells (Chapter 2). However, the role of Cgr1 and the mechanistic details of this 

transformation remained unknown. We thus aimed to biochemically characterize these proteins and their 

role in digoxin metabolism, understand the optimal conditions and potential cofactor(s) required for 

activity, and glean mechanistic insights into this metabolic reaction. By confirming the role of these 

enzymes in digoxin metabolism, we would validate the use of cgr genes as candidate biomarkers for 

assessing the distribution and clinical potential for drug metabolism, as well as shed light on highly 

unique gut microbial proteins. 

In order to determine the activity of the Cgr enzymes, we sought to reconstitute their activity in 

vitro. A range of expression conditions and protein constructs were tested, taking into account the 

predicted cofactor requirements and cellular localization of these enzymes: Cgr1 is annotated as a 

membrane anchored cytochrome c while Cgr2 is a predicted flavoprotein that is predicted to undergo 

secretion to the periplasm via that Tat pathway (Section 2.1).  Heterologous expression of Cgr1 and Cgr2 

was first attempted in E. coli. Various constructs were prepared for each enzyme, including full-length 

proteins and truncations, in which membrane anchors or secretion sequences were excised. Cgr1 

constructs were co-transformed with pEC86, a plasmid encoding cytochrome maturation factors that can 

increase protein yield and allow for aerobic expression of heterologous cytochromes (1). Hexahistidine 

(His6x) affinity tags were used on either the N- or C- termini. However, as the His6x motif can sequester 

heme groups and potentially impede formation of the Cgr1 holoprotein, N-terminal Maltose-Binding 

Protein (MBP) fusion constructs were also prepared. Finally, PelB, an E. coli-recognized signal sequence 

that promotes secretion to the periplasm was inserted at the N-termini of the coding sequences of Cgr1 

and Cgr2. In addition to the full -length Cgr2 construct, a cytoplasmic Cgr2 construct was prepared in 

which the first 48 amino acids (corresponding to the Tat secretion signal) were removed. Finally, various 

constructs of Cgr1 and Cgr2 were co-expressed.  
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Expression was attempted for all constructs at various temperatures (15-37 ¡C), isopropyl "-D-1-

thiogalactopyranoside (IPTG) induction concentrations, and expression times, as well as in multiple E. 

coli strains (BL21(DE3), Rosetta, and Tuner cells). Media was supplemented with hemin, or with the 

heme precursor #-amino levulinic acid (#ÐALA), as production of this metabolite is the rate-limiting step 

in heme biosynthesis. In all of these constructs and conditions, Cgr1 and Cgr2 protein overexpression (as 

assessed by SDS-PAGE analysis) was only observed for MBP-fusions. However, a stable MBP truncation 

was generated in vivo (37 kDa), and cleavage of the MBP fusion with Factor Xa protease led to rapid and 

complete degradation of the target proteins (Figure 31). These results suggested that Cgr1 and Cgr2 were 

either unfolded or unstable in the absence of the MBP tag, and were likely expressed only because of the 

robust stability and ease of expression of MBP (2). In addition, flavin and heme cofactors could not be 

detected by LC-MS in either Cgr2-MBP or Cgr1-MBP protein preps, respectively, suggesting that these 

fusion proteins were unlikely to be functional.  

 

 

 

Figure 31: Heterologous expression of Cgr-MBP fusion proteins in E. coli.  
Purification of N-terminal (A) Cgr1-MBP and (B) Cgr2-MBP fusion proteins. Cleavage with 
Factor Xa protease at 4 ¡C led to complete degradation of target proteins, while MBP (43 kDa) 
was recovered. The band at 37 kDa represents a stable MBP truncation generated in vivo. Red 
arrows points to Cgr-MBP fusion protein prior to cleavage.  

 

 



81 

We reasoned that Cgr1 and Cgr2 co-expression may be required for protein stability and activity, 

and postulated that a failure to heterologously express cytochromes c of Gram-positive origin (Cgr1) in 

the Gram-negative host E. coli could be due to an incompatibility of cytochrome c maturation factors (3). 

We thus moved to the Gram-positive expression host Rhodococcus erythropolis L88 (4). This host has 

similar GC content to E. lenta (67% and 64%, respectively), can grow and express proteins at a wide 

temperature range (4-35 ¡C), and contains homologs of the cytochrome maturation enzymes necessary for 

Cgr1 holo-protein formation (1). Using the inducible pTip expression system (5, 6), we heterologously 

expressed various Cgr1 and Cgr2 constructs in R. erythropolis, either individually or in combination. 

After inducing protein expression, cultures were incubated with digoxin, and supernatants were extracted 

with DCM and analyzed by LC-MS/MS (Figure 32A). We detected dihydrodigoxin only in strains 

expressing Cgr2 (14-69% conversion), whereas Cgr1 expression did not result in digoxin reduction. SDS-

PAGE analysis of these strains revealed Cgr2 in the soluble fraction, regardless of construct (Figure 32B), 

whereas Cgr1 could not be detected in lysates or in membrane fractions by Coomassie staining (Figure 

32C), or by a more sensitive heme-peroxidase gel stain assay (Figure 32D) (1). These results again 

showed that Cgr2 is necessary and sufficient for reducing digoxin in vivo (see Section 2.1). 
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Figure 32: Heterologous expression of Cgr proteins in R. erythropolis.  
(A) Whole cell assays in R. erythropolis expressing various Cgr constructs demonstrated that 
Cgr2 is sufficient for reducing digoxin. Data represents the mean ± SEM (n = 3). Peri = 
periplasmic, Cyt = cytoplasmic expression. (B) SDS-PAGE analysis showed overexpression 
of soluble Cgr2 constructs, whereas (C) no overexpression was observed for Cgr1 constructs. 
(D) No distinct cytochrome c containing bands were observed in Cgr1-expressing strains 
(relative to empty vector controls) using a heme-peroxidase gel stain assay (1). A 13 kDa 
cytochrome c from bovine heart (CytC) was used as a positive control.  
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3.2.  Cgr2 requires [Fe-S] cluster reconstitution and FAD for  in vitro stability and activity  

After establishing a direct biochemical link between Cgr2 and digoxin metabolism in culture, we 

next aimed to reconstitute its activity in vitro. We attempted to purify multiple tagged versions of Cgr2, 

including His6x tagged and untagged full-length (predicted periplasmic localization) and cytoplasmic 

constructs in which the Tat secretion signal was removed (Ð48aa). Although we observed robust 

overexpression of Cgr2 in cells, subsequent lysis and purification led to substantial protein degradation. 

For example, lysis by sonication led to near complete proteolysis of Cgr2 (Figure 33A), possibly as a 

result of heating the sample. Cell disruption methods were thus used to recover intact protein (Figure 

33B). Of all tested constructs, cytoplasmically expressed Cgr2(Ð48aa)-NHis6x construct lacking the Tat 

secretion signal gave the highest yield (Figure 33B-D) and activity in cells (Figure 32A), and was used for 

further characterization studies. 

 

 

Figure 33: Purification of Cgr 2 constructs from R. erythropolis.  
(A) SDS-PAGE analysis of heterologously expressed Cgr2(Ð48aa)-NHis6x (expected mass = 
55 kDa) purified on HisPur Ni-NTA resin. Certain lysis methods (e.g. sonication) led to 
substantial protein degradation as compared to (B) mechanical cell disruption. SDS-PAGE 
analysis of (C) Cgr2-CHis6x and (D) Cgr2(Ð48aa)-Chis6x that were purified on HisPur Ni-
NTA resin. L = lysate, S = supernatant, P = pellet, FT = flow through, W = wash, W25 = wash 
with 25 mM imidazole, E = elution with 200 mM imidazole. 
 

 

In addition to its propensity for proteolytic degradation, purified Cgr2 was thermally unstable 

(Figure 35A), displayed low and variable activity in vitro (Figure 34C), and did not co-purify with flavin 

as anticipated based on its annotation as a flavin-dependent reductase (Section 3.5). Furthermore, protein 
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preparations were light brown in color and ultraviolet-visible (UV-vis) spectroscopy revealed a modest 

absorbance peak around 420 nm (Figure 36B). Together, these results suggested that essential metal or 

organic cofactors were likely missing from or present in low abundance in purified Cgr2. Reductase 

systems resembling Cgr2 often contain metallocofactors that deliver reducing equivalents to the active 

site flavin cofactor, including cytochromes c in soluble enzymes and oxygen-sensitive iron-sulfur ([FeÐ

S]) clusters in membrane-bound enzymes (7-9). Additionally, [Fe-S] clusters are typically coordinated by 

cysteine residues, and the mature Cgr2 protein contains 16 cysteines. The cysteine content of the mature 

Cgr2 (3.1%) was substantially higher than the average for bacterial (1%) and human (~2.3%) proteins, 

suggesting that these residues may serve an important role in Cgr2 (10). Therefore we reasoned that Cgr2 

might contain one or more [Fe-S] cluster(s). However, we were unable to detect any canonical [2Fe-2S], 

[3Fe-4Fe], or [4Fe-4S] cluster binding motifs within the Cgr2 sequence (Table 6 in Section 3.8) (11-27). 

These observations led us to hypothesize that Cgr2 contains [Fe-S] cluster(s) that may be important for 

protein stability and/or function, and which are ligated by a non-canonical [Fe-S] cluster-binding motif.  

We next sought to determine which cofactors and metal centers were required for Cgr2 to 

catalyze digoxin reduction. As the presumed partner reductase Cgr1 could not be obtained, methyl 

viologen (MV) that had been pre-reduced with sodium dithionite was used as an artificial electron donor 

to initiate anaerobic Cgr2 reduction of digoxin in vitro. Reactions were monitored by measuring the 

decrease in absorbance at 600 nm, which corresponds to substrate-dependent MV oxidation (Figure 34A) 

(28). As this colorimetric assay is a direct measure of electron transfer and not product formation, in vitro 

reactions were also quenched and analyzed by LC-MS/MS to confirm that the decrease in absorbance was 

accompanied by increased dihydrodigoxin production. In this assay, negligible MV oxidation and 

dihydrodigoxin production was observed with purified Cgr2 (Figure 34B-C). Anaerobic chemical 

reconstitution of [Fe-S] clusters in Cgr2 using ammonium iron (II)  sulfate and sodium sulfide (12.5 

equivalents each, overnight, 4 ¡C) greatly enhanced digoxin reductase activity. In addition to 

reconstitution of the [Fe-S] clusters, supplementation of FAD, but not FMN, was required for Cgr2 

activity (Figure 34B). Additionally, exposure of reconstituted protein to aerobic conditions led to a loss of 
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activity, suggesting that Cgr2 contains a labile [Fe-S] cluster (e.g. [4Fe-4S]) that may decompose upon 

exposure to oxygen.  Together, these experiments demonstrated that Cgr2 is an oxygen sensitive, [Fe-S] 

cluster- and FAD-dependent digoxin reductase. 

 
 

 

Figure 34: In vitro digoxin reduction assay using methyl viologen as an electron donor. 
(A) MV that had been pre-reduced with sodium dithionite was used as an electron donor in 
vitro. Reduced MV is blue, whereas oxidized MV is colorless, and a decrease in absorbance at 
600 nm corresponded to substrate-dependent MV oxidation over time. (B) In vitro assays with 
Cgr2 preparations and digoxin. (C) In vitro assays were quenched in methanol at 10 minutes 
and analyzed by LC-MS/MS. [Fe-S] cluster reconstitution, FAD, and anaerobic conditions 
were required for Cgr2 activity. Data represents the mean ± SEM (n = 3).  

 

 
In addition to enhancing Cgr2 activity, [Fe-S] cluster reconstitution affected protein stability and 

oligomeric state. Reconstituted Cgr2 had significantly improved thermal stability, with melting 

temperatures between 40 - 50 ¡C as compared to melting temperatures  < 37 ¡C for purified protein 

(Figure 35A-B). In addition, reconstitution led to a shift from an apparent dimeric state to monomeric 

protein as analyzed by analytical size exclusion chromatography (Figure 35C), suggesting that [Fe-S] 

reconstitution is important for protein structure and that [4Fe-4S] cluster formation could result in a more 

compact protein. When SDS-PAGE analysis was performed in the absence of a reducing agent, higher 
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molecular weight oligomers were observed for Cgr2. Upon reduction with dithiothreitol (DTT), both 

purified and reconstituted Cgr2 were predominantly monomeric (Figure 35D). These data suggest that 

Cgr2 dimerization could result from intermolecular disulfide bonds formation between exposed cysteines 

that may endogenously be involved in [Fe-S] cluster ligation. These results also suggest that Cgr2 is 

partially unfolded, or that our reconstitution protocol does not achieve complete [Fe-S] cluster formation, 

resulting in free cysteines. 

 

 

Figure 35: [Fe-S] cluster(s) affect Cgr2 stability and oligomerization.   
(A) Thermal melt curves displaying relative fluorescence of Sypro Orange bound to purified 
and (B) reconstituted Cgr2 in various pH buffers. Peaks represent melting temperature (Tm) 
with values < 37 ¡C before reconstitution and 40 - 50 ¡C after reconstitution. (C) Analytical 
size exclusion chromatography traces performed under aerobic and anaerobic conditions. 
Colored bars highlight molecular weights corresponding to dimeric (blue) or monomeric 
(pink) Cgr2. (D) Native gel analysis of aerobically purified and anaerobically reconstituted 
Cgr2 (~55 kDa; pink arrows) in the presence or absence of dithiothreitol (DTT). In the absence 
of reducing agents, higher molecular weight oligomers (~dimers; blue arrows) are present that 
may result from intermolecular disulfide bonds.  
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3.3. Characterization of [Fe-S] clusters in Cgr2    

 

3.3.1   UV-vis and EPR spectroscopy reveal the presence of [4Fe-4S] cluster(s) in Cgr2 

Having demonstrated that [Fe-S] reconstitution was essential for the activity and stability of Cgr2, 

we next attempted to determine the exact nature of this metallocofactor. Prior to reconstitution, 

aerobically purified Cgr2 contained between 0.2 - 0.6 equivalents of iron and sulfide. We also detected 

low levels of UV-vis absorption peaks at ~330 and 420 nm (Figure 36B), which are characteristic of 

[2FeÐ2S] clusters that may be formed through oxidative damage of [4Fe-4S] clusters (29). After 

anaerobic reconstitution, Cgr2 exhibited a broad peak around 400 nm that decreased in absorbance upon 

addition of an excess amount of the reducing agent sodium dithionite (Figure 36B). Exposure of 

reconstituted Cgr2 to oxygen led to [Fe-S] cluster decomposition as evidenced by a decrease in the 

absorbance at 400 nm (Figure 36C). These spectral properties are characteristic of redox-active, oxygen-

sensitive [4Fe-4S] clusters. The oxygen-sensitivity of these clusters could also explain our previous issues 

with stability and activity of aerobically expressed and purified Cgr2 (Figure 35).  

To further elucidate the chemical nature and extent of assembly of redox-active [Fe-S] cofactors 

in Cgr2, we turned to electron paramagnetic resonance (EPR) spectroscopy in collaboration with Dr. 

Maria-Eirini Pandelia (Brandeis University). This technique detects unpaired electrons in both organic 

and inorganic molecules and can differentiate between the various types of [Fe-S] clusters present in 

proteins as well as provide information about cluster orientation and redox state (30). In the absence of a 

reducing agent, purified Cgr2 was EPR-silent (Figure 36D), excluding the presence of mono- or tri-

nuclear [Fe-S] centers. When reduced with sodium dithionite, its EPR spectrum exhibited a signal with 

axial symmetry and with principal g-components of 2.045 and 1.94. This signal increased in intensity 

upon reconstitution of Cgr2 with iron and sulfide (10 K) and was barely detectable at higher temperatures 

(40 K) (Figure 36D). Both the principal g-values and the relaxation properties (temperature dependence) 

of this signal are characteristic of low-potential tetranuclear [4Fe-4S]1+ centers (11, 30, 31). These 

observations indicate that Cgr2 contains [4Fe-4S]2+ cluster(s) that can undergo reduction to the 
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corresponding [4Fe-4S]1+ state. These redox properties also suggest that the [4Fe-4S] clusters serve a 

catalytic (electron transfer) rather than purely structural role in Cgr2. 

 

Figure 36: Cgr2 contains redox active, oxygen-sensitive [4Fe-4S] cluster(s).   
(A) Typical spectroscopic properties of [4Fe-4S] clusters. (B) UV-vis absorption spectra of 
Cgr2 revealed an oxygen-sensitive peak centered around 400 nm that increased upon [Fe-S] 
cluster reconstitution, supporting the presence of [4Fe-4S] clusters in Cgr2. (C) UV-vis spectra 
of reconstituted Cgr2 in the absence or presence of reducing agent sodium dithionite (NaDT) 
revealed that the [Fe-S] clusters in Cgr2 are redox active. (D) EPR spectra of sodium 
dithionite-reduced Cgr2 reconstituted with 12.5 equivalents of iron ammonium sulfate 
hexahydrate ((NH4)2Fe(SO4)2&6H2O) and sodium sulfide (Na2S&9H2O). G-values and 
decreased EPR signal intensity at higher temperatures (10-40 K) indicated the presence of low 
potential [4Fe-4S]1+ clusters. Experimental conditions were microwave frequency 9.38 GHz, 
microwave power 0.2 mW, modulation amplitude 0.6 mT, and receiver gain 40 dB. 

 

3.3.2    Determining the metal dependence and [4Fe-4S] cluster stoichiometry of Cgr2   

Next, we sought to determine the stoichiometry of [4Fe-4S] clusters in Cgr2. Using colorimetric 

assays (32), we determined that purified Cgr2 contained 0.2 - 0.6 equivalents of iron and sulfide prior to 

reconstitution (over different purifications). However, our inability to effectively remove excess iron and 

sulfide following reconstitution (8-12 equivalents each) prevented accurate iron and sulfur content 

determination in the most active Cgr2 preparations. Various attempts to remove excess iron and sulfur 

from Cgr2 after reconstitution, including incubation with EDTA, anaerobic or aerobic FPLC in a variety 
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of buffers, dialysis, or proteolytic cleavage of the His6x tag led to cluster decomposition, protein 

aggregation, and concomitant loss of in vitro activity (Figure 37). With the exception of desalting on a 

PD-10 column, further purification could not be performed on reconstituted Cgr2 without compromising 

protein activity or stability. These data suggested that the [Fe-S] cluster(s) of Cgr2 are susceptible to 

decomposition. One explanation for this labile nature is that the [4Fe-4S] clusters may be near the surface 

of the protein, and in the absence of the presumed reductase partner Cgr1 and are not shielded from 

oxidative or mechanical stresses that damage the cluster (33). 

As exact determination of total iron and sulfur content was not possible, we assessed Cgr2 [Fe-S] 

cluster stoichiometry using EPR. However, as only redox-active [4Fe-4S] clusters in the 1+ state are 

detectible by this method, we would be unable to detect other metal centers, including [4Fe-4S] clusters 

that are not redox active (e.g. clusters involved in a structural role) or divalent Fe2+ species. Using a Cu2+-

EDTA standard under non-saturating conditions, we determined that purified Cgr2 contained 0.02 - 0.03 

[4Fe-4S]1+ clusters per protein monomer prior to reconstitution. After reconstitution with iron and sulfide, 

the intensity of the EPR signal increased to 0.13 - 0.25 [4Fe-4S]1+ clusters per Cgr2 over different 

experiments (Figure 36D). We next optimized [Fe-S] cluster incorporation by varying reconstitution 

conditions including iron species (Fe(NH4)2(SO4)2&6H2O or FeCl3), buffer components (HEPES, Tris, pH 

7-8), concentration of the reducing agent DTT (0.125, 2 mM), iron and sulfur equivalents (0-8x), and 

reconstitution time (5-21 hours). We then correlated the in vitro activity and [4Fe-4S]1+ content of 

different Cgr2 preparations to determine conditions that resulted in EPR signal saturation. While EPR 

analysis showed a significant increase in cluster content when comparing purified to reconstituted protein, 

all reconstitution conditions yielded comparable [4Fe-4S] spin values (0.20 - 0.25 clusters), which could 

suggest that only one reducible, EPR-sensitive cluster is present in Cgr2 (Figure 40A). However, Cgr2 

was most active when reconstituted using the highest Fe and S equivalents and longest reconstitution 

times (Figure 38B). We also noticed that Cgr2 was significantly more active when reconstituted with Fe2+ 

rather than Fe3+ species. 
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Figure 37: Purification after reconstitution  leads to loss of activity and stability of Cgr2. 
(A) Anaerobic, analytical size exclusion chromatography of Cgr2 constructs. Cleavage of the 
His6x tag from Cgr2 constructs led to protein aggregation. Pink bars correspond to monomeric 
protein, and blue bars correspond to dimeric protein. (B) SDS-PAGE analysis of untagged 
Cgr2 protein following TEV protease cleavage of His6x tag. (C) Cleaved protein (-tag) had 
significantly lower in vitro activity than unprocessed Cgr2-TEV-Nhis6x construct. (D) UV-vis 
spectra and (E) A400/A280 ratios revealed a loss of [Fe-S] cluster following preparative scale 
anaerobic size exclusion chromatography of Cgr2-Nhis6x. (F) Cgr2-Nhis6x was less active in 
vitro following size exclusion chromatography. 

 

This prompted us to test whether excess Fe2+ could account for the differential Cgr2 activity 

observed across different reconstitution procedures. Indeed, we found that a range of divalent metal 

cations (8 equivalents each of Fe2+, Mn2+, Mg2+) stimulated the activity of Cgr2 in vitro (Figure 38C) 

although they did not alter protein stability (Figure 38D). Notably, binding of digoxin to its target in 

human cells (Na+/K+ ATPase) is thought to be mediated by long-range (6.2 •) electrostatic interactions 

between a Mg2+ ion and the electron rich, partially negatively charged oxygen atom of the unsaturated 

lactone (34, 35). It is possible that a divalent metal cation similarly positions or activates digoxin in the 
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active site of Cgr2. Additional spectroscopic and structural experiments (Section 5.2) are warranted to 

determine whether Cgr2 indeed contains a divalent metal center and to elucidate what role it plays in the 

transformation of digoxin to dihydrodigoxin. 

 

 

Figure 38: Metal dependence and [4Fe-4S] cluster content of Cgr2.  
(A) EPR spectra of dithionite-treated Cgr2 samples that had been reconstituted with 0 
(purified), 2, 4, or 8 equivalents of iron and sulfide for 5 hours or overnight (O/N). Number of 
EPR-active clusters per Cgr2 monomer under each reconstitution condition is shown in 
parentheses. Samples contained 150 %M protein, 0.3 mM sodium dithionite, and 
measurements were conducted at 10 K. Spin quantitation was determined against a 150 %M 
Cu2+-EDTA standard measured under non-saturating conditions. (B) In vitro reaction rates of 
Cgr2 reconstituted under different conditions revealed increasing activity with higher 
reconstitution equivalents. Data represents mean ± SEM (n = 3). (C) Divalent metal cations 
(Fe2+, Mg2+, Mn2+) stimulated the activity of Cgr2 in vitro. Data represents mean ± SEM (n = 
3). (D) Thermal melt curves displaying relative fluorescence of Sypro Orange bound to 
purified (dashed line) and reconstituted (solid line) Cgr2 in the presence of divalent metals (50 
mM HEPES, 100 mM NaCl, pH 8; 8 equivalents of metals relative to protein). Divalent metal 
cations that stimulated Cgr2 activity did not affect protein stability. 
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3.4. Identification of cysteine residues important  for Cgr2 activity    

As discussed in Section 3.2, the presence of [Fe-S] cluster(s) in Cgr2 was unexpected, as known 

cluster binding motifs were not detected within its amino acid sequence using current bioinformatic tools 

(Table 6). Therefore, we attempted to use site-directed mutagenesis to determine whether any of the 

cysteine residues of Cgr2 were involved in [4FeÐ4S] cluster assembly. Single cysteine to alanine mutants 

were prepared for all 16 cysteines in the mature Cgr2 peptide and tested for digoxin reduction activity in 

whole cell assays in R. erythropolis. All single point mutants were soluble and were obtained in 

comparable yields to wild-type Cgr2 (Figure 39A, Figure 39C). Single point mutations in 6 cysteine 

residues resulted in a significant decrease in dihydrodigoxin production relative to wild-type Cgr2 both in 

whole cells (Figure 39B) and in vitro using purified and reconstituted proteins (Figure 39D). EPR 

analysis of these six point mutants revealed comparable levels of [4Fe-4S]1+ clusters (0.17 - 0.33 

clusters/Cgr2) relative to wild-type (0.23 clusters/Cgr2) (Figure 39E), which may argue against the 

involvement of these cysteines in cluster ligation. However, substitution of a single [4Fe-4S] cluster 

ligand is not always sufficient to prevent cluster formation (36), and free cysteines within a protein have 

been shown to complement mutants with incompletely coordinated [Fe-S] clusters (37, 38). Finally, as 

EPR spectroscopy can only detect redox active clusters, we cannot rule out the possibility that a subset of 

these cysteine residues ligate an additional EPR-silent cluster within Cgr2. Additional studies including 

Mšssbauer spectroscopy and structural characterization (Section 5.2) will thus be required to definitively 

determine both the location and stoichiometry of the metal centers in Cgr2. 
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Figure 39: Identification of six cysteine residues important for Cgr2 activity. 
(A) SDS-PAGE analysis of clarified lysate from R. erythropolis cells transformed with empty 
pTipQC vector or expressing cytoplasmic wild-type Cgr2 (wt) or individual cysteine to 
alanine point mutants (~55 kDa). All point mutants were soluble. (B) LC-MS/MS analysis of 
whole cell assays of R. erythropolis expressing individual cysteine to alanine point mutants 
and incubated with digoxin demonstrated that 6 cysteine residues are important for activity. 
Data represents mean ± SEM (n = 3). Asterisks indicate statistical significance of each variant 
compared to wild-type Cgr2 by StudentÕs t test (* p < 0.05, ** p < 0.01). (C) SDS-PAGE 
analysis of purified wild-type or single point mutants of Cgr2. (D) LC-MS/MS analysis of in 
vitro assays quenched at 15 min. Data represents mean ± SEM (n = 3). Asterisks indicate 
statistical significance of each variant compared to wild-type Cgr2 by StudentÕs t test (*** p < 
0.001). (E)  [4Fe-4S]1+ clusters were detected by EPR in all Cgr2 point mutants treated with 
sodium dithionite. Spin quantitation against a Cu2+-EDTA standard revealed similar levels of 
[4Fe-4S]1+ clusters per Cgr2 monomer for all variants. Number of clusters shown in 
parentheses.  
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As we could not definitively assign a [4Fe-4S] cluster-binding role for the six cysteines identified 

to be important for Cgr2 activity, we explored whether these residues were involved in other aspects of 

protein structure or function. We reasoned that these residues could be critical for maintaining protein 

stability, for example through participation in disulfide bond formation. However, all six point mutants 

displayed similar (aerobic) melting profiles to wild-type Cgr2 (Figure 40A), ruling out the possibility that 

protein misfolding or instability was responsible for decreased activity. As we had observed that divalent 

metal cations enhanced the in vitro activity of Cgr2, we next tested whether these cysteine residues might 

influence binding to another metal center. In fact, Fe2+ stimulated the in vitro activity of only 3 out of 6 

impaired mutants (C158A, C187A, C327A) (Figure 40B). It is possible that the three remaining cysteine 

residues (C82, C265, C535) could influence divalent metal cation binding in Cgr2, as discussed in more 

detail in Section 3.7. 

 

 

 
 

 

Figure 40: In vitro stability and activity of Cgr2 cysteine to alanine point mutants. 
(A) Thermal melt curves displaying relative fluorescence of Sypro Orange bound to 
reconstituted Cgr2 variants (50 mM HEPES, 100 mM NaCl, pH 7). (B) Fe2+ stimulated the in 
vitro activity of three cysteine residues, potentially implicating C92, C265, and C535 in metal 
binding. Data represents mean ± SEM (n = 3). 
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3.5. FAD dependence of Cgr2 

In addition to its metal cofactor dependence, Cgr2 also required FAD for in vitro reduction of 

digoxin (Figure 34C). However, recombinant Cgr2 from R. erythropolis did not co-purify with flavin, and 

various attempts to flavinylate Cgr2 both in vivo and in vitro did not result in appreciable cofactor 

binding. This included supplementation of FAD or riboflavin into heterologous expression media, lysis in 

FAD-containing purification buffers, or dialysis with FAD following purification. Additionally, no 

significant thermal stabilization was observed upon incubation of the protein with FAD and/or with 

digoxin (Figure 41A), suggesting that binding of the protein to flavin was minimal. We also explored the 

possibility that [Fe-S] cluster formation might need to occur either before or concomitantly with 

flavinylation. However, attempts to reconstitute Cgr2 in the presence of FAD were also unsuccessful, and 

desalting on a PD-10 column or size exclusion chromatography effectively removed all flavin from Cgr2. 

Even after Cgr2 reconstitution, no significant thermal stabilization was observed in the presence of FAD 

(Figure 41B-C), and a substantial excess of FAD was required for maximal in vitro activity (Figure 41D), 

demonstrating a poor binding affinity of the cofactor to Cgr2. We cannot rule out the possibility that E. 

lenta uses an alternative flavin analog in vivo, which has higher binding to Cgr2. However, a more likely 

explanation is that our in vitro system may be lacking several key components that could alter the overall 

protein fold of Cgr2 and increase its affinity for FAD. For example, the FAD binding site in our Cgr2 

constructs may be exposed in the absence of fully reconstituted metallocofactor, the presumed binding 

partner Cgr1, and/or membrane components. Despite this poor binding, FAD was nevertheless essential 

for conversion of digoxin to dihydrodigoxin by Cgr2 in vitro.  
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Figure 41: Thermal stability and in vitro activity assays reveal that Cgr2 binds FAD poorly. 
Thermal melt curves displaying relative fluorescence of Sypro Orange bound to (A) purified 
and (B) reconstituted Cgr2 in the presence of 10x excess of FAD, digoxin, or both (50 mM 
HEPES, 100 mM NaCl, pH 8). (C) First derivative of fluorescence for reconstituted samples 
from panel (B). No appreciable thermal stabilization was observed for Cgr2 in the presence of 
flavin or substrate. (D) Initial in vitro rate of digoxin-dependent methyl viologen oxidation, 
with respect to FAD concentration. Highest rates were observed when using 100 equivalents 
of FAD (500 %M). 
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3.6. NMR characterization confirms production of (20R)-dihydrodigoxin by Cgr2  

After optimizing our in vitro assay, we wanted to experimentally confirm that Cgr2 generates the 

clinically relevant diastereomer of dihydrodigoxin. Unlike catalytic hydrogenation of digoxin which 

yields a 3:1 ratio of 20R:20S dihydrodigoxin diastereomers, only the 20R diastereomer was detected in E. 

lenta culture media and in the urine of patients (39, 40). We thus performed a large scale (2 mg) in vitro 

Cgr2-mediated digoxin reduction reaction and analyzed the extracted product by 1H NMR spectroscopy. 

Comparison of the substrate (digoxin) (Figure 42) and product (dihydrodigoxin) (Figure 43) spectra in 

deuterated methanol revealed a clear disappearance of the vinylic proton peak (H22, 5.9 ppm, singlet, 1H) 

following in vitro incubation with Cgr2. In addition, new peaks were detected in the product spectra 

corresponding to H20 (2.78 ppm, 1H), H21 (4.5 ppm and 4.04 ppm, apparent triplets, 2H), and H22 (2.45 

ppm and 2.54 ppm, doublet of doublets, 2H) positions (Figure 44). Analysis of the product by 

homonuclear correlation spectroscopy (COSY) revealed correlations between proton resonances at H20 

and H21, H20 and H22, and H20 and H17 (Figure 45). These data support our assignment of the new 1H 

NMR proton peaks, and demonstrate that Cgr2 only produces one diastereomer of dihydrodigoxin. We 

also collected 1H NMR spectra of the product dissolved in deuterated acetone to directly compare the 

resonances to published work (41) and determine which diastereomer was generated by Cgr2. The 

product spectra only had peaks corresponding to H21 (4.01 and 4.41 ppm) and H22 (2.35 and 2.49 ppm) 

of the 20R diastereomer, and lacked peaks corresponding to H21 (4.05 and 4.35 ppm) and H22 (2.29 and 

2.53 ppm) of the 20S diastereomer (Figure 46). All  together, these data demonstrate that Cgr2 only 

produces the clinically relevant 20R diastereomer of dihydrodigoxin 

 



98 

 

Figure 42: 1H NMR  spectrum of digoxin (recorded in CD3OD at 600 MHz). 
 



99 

   

Figure 43: 1H NMR  spectrum of dihydrodigoxin  generated by Cgr2 (recorded in CD3OD at 
600 MHz). 
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Figure 44: Overlay of 1H NMR spectra of digoxin and dihydrodigoxin generated by Cgr2 
(recorded in CD3OD at 600 MHz) highlighting key protons in the lactone moiety. 
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Figure 45: COSY spectra of dihydrodigoxin (recorded in CD3OD at 600 MHz). 
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Figure 46: 1H NMR spectrum of dihydrodigoxin  generated by Cgr2 (recorded in 
CD3COCD3 at 600 MHz). 
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3.7. Discussion 

In this Chapter, we unambiguously show that the E. lenta protein Cgr2 metabolizes the cardiac 

drug digoxin into the clinically inactive metabolite (20R)-dihydrodigoxin. This unique reductase requires 

an FAD cofactor, contains oxygen-sensitive, redox-active [4Fe-4S] clusters, and is stimulated by the 

addition of divalent metal cations in vitro. Based on their resemblance to other characterized bacterial 

reductase systems including anaerobic fumarate, sulfite, and nitrate reductases (42-44), our working 

model is that Cgr1 and Cgr2 form a membrane-anchored, extracellular complex that mediates electron 

transfer from an electron donor (e.g. the membrane quinone pool) through multiple cytochromes c in 

Cgr1 to Cgr2, which ultimately reduces the !,"-unsaturated $-butyrolactone of digoxin (Figure 47A). We 

propose that the [4Fe-4S] cluster(s) of Cgr2 sequentially transfer electrons to the FAD cofactor. A 

resulting hydride equivalent is then transferred from the reduced flavin cofactor to the cardenolide, and 

proton transfer generates a fully reduced $-butyrolactone (Figure 47B), yielding the therapeutically 

inactive metabolite dihydrodigoxin.  

Bioinformatic analyses were unable to predict the presence of [4Fe-4S] cluster(s) of Cgr2, 

although these metalloclusters were essential both for protein stability and activity. Intriguingly, Cgr2 

contains 16 cysteine residues, some of which are likely involved in [Fe-S] cluster ligation. Although we 

identified six residues that were important for both in vivo and in vitro activity of Cgr2, mutation of these 

residues to alanine did not decrease [4Fe-4S] cluster content as measured by EPR. These results suggest 

the presence of non-canonical [4Fe-4S] cluster binding motif(s) within Cgr2 that perhaps involve 

alternative amino acids (histidine, aspartate, serine, or backbone amides) (29). Through our attempts to 

optimize [4Fe-4S] cluster reconstitution, we also observed that divalent metal cations (Mg2+, Mn2+, and 

Fe2+) stimulated the activity of wild-type Cgr2 in vitro, although the mechanistic basis of this observation 

is still unclear. Addition of Fe2+ to 3 of the 6 impaired cysteine to alanine Cgr2 mutants led to a 

significant increase in activity, while the remaining three mutants (C92A, C265A, and C535A) were 

unaffected by metal addition. This observation prompted the hypothesis that these latter three residues 

may influence divalent metal cation binding. In other protein, cysteine residues have been shown to bind 
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Mn2+, but not Mg2+ centers (45), and direct coordination of Fe2+ centers would be highly unusual. A more 

likely scenario is that these cysteine residues could influence the substrate binding pocket or overall 

protein structure, rather than directly coordinating Fe2+ (46). Several key questions remain regarding the 

metal requirements of Cgr2, including: What are ligands and stoichiometry of the [4Fe-4S] cluster and 

divalent metal centers? Which metal (Mg2+, Mn2+, and Fe2+) is endogenously found in Cgr2? And, what is 

the role of the divalent metal in digoxin metabolism. Ultimately, further structural characterization and 

spectroscopy (e.g. Mšssbauer), or native purification of Cgr2 from E. lenta will be required to understand 

the composition and function of these metal centers in more detail.  

Currently, further mechanistic studies of Cgr2 are hampered by a lack of homology to 

characterized enzymes and a divergent set of predicted active site residues (Section 2.2). In addition, the 

remarkable conservation of all known cgr2 sequences (only two known mutations) makes it challenging 

to narrow down which of the 560 amino acid residues are essential for activity. Structural characterization 

will thus be essential for determining which amino acids in Cgr2 are involved in metallocofactor binding, 

substrate binding, and catalysis. However, this conservation may also prove useful, as cgr2 has now been 

validated as a biomarker that can be used to further study digoxin metabolism in environmental microbes, 

human microbiotas, and possibly in clinical settings. 

While many mechanistic details of Cgr2Õs activity remain to be elucidated, we have shown that 

this unique and complex reductase is responsible for digoxin metabolism. In vivo, an active Cgr complex 

would presumably require coordination of many energetically costly processes including protein 

synthesis, flavinylation and [Fe-S] cluster assembly (Cgr2), cytochrome c maturation (Cgr1), and 

insertion or translocation across the bacterial membrane (Cgr1 and Cgr2). While the clinical significance 

of digoxin metabolism is obvious for patients, the physiological benefit associated with this energetically 

costly metabolic pathway in E. lenta remains unknown.  
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Figure 47: Preliminary model for digoxin metabolism by Cgr1 and Cgr2.  
(A) Proposed biochemical model and (B) mechanism of digoxin reduction by Cgr proteins. 
Cgr1 is predicted to transfer electrons from a membrane-associated electron donor to at least 
one [4Fe-4S]2+ cluster of Cgr2 via covalently bound heme groups. The reduced [4Fe-4S]1+ 
cluster of Cgr2 could sequentially transfer two electrons to FAD, generating FADHÐ, which 
could mediate hydride transfer to the "-position of the digoxin lactone ring. Protonation of the 
resulting intermediate would yield (20R)-dihydrodigoxin. 
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3.8. Experimental  

Construction of cgr1 and cgr2 vectors for heterologous expression and purification  

 Cgr constructs and plasmids were amplified, digested, and ligated as described in Section 2.6. 

The new cgr constructs and pMAL-c2x vector (Addgene) were processed as previously described, using 

restriction enzymes (New England Biolabs) listed in Table 4. 

Table 4: Primers for  heterologous expression and purification  of Cgr1 and Cgr2.  
Restriction sites are bolded. 

 

Construct 
For/ 
Rev 

Sequence 
Restriction 

sites 
Vector, host 

Annealing 
 Temp 
(¡C) 

Extension 
time (sec) 

MBP-Cgr1 
(-39aa) 

For 
CATAAGAATTC CACGAGC
AGCCGAGCT EcoRI,  

PstI 
pMAL-c2x, 

E. coli 
65 30 

Rev 
GTTTTACTGCAGTTACGC
CGCCGTCGAA 

MBP-Cgr2 
(-48aa) 

For 
ACAATA GAATTC CAGACC
GCGCCTGC EcoRI,  

PstI 
pMAL-c2x, 

E. coli 
61 60 

Rev 
TGTATCTGCAGTTACTCCC
ACGGCTCGA 

Cgr2-
CHis6  

For 
ACTGACCCATGGGCATGG
AATACGGAAAGTGCC NcoI, 

HindIII  

pTipQC1, 
R. 

erythropolis 
65 60 

Rev 
GTTAGAAGCTT CTCCCAC
GGCTCGAG 

Cgr2 
(-48aa)-
NHis6  

For 
TATTACCATGGATCAGAC
CGCGCCTGC NcoI, 

HindIII  

pTipQC2, 
R. 

erythropolis 
65 60 

Rev 
ATACTAAGCTT CTCCCAC
GGCTCGA 

Cgr2 
(-48aa)-
CHis6 

For 
TATTACCATGGATCAGAC
CGCGCCTGC NcoI, 

HindIII  

pTipQC1, 
R. 

erythropolis 
65 60 

Rev 
ATACTAAGCTT TTACTCCC
ACGGCTCGA 

 

 

Heterologous expression of Cgr proteins in E. coli  
 

The Cgr-MBP pMAL-c2x vectors were transformed into either Tuner (DE3) (Novagen) or BL21 

(New England Biolabs) chemically competent E. coli cells. Cgr1 constructs were co-transformed with 

pEC86 (provided by Dr. Linda Thšny-Meyer), a vector containing the ccmABCDEFGH genes required 

for maturation of cytochrome c proteins. Transformed E. coli cells were plated on LB agar plates 

containing ampicillin (pMAL-c2X) or ampicillin and chloramphenicol (pMAL-c2x + pEC86). For Cgr2 

constructs, single colonies were inoculated into 50 mL of LB (Lennox) broth (Alfa Aesar) and grown 
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overnight at 37 ¡C. Cgr1 constructs were similarly grown in 2xYT media (1) which contains higher levels 

of iron and heme precursors. Approximately 20 mL of starter culture was added to 2 L of the respective 

growth media + antibiotics and grown at 37 ¡C, 175 rpm. Upon reaching an OD600 of ~0.6, cultures were 

induced with 30 %M IPTG (Sigma-Aldrich). Protein expression was carried out overnight at 15 ¡C, 175 

rpm and cells were harvested by centrifugation (10,800 rpm x 20 min). Cell pellets were immediately 

resuspended in 30 mL TES buffer (100 mM Tris, 20% sucrose, 0.5 mM EDTA, pH 8) containing Sigma 

Fast protease inhibitor cocktail (Sigma-Aldrich) and 0.5 mg/mL lysozyme (Sigma-Aldrich), and 

incubated at room temperature for 15 minutes. 30 mL of ice-cold water was added to cell suspensions and 

shaken on ice for 15 minutes at 100 rpm. The suspension was centrifuged at 13,000 rpm for 15 minutes. 

 
 
Purification of MBP-Cgr fusion proteins and cleavage of MBP tag with Factor Xa protease 
 

The supernatant containing periplasmic protein was diluted 3x with ice-cold column buffer (20 

mM Tris, 200 mM NaCl, pH 8) to reduce viscosity and loaded onto a column containing 2 mL of amylose 

resin (New England Biolabs). The column was washed with 20 mL of column buffer and MBP-fusion 

proteins were eluted with 20 mL of elution buffer (column buffer + 10 mM maltose). Protein was 

concentrated using a 20 mL Spin-X UF 30k MWCO PES spin filter (Corning) and dialyzed into Factor 

Xa cleavage buffer (20 mM Tris, 100 mM NaCl, 2 mM CaCl2, pH 8). Cgr-MBP fusion proteins were 

incubated with Factor Xa protease (New England Biolabs) at a 50:1 ratio for 2.5 - 21 hours at 4 ¡C. 

Reactions were loaded on an amylose resin column as previously described, releasing untagged Cgr 

proteins in the flow through. Samples were analyzed by SDS-PAGE analysis using a 4Ð15% Mini -

PROTEAN¨ TGXª Precast Gel (Bio-Rad) and Precision Plus Proteinª standards (Bio-Rad). 

 
Heme-peroxidase gel stain assay 

Cgr1-overexpressing strains were lysed and purified as previously described (Section 2.6). 

Samples were analyzed by SDS-PAGE on a 4Ð15% Mini-PROTEAN¨ TGXª Precast Gel (Bio-Rad), 

using a 13 kDa cytochrome c from bovine heart (Sigma-Aldrich) as a positive control. The gel was 
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transferred to a PVDF membrane (Thermo Fisher Scientific) (200 mA, 60 minutes). The membrane was 

washed in PBS buffer (Sigma-Aldrich), and incubated with 1 mL each of Supersignal West Femto kit 

Buffer 1 (Luminol) and Buffer 2 (hydrogen peroxide) for at least 5 minutes (Thermo Fisher Scientific). 

The membrane was imaged on a Chemi Imager (Bauer Core, Harvard University) using a 30 second 

exposure and a high sensitivity/low resolution setting. 

 
 
Purification and [Fe-S] cluster reconstitution of Cgr2 from R. erythropolis 
 

Culturing, heterologous expression, and LC-MS/MS analyses were described in Section 2.6. All 

protein purification steps were carried out at 4 ¡C. Harvested cells were resuspended in 5 mL per g of cell 

pellet in lysis buffer (50 mM Tris, pH 8, 1 mM MgCl2, 25 mM imidazole) containing Pierce EDTA-free 

protease inhibitor cocktail (Thermo Fisher Scientific). Cells were passaged through a cell disruptor 

(Avestin EmulsiFlex-C3) five times at 15,000-25,000 psi and centrifuged for 20 minutes at 13,000 rpm. 

The clarified lysate was incubated on a nutating mixer with 5-10 mL of HisPur Ni-NTA resin (Thermo 

Fisher Scientific) for 1 hour and then applied to a gravity flow column. The resin was washed with 50 mL 

of wash buffer (25 mM HEPES, 0.5 M NaCl, pH 8, 25 mM imidazole) and eluted with 25 mL of elution 

buffer (25 mM HEPES, 0.5 M NaCl, pH 8, 200 mM imidazole). Eluted protein was concentrated using a 

20 mL Spin-X UF 30k MWCO PES spin filter (Corning) to a volume of 1-2.5 mL, and then desalted on a 

Sephadex G-25 PD-10 desalting column (GE Healthcare) that had been equilibrated with desalting buffer 

(50 mM HEPES, 100 mM NaCl, pH 8). Desalted protein was sparged with argon on ice for 30 - 45 

minutes. Chemical reconstitution of [Fe-S] cluster(s) in Cgr2 was carried out at 4 ¡C in an anaerobic 

chamber (Coy Laboratory Products) under an atmosphere of 2% hydrogen and 98% nitrogen. A 30 %M 

solution of Cgr2 was prepared in reconstitution buffer (50 mM HEPES, 100 mM NaCl, pH 8, and 2 mM 

dithiothreitol (DTT)). Fe(NH4)2(SO4)2&6H2O (Sigma-Aldrich) was added in four aliquots over 60 minutes, 

followed by addition of Na2S&9H2O (Sigma-Aldrich) in four aliquots over 60 minutes to final 

concentrations of 0.24 or 0.375 mM (8 or 12.5 equivalents relative to Cgr2), and stirred for 16-24 hours.  

The reaction was filtered through a 0.25 mm, 0.2 %M pore-size PES syringe filter (VWR) to remove 
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precipitant and concentrated in a 6-mL Spin-X UF 30k MWCO PES spin filter inside a 50 mL conical-

bottom centrifuge tube with plug seal cap (Corning). The concentrated protein (1-2.5 mL) was desalted on 

a PD-10 column into desalting buffer. Protein was aliquoted into 0.5 mL PP conical tubes with skirt (Bio 

Plas), sealed inside 18 x 150 mm Hungate tubes (Chemglass Life Sciences) and stored at Ð80 ¡C. Protein 

concentration was determined by Bradford using Protein Assay Dye Reagent (Bio-Rad) and bovine serum 

albumin (BSA) (Sigma-Aldrich) as a reference standard. Typical protein yields were ~20 mg/L of culture 

for both wild-type and point mutants of Cgr2(Ð48aa)-NHis6x, ~20 mg/L of Cgr2(Ð48aa)-TEV-NHis6x, ~8 

mg/L for Cgr2(Ð48aa)-Chis6x, and ~1 mg/L for Cgr2-Chis6x. The iron and sulfur content of Cgr2 

samples (protein concentrations between 20-50 %M) was determined using previously reported 

colorimetric assays (32). 

 
TEV cleavage to remove His6x tag from Cgr2  

Cgr2(Ð48aa)-TEV-NHis6x was incubated with TEV protease (New England Biolabs) at a 50:1 

ratio for 15 hours at 4 ¡C. Reactions were loaded on a column containing HisPur Ni-NTA resin (Thermo 

Fisher Scientific) as previously described, to release untagged Cgr2 in the flow through. Samples were 

analyzed by SDS-PAGE analysis and size exclusion chromatography. 

 
Site-directed mutagenesis of Cgr2 
 

Site-directed mutagenesis was performed in 25 %L reactions using 200 ng of template DNA 

(Cgr2(Ð48aa)-NHis6 in pTipQC2), 0.5 %M of each primer pair (Table 5), 0.5 mM dNTP, and 1 %L of Pfu 

Turbo polymerase AD (VWR). The following thermocycling parameters were used: denaturation at 95 ¡C 

for 1 minute; 18 cycles of 95 ¡C for 30 seconds, 65 ¡C for 50 seconds, and 68 ¡C for 22 minutes (2 

min/kb); and a final extension at 68 ¡C for 7 minutes. The template plasmid was digested with 1 %L of 

DpnI (New England Biolabs) for 1 hour at 37 ¡C, and 2 %L of the reaction were transformed into 

chemically competent One Shot Top10 E. coli cells (Thermo Fisher Scientific).  
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Table 5: Primers for site-directed mutagenesis of Cgr2. 
Residue numbering based on native Cgr2. Introduced mutations are bolded. 

 
Mutant  F/R Sequence 

C82A 
For CAGCGGCGGCACGGCCGCGGCCATCG 

Rev CCTCGATGGCCGCGGCCGTGCCGCCG 

C111A 
For GCGGCAACTCGGCACTAGCCGGTGGATACAT 

Rev CCAGCATGTATCCACCGGCTAGTGCCGAGTTG 

C158A 
For ATATGATCCGCGAGGCGGCCTTGCGCTCCGGC 

Rev GCCTCGCCGGAGCGCAAGGCCGCCTCGCGGAT 

C187A 
For GCCCCCGGTCTGGTCAGCCGGCGACACGG 

Rev GGCCTCCGTGTCGCCGGCTGACCAGACCGG 

C231A 
For CGAAATCGAGATGGGCGCCGAGGTGGCGCAC 

Rev GATGTGCGCCACCTCGGCGCCCATCTCGAT 

C265A 
For GGCGTGGTCATGGCGGCCGCTTCGGTGGA 

Rev GTTGTCCACCGAAGCGGCCGCCATGACCA 

C321A 
For GATCGGTGCTGAGCTTGCCATGCAGCAGGC 

Rev CACGGCCTGCTGCATGGCAAGCTCAGCACC 

C327A 
For CATGCAGCAGGCCGTGGCCATGAACGATTCT 

Rev GATAGAATCGTTCATGGCCACGGCCTGCTG 

C371A 
For GACCGGCAGACGGTTTGCCCAGGACGATGCCG 

Rev CTCGGCATCGTCCTGGGCAAACCGTCTGCC 

C384A 
For CTATGTCATGCACGAGGCCGCGCAAGCTGCA 

Rev CCATGCAGCTTGCGCGGCCTCGTGCATGAC 

C425A 
For CATACGCCCGACACGGCCGATACTACGTTC 

Rev CGAGAACGTAGTATCGGCCGTGTCGGGCGT 

C443A 
For GCCGAGTTTATCGGCGCCGATCCGACCGC 

Rev GAGGGCGGTCGGATCGGCGCCGATAAACTC 

C459A 
For GAGGTGGAACTCTTTCGCCGAGGCCGGTTTG 

Rev CATCCAAACCGGCCTCGGCGAAAGAGTTCCA 

C483A 
For GACGCCGCCGTTCTACGCCGATGTCGTGCGC 

Rev GGGGCGCACGACATCGGCGTAGAACGGCGG 

C521A 
For CTGTACGGCGCCGGGGCCATCATCGGGGGT 

Rev GTTACCCCCGATGATGGCCCCGGCGCCGTA 

C535A 
For GCCTTCTACTTCGGCGCCGGCTGGTCCATC 

Rev CGTGATGGACCAGCCGGCGCCGAAGTAGAA 

Y333N 
For GCATGAACGATTCTATCAACGTAGGCGGCATCA 

Rev TCGCTGATGCCGCCTACGTTGATAGAATCGTTCA 

Y532F 
For GATGCCGAGTGGGGCTTT GTCATGCACG  

Rev GCACTCGTGCATGACAAA GCCCCACTCG 

G536A 
For TTCTACTTCGGCTGCGCCTGGTCCATCA  

Rev GTTCGTGATGGACCAGGCGCAGCCGAAG 
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Thermal denaturation assay 
 

Thermal denaturation assays of purified and reconstituted Cgr2 were prepared on ice in 0.2 mL 

skirted 96-well PCR plates (VWR) sealed with optical adhesive covers (Life Technologies). Each reaction 

contained 10 %g of purified or reconstituted Cgr2, Sypro Orange protein gel stain (Thermo Fisher 

Scientific ) diluted 5000-fold, and buffer containing 100 mM buffering agent and 100 mM NaCl in a total 

volume of 30 %L. The following buffering agents were used: acetate/acetic acid for pH 4-6, HEPES for 

pH 7, Tris-HCl for pH 8-9, and glycine-NaOH for pH 10. For metal binding assays, metal salts (Sigma-

Aldrich) were dissolved in pH 8 buffer to generate 100 mM stock solutions and added to a final 

concentration of 48 %M to (8 equivalents relative to Cgr2). Data was collected on a CFX96 Touch Real-

Time PCR machine (Bio-Rad) using the ÒFRETÓ filter setting with FAM excitation and HEX emission 

channels (485 nm and 556 nm respectively). The following temperature-scan protocol was used: 25 ¡C 

for 30 seconds, then ramp from 25 ¡C to 100 ¡C at a rate of 0.1 ¡C/ sec. Reconstituted samples were 

prepared anaerobically and immediately analyzed upon removal from anaerobic chambers. 

 

Size exclusion chromatography 

 Gel filtration experiments were carried out on a Superdex 200 10/300 GL column (GE 

Healthcare) attached to a BioLogic DuoFlow chromatography system (Bio-Rad). Experiments were 

carried out either aerobically or anaerobically inside an anaerobic chamber (Coy Laboratory Products). 

100 %L protein samples (50-100 %M) were loaded onto the column at a rate of 0.2 mL/min for 1 mL 

followed by an isocratic flow of 0.33 mL/min for 30 mL with 50 mM HEPES, 100 mM NaCl, pH 8. The 

molecular weight for Cgr2(Ð48aa)-NHis6 is 55.7 kDa. A gel filtration standard (Bio-Rad) containing 

thyroglobulin (670 kDa), $-globulin (158 kDa), ovalbumin (44 kDa), myoglobin (17 kDa), and vitamin 

B12 (1.35 kDa) was used to determine the molecular weight of Cgr2-containing peaks.  
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UV-vis spectroscopy  

Cgr2 was diluted to a final concentration of 50-100 %M in UV-Star UV-transparent 96-well 

microplates (Greiner Bio-One). The absorbance was measured between 250 - 750 nm using a PowerWave 

HT Microplate Spectrophotometer (BioTek) inside of an anaerobic glovebox (Mbraun). Curves were 

baseline subtracted using respective absorbance values at 700 nm. To determine whether the [Fe-S] 

cluster(s) were redox active, Cgr2 was incubated with 10 equivalents of sodium dithionite (Sigma-

Aldrich) for 15 minutes at room temperature prior to taking additional absorption spectra. To assess the 

oxygen sensitivity of [Fe-S] cluster(s), Cgr2 was taken out of the anaerobic chamber and exposed to 

oxygen, and the absorption spectra was measured aerobically on a PowerWave HT Microplate 

Spectrophotometer (BioTek). Oxygen-exposed Cgr2 was then sparged for 30 minutes with argon (on ice) 

and brought back into the Mbraun glovebox for activity assays. 

 
 
EPR spectroscopy  

All samples were prepared in 50 mM HEPES, 100 mM NaCl, pH 8 under oxygen-free conditions 

in an anaerobic glovebox (Mbraun). For all EPR experiments the final concentration of Cgr2 was either 

150 or 200 %M. When required, the samples were reacted with an excess of sodium dithionite (10-20 

equivalents) for 20-30 minutes at 22 ¡C prior to freezing in liquid N2. Spin quantification was carried out 

against a Cu2+-EDTA standard containing an equimolar concentration of CuSO4 in 10 mM EDTA (150 or 

200 %M), under non-saturating conditions.  Samples (250 %L) were loaded into 250 mm length, 4 mm 

medium wall diameter Suprasil EPR tubes (Wilmad LabGlass) and frozen in liquid N2 under oxygen-free 

conditions. EPR spectra were acquired on a Bruker E500 Elexsys continuous wave (CW) X-Band 

spectrometer (operating at approx. 9.38 GHz) equipped with a rectangular resonator (TE102) and a 

continuous-flow cryostat (Oxford 910) with a temperature controller (Oxford ITC 503). The spectra were 

recorded at variable temperatures between 10-40 K at a microwave power of 0.2 mW, using a modulation 

amplitude of 0.6 mT, a microwave frequency of 9.38 GHz, a conversion time of 82.07 ms, and a time 

constant of 81.92 ms. 
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[Fe-S] cluster bioinformatics  

A literature search was performed for known [2Fe-2S], [3Fe-3S], and [4Fe-4S] cluster binding motifs, 

and is summarized in Table 6 below (11-27). 

 

Table 6: [Fe-S] cluster-binding motifs that are not found in Cgr2. 
 

Cluster type Protein  Motif  

4Fe-4S 

Dph2 CX103CX123C 
Radical SAM superfamily CX3CX2C 

ThiC CX2CX4C 
HmdA CX5CX2C 

Nqo3 subunit  of NDH-1 CX2CX3CX27C 
Formate dehydrogenase; nitrate 

reductase 
CX2CX3CX26C 

RumA CX5CX2CX71C 
[NiFe] hydrogenase CXCCX94CX4CX28C  

Dihydropyrimidine dehydrogenase CX38CX5CXQ  
CbiX MXCX 2C  

MutY and endonuclease III CX6CX2CX5C 
IspG (aka GcpE) CX2CX31C5GE 

p58C CX79CX16CX39C 
FldI CX38C  

3Fe-4S Ferredoxin CX2DX2CÉCP 

2Fe-2S 

Rieske proteins (Box I) CXHCGC  
Rieske proteins (Box II) CXCHX(S/A/G)X(Y/F)  
Xanthine oxidoreductase CX2C//CXC 

Human anamorsin 
CX2CX7CX2C ; 
 CX8CX2CXC 

Protoporphyrin ferrocheletase 
CX6CXC;  

CX170CX6CXC 

FdIV 
CX5CX2CX35C (bacteria);  
CX4CX2CX29-30C (plant) 

 

 
 
 
In vitro substrate reduction assays 

 Methyl viologen (paraquat) dichloride hydrate (Sigma-Aldrich) that had been reduced with 

sodium dithionite was used as an artificial electron donor (28) to initiate anaerobic Cgr2-mediated 

reduction of digoxin in vitro. Assays were carried out at 25 ¡C in an anaerobic glovebox (Mbraun) under 

an atmosphere of nitrogen and < 5 ppm oxygen. Reagents were brought into the glovebox as solids or 



114 

sparged liquids and resuspended in anoxic buffer inside the chamber: flavin (FAD or FMN) and methyl 

viologen (MV) were resuspended in 50 mM HEPES, 100 mM NaCl, pH 7 to generate stock solutions of 1 

mM and 50 mM respectively; sodium dithionite was resuspended in 50 mM HEPES, 100 mM NaCl, pH 8 

to generate a stock solution of 25 mM, and digoxin (Sigma-Aldrich) was dissolved in DMF to generate a 

stock solutions of 25 mM. The final assay mixture (100 %L) contained 5 %M Cgr2, 50 %M flavin, 0.375 

mM MV, 0.25 mM sodium dithionite, and was initiated by addition of 0.5 mM substrate. As only 0.25 

mM of reduced MV was obtained under these assay conditions, only half of the substrate could be 

consumed to produce a maximum of 250 %M product. For metal activation studies, metal salts were 

dissolved in pH 7 buffer (1 mM) and added to a final concentration of 40 %M. For flavin dependence 

studies, assays contained 5 %M Cgr2, 1.5 mM MV, 1 mM sodium dithionite, 0.5 mM digoxin, and 25-750 

%M FAD (5-150x equivalents). Assays were prepared in a 96-well polysterene microplate (Corning) and 

activity was continuously monitored by measuring the absorbance at 600 nm on a PowerWave HT 

Microplate Spectrophotometer (BioTek); a decrease in the absorbance at 600 nm corresponded to MV 

oxidation coupled to substrate reduction. For endpoint assay, reactions were quenched in methanol, 

diluted to a final concentration of 1 %M in 50% methanol, and analyzed by LC-MS/MS as described in 

Section 2.6. 

 
Large-scale in vitro assay and NMR spectroscopy 

A 5 mL reaction containing 0.5 mM digoxin, 5 %M Cgr2, 1.5 mM MV, 1 mM sodium dithionite, 

and 0.5 mM FAD was prepared in 50 mM HEPES, 100 mM NaCl, pH 7. The reaction was carried out for 

1.5 hours at 20 ¡C, and then extracted three times with 5 mL of dichloromethane. The pooled organic 

fractions were concentrated using a rotary evaporator, and then frozen in liquid nitrogen and lyophilized 

overnight to remove residual water. The solid product (~2 mg) and digoxin (5 mg) were separately 

dissolved in 200 %L of deuterated methanol (CD3OD) (Cambridge Isotope Laboratories) and transferred 

to Norell¨ Select Seriesª high-throughput NMR tubes (Sigma-Aldrich). The product spectra was also 

collected in deuterated acetone (CD3OCD3). Nuclear magnetic resonance (NMR) spectra were collected 
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on a 600 MHz spectrophotomer (Agilent DD2 600) at 25 ¡C. Chemical shifts are reported in parts per 

million (ppm), using either the CD3OD (3.31 ppm) or CD3OCD3 (2.05 ppm) resonance as an internal 

standard. Chemical resonances of the product generated by Cgr2 matched previously published data for 

the (20R) diastereomer (41). Spectra were visualized with MestReNova v. 11.0.2-18153.  
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Chapter 4: Investigations of the substrate specificity and biological role of Cgr2  
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4.1. Probing the physiological implications of digoxin metabolism 

After demonstrating that Cgr2 was uniquely responsible for digoxin inactivation, we wanted to 

understand whether this metabolism conferred a physiological benefit to cgr+ E. lenta strains. To that end, 

we examined the interaction between Cgr2 and dietary components (L-arginine) that had previously been 

shown to influence digoxin metabolism by E. lenta in culture and in gnotobiotic mouse models. In 

addition, we cultured E. lenta under a range of conditions to determine whether digoxin metabolism was 

associated with a growth advantage. Finally, we characterized the kinetic parameters and substrate scope 

of Cgr2 to understand whether digoxin is likely the endogenous substrate of this enzyme, or whether Cgr2 

may perform a broader range of reductive chemistry within the human gut. 

 

4.1.1   Dietary protein influences E. lenta growth and digoxin metabolism  

Following the discovery that a subset of E. lenta strains was responsible for digoxin inactivation 

(1), scientists aimed to identify additional factors that contribute to variable metabolism of this drug in the 

broader population. Mathan, Alam, and co-workers found that the incidence of digoxin reduction differed 

for individuals living under different geographic, socioeconomic and environmental conditions (2, 3). For 

example, dihydrodigoxin was detected at higher levels in healthy volunteers in New York (35%) as 

compared to individuals in South India (14%) or Bangladesh (14%) (2, 3). In addition, South Indians 

living in urban environments were significantly more likely to metabolize digoxin than those living in 

rural settings (Figure 48A) (2, 3).  Higher levels of digoxin reduction were further correlated with 

socioeconomic factors (e.g. higher income and education), as well as higher consumption of animal 

protein  (Figure 48B) (2, 3).   

Although diet is undoubtedly an important modulator of gut microbial composition (4), digoxin-

reducing E. lenta strains were also isolated from the stools of individuals that did not produce 

dihydrodigoxin in vivo (2, 3). These results indicated that variable diets did not necessarily preclude 

colonization by cgr+ E. lenta strains and suggested that additional metabolic interactions influenced 

digoxin metabolism in humans. Interestingly, higher consumption of animal protein was correlated with 
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higher digoxin metabolism in humans (2, 3), whereas dietary protein led to lower metabolism in GF mice 

that were mono-colonized with a digoxin-metabolizing E. lenta strain (1, 5). Furthermore, the amino acid 

L-arginine led to lower digoxin metabolism in pure culture of E. lenta (1, 5). An additional important 

consideration is that E. lenta species metabolize a wide range of plant-derived bioactive compounds (6-8), 

and further work is required to understand how distinct metabolic pathways are regulated when multiple 

substrates (e.g. mixture of natural products from plants) and nutrients (e.g. amino acids, proteins) are 

present in the diet. Although many questions remain, it is clear that host diet significantly influences the 

extent of digoxin metabolism by E. lenta. 

 

 

Figure 48: Geographic and dietary factors correlate with digoxin metabolism in humans. 
Rate of dihydrodigoxin incidence across different (A) geographic regions and (B) diets. The 
total number of individuals in each category is shown above the corresponding bar. 

*Summary of data from Mathan, Alam, and co-workers (2, 3). 
 

   

 

The influence of dietary protein on digoxin metabolism is perhaps not surprising, given that 

various amino acids substantially influence E. lenta growth and physiology. In particular, this non-

saccharolytic bacteria can use L-arginine as its sole energy source through the arginine dihydrolase 

pathway (1, 9). E. lenta DSM2243 harbors an operon (Elen_1946-1949) that encodes for all necessary 
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enzymes in this pathway, which generates ATP through the metabolism of arginine (Figure 49) (10). This 

operon also encodes an antiporter that imports L-arginine into the cell. Arginine deiminase is the first 

enzyme in this pathway that deaminates L-arginine to produce L-citrulline. Ornithine transcarbamylase 

then catalyzes the conversion of inorganic phosphate and L-citrulline into carbamyl phosphate and L-

ornithine, the latter of which is exported from the cell via the antiporter. Finally, carbamate kinase 

performs substrate-level phosphorylation by transferring the phosphoryl group from carbamyl phosphate 

onto ADP, generating ATP as well as ammonia and carbon dioxide as byproducts. Several labs have 

demonstrated that adding L-arginine and L-citrulline to growth media augments E. lenta growth, while 

adding ornithine does not (5, 9).  

 

 

Figure 49: E. lenta generates ATP through the arginine dihydrolase pathway. 
 

 

In addition, L-arginine was shown to significantly influence the digoxin-inactivating activity of E. 

lenta. Haiser et al. demonstrated that L-arginine substantially reduced cgr2 transcription levels and 

digoxin metabolism in culture. Furthermore, supplementation of dietary protein inhibited digoxin 

metabolism in GF mice that were mono-associated with E. lenta DSM2243 (5).  

Using our in vitro system, we aimed to test whether L-arginine affected drug metabolism through 

direct inhibition of the digoxin reductase Cgr2. However, we found that the in vitro activity of Cgr2 was 

unaffected by the presence of up to 1000-fold excess L-arginine (5 mM) (Figure 50). As L-arginine does 

not inhibit Cgr2, it is likely influencing drug metabolism indirectly by affecting other global cellular 
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processes (e.g. energy utilization, transcriptional regulation) in E. lenta. Regardless of the mechanism by 

which L-arginine and other amino acids influence digoxin metabolism, this example highlights the 

complex nature of gut microbiota-xenobiotic interactions, which can vary not only due to the presence of 

specific microbial metabolic pathways, but also in response to dietary and environmental factors.  

 

  

Figure 50: L -arginine does not directly inhibit Cgr2.  
(A) Initial in vitro rates of digoxin-dependent MV oxidation by Cgr2 in the presence of 
varying concentration of L-arginine. (B) LC-MS/MS analysis of in vitro reactions quenched at 
20 minutes. Data represents mean ± SEM (n = 3).   

 

 

 

4.1.2   Digoxin reduction does not influence E. lenta growth 

The high sequence conservation and levels of cgr operon transcription in response to digoxin 

incubation suggest that digoxin metabolism may provide a physiological benefit to E. lenta. In related 

anaerobic reeducate systems, substrate (e.g. fumarate, urocanate) reduction supports microbial growth 

(11, 12). We thus postulated that digoxin could serve as an alternative terminal electron acceptor, which 

would enable E. lenta to generate ATP in the absence of its primary energy source, L-arginine (9). To 

determine whether digoxin reduction conferred a growth advantage to cgr+ strains, E. lenta DSM2243 

was cultured in rich media under conditions that led to transcription of the cgr operon (5). However, we 

monitored the growth of E. lenta and found that digoxin supplementation did not alter bacterial growth 
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under these conditions (Figure 51) (5). In addition, E. lenta growth was unaffected by addition of either 

the common terminal electron acceptor fumarate or the related cardenolides digitoxin, digoxigenin, 

ouabain, and ouabagenin (Figure 51). Like digoxin, these cardenolides stimulate expression of the cgr 

operon (5) and are also reduced by E. lenta cells and by Cgr2 in vitro (Section 4.3). 

 

 

Figure 51: Digoxin and related cardenolides do not affect E. lenta growth in rich media. 
E. lenta DSM2243 was grown in 10 mL of BHI media supplemented with 10 %M of each 
substrate or an equivalent volume (0.1% v/v) of solvent (DMSO and DMF). Cultures were 
incubated at 37 ¡C. Data represents mean ± SEM (n = 3).    

 

 

We next reasoned that digoxin metabolism might only be advantageous under nutrient-limiting 

conditions and tested E. lenta growth in a basal media lacking terminal electron acceptors (13). However, 

no growth advantage was observed in various media containing cardenolides as the sole electron 

acceptors and a variety of electron donors (e.g. H2 or sodium acetate) (Figure 52). Fortuitously, we found 

that E. lenta growth was enhanced in the presence of dimethylsulfoxide (DMSO), which we had 

originally used to dissolve the cardenolide substrates. Homologs of all necessary anaerobic DMSO 

reductase and ATP synthase subunits were present in the E. lenta DSM2243 genome (KEGG database). 

Therefore, anaerobic respiration of DMSO is a viable pathway for generating ATP in E. lenta, despite 

previous conclusions that this bacterium derives all of its energy from substrate level phosphorylation 

using the arginine dihydrolase pathway (9). In conclusion, these results suggest that cardiac glycosides are 
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not likely to serve as terminal electron acceptors, as their reduction does not affect E. lenta growth in 

either rich or minimal growth medias. This observation suggested that there may be another, unidentified 

benefit associated with metabolism, or alternatively that digoxin is not the endogenous substrate of Cgr2.  

 

 

 

Figure 52: Cardenolides do not affect E. lenta growth in basal growth media. 
E. lenta DSM2243 growth in basal media lacking terminal electron acceptors and 
supplemented with (A) 5% H2 or (B) 10 mM sodium acetate as electron donors. Cultures were 
grown in 10 mL of media supplemented with 10 %M of each substrate or an equivalent volume 
(0.1% v/v) of solvent (DMSO and DMF). Cultures were incubated at 37 ¡C. Data represents 
mean ± SEM (n = 3).   
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4.2. Kinetics of Cgr2 towards digoxin 

We next performed experiments to characterize the kinetic parameters and substrate specificity of 

Cgr2 in order to determine if  digoxin is likely to be its endogenous substrate. In preliminary experiments, 

reconstituted Cgr2 (Y333) was incubated with varying concentrations of digoxin, and in vitro time-course 

reactions were quenched with methanol and analyzed by LC-MS/MS (Figure 53). Due to the low 

solubility of digoxin in aqueous solution, saturating Vmax conditions could not be obtained under these in 

vitro conditions. Nevertheless, Cgr2 displayed MichaelisÐMenten like behavior within the range of 

accessible concentrations. However, the measured Km = 325 ± 55 %M and a catalytic efficiency of 5.0 ± 

0.1 x102 M-1 s-1, indicated the activity of Cgr2 towards digoxin was very low.  

 

 

  

Figure 53: Initial kinetic characterization of Cgr2 towards digoxin. 
In vitro reactions (200 %L) contained 5 %M Cgr2, 50 %M FAD, 0.375 mM MV, 0.25 mM 
sodium dithionite and 0.05-0.5 mM digoxin. Reactions were quenched in methanol and 
analyzed by LC-MS/MS. Data represents mean ± SEM (n = 3).   
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While these values could suggest that digoxin is not the endogenous substrate of Cgr2, our in 

vitro system was lacking several important components that could contribute to artificially low activity. 

We first addressed issues with cofactor binding and incorporation by optimizing [Fe-S] reconstitution 

conditions (Section 3.3) and determining the optimal FAD concentrations (Section 3.5) for maximizing 

the activity of Cgr2 in vitro. In addition, as we could not purify Cgr1, we relied on artificial electron 

donors to provide reducing equivalents for digoxin reduction. However, it is likely that the rate of electron 

transfer from an artificial electron donor is lower than electron transfer from the presumed biological 

reductase Cgr1. We originally used methyl viologen (MV) as an electron donor because it is a strong 

reductant (Ð440 mV) and enables facile monitoring of kinetic activity due its strong absorbance at 600 nm 

in the reduced state (14). To identify a more optimal electron donor we screened a variety of electron 

mediators (Figure 54A) with a range of reduction potentials (Ð660 mV to Ð255 mV) (15, 16). This redox 

potential range should be able to mediate a reduction cascade involving a typical [4Fe-4S]2+ cluster (Ð715 

to Ð280 mV), FAD cofactor (Ð220 mV), and ultimately digoxin (250 - 350 mV) (17, 18). Using 

colorimetric and LC-MS/MS assay, we observed that MV and diquat were both viable electron donors, 

although MV provided the highest rates of electron transfer and product formation (Figure 54B-D). 

Interestingly, product formation was not observed for BV, which has a similar reduction potential to 

diquat, suggesting that other features are important for electron transfer to Cgr2. For example, BV may be 

too large to bind near or engage with the [4Fe-4S] clusters of Cgr2. This could provide further support to 

the hypothesis that artificial electron donors are not as efficient as a protein (Cgr1) that likely evolved to 

transfer electrons within a protein complex. 
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Figure 54: Methyl  viologen is the optimal electron donor for Cgr2 in vitro. 
(A) Chemicals used to provide reducing equivalents to Cgr2 in vitro. Maximum absorption 
peaks and reduction potentials shown below each compound. (B) LC-MS/MS analysis of in 
vitro reactions (quenched at 5 minutes) using sodium dithionite or MV as electron donors. (C) 
Initial in vitro rates showing decrease in maximum absorbance for each electron mediator over 
time. (D) Percent conversion of digoxin to dihydrodigoxin over time. In vitro reactions were 
quenched at various time points and analyzed by LC-MS/MS. Data represents mean ± SEM (n 
= 3).   

 

 

Finally, we wanted to test the impact of detergents on Cgr2 activity, as we predict that this 

enzyme is localized in or near the E. lenta cell membrane (Figure 47). In addition, we had previously 

observed that the [Fe-S] clusters of Cgr2 were labile during additional purification steps and that Cgr2 

displayed low affinity for FAD  (Section 3.5). These findings led us to hypothesize that the cofactor 

binding sites may be in a hydrophobic or exposed region that would normally be capped by Cgr1 or the 

cell membrane, and we wondered whether detergents could serve this role in vitro. However, when the 

detergent DDM was added to in vitro assays, Cgr2 activity was diminished (Figure 55). These data 

suggest that digoxin may have a high affinity for membranes, and that the substrate may be inaccessible 

to Cgr2 in this context when the membrane associated Cgr1 is not present. Alternatively, detergents may 
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disrupt Cgr2 folding, and further experiments will be required to tease apart the interaction between Cgr2 

and detergents and membrane components. Ultimately, while we were able to optimize Cgr2 activity to 

some degree, these results further suggest that the activity of Cgr2 may be impaired in vitro in the absence 

of all of the Cgr machinery.  

 

 

 

Figure 55: Cgr2 activity towards digoxin is reduced in the presence of detergent.  
Initial in vitro rates using the detergent DDM above the critical micelle concentration (CMC). 
Reactions contained 5 %M Cgr2, 50 %M FAD, 0.375 mM MV, 0.25 mM sodium dithionite and 
were initiated upon addition of 0.5 mM digoxin. Reactions were quenched in methanol and 
analyzed by LC-MS/MS. Data represents mean ± SEM (n = 3).   

 

 

 

After optimizing our in vitro assay, we determined the kinetic parameters for purified, 

reconstituted Cgr2 Y333 as well as the second naturally occurring variant N333. We had previously 

noticed that E. lenta strains encoding the N333 variant generally displayed a decreased ability to 

metabolize digoxin as compared to Y333-encoding strains (Figure 29C). This difference in activity was 

more pronounced in in vitro assays using the two Cgr2 variants (Figure 56A). Using optimal assay 

conditions, wild-type Cgr2 (Y333) exhibited a Km of 94.6 ± 7.1 %M and a catalytic efficiency of 2.4 ± 0.8 

x 103 M-1 s-1. However, saturating Vmax conditions could not be reached for the N333 variant within the 
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range of concentrations where digoxin is soluble (' 0.5 mM). Although it is possible that the Y333 

residue is involved in substrate binding or catalysis (19), we were unable to resolve whether Cgr2 N333 

was less active because of lower substrate binding or lower turnover relative to Cgr2 Y333. Despite its 

reduced activity, Cgr2 N333 converted digoxin to dihydrodigoxin at a comparable efficiency to Y333 at 

longer times (Figure 56B). It is possible that the marked differences in activity of the Cgr2 variants was 

not as readily apparent in E. lenta culture (Figure 29C) due to the considerably longer incubation times (2 

days in culture vs. 4.5 hours in vitro) and lower digoxin concentrations (10 %M in culture vs. 500 %M in 

vitro) used in whole cell experiments. Although it is tempting to consider that these in vitro differences in 

activity would translate to differential clinical outcomes, further experiments are required to determine 

how Cgr2 variants impact digoxin pharmacokinetics in humans (Section 5.3). 

 

 

 

 

Figure 56: Optimized kinetics of Cgr2 variants for digoxin reduction. 
(A) MichaelisÐMenten kinetics of Cgr2 for digoxin reduction revealed that the Y333 variant is 
significantly more active than the N333 variant. Data represents mean ± SEM (n = 3).  (B) In 
vitro time course of the conversion of digoxin to dihydrodigoxin by Cgr2 Y333 and N333 
variants. Reaction aliquots were quenched in methanol and analyzed by LC-MS/MS. Values 
represent mean ± SEM (n = 3). Asterisks indicate statistical significance at each time-point of 
Y333 vs. N333 conversion, by StudentÕs t test (*p < 0.05, ***p < 0.001).  
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Despite considerable improvement of its in vitro activity compared to our initial attempts (Figure 

53), under optimized conditions Cgr2 Y333 was still less efficient for digoxin reduction as compared to 

the activity of other FAD-dependent reductases towards their native substrates (11, 19-21) (Table 7). This 

decreased activity could arise from impaired cofactor binding or reconstitution, or inefficient electron 

transfer in vitro in the absence of Cgr1. Alternatively, these results could indicate that digoxin, which is 

administered at very low concentrations (0.125-0.25 mg daily; ~1 nM in serum) due to its toxicity (22, 

23), is not the endogenous substrate of Cgr2. 

 

 
 
 

Table 7: Comparison of Cgr2 kinetic parameters with those of related reductases. 
 

Enzyme Substrate K cat (s
-1) K m (!M)  K cat/Km (M -1 s-1) 

E. lenta Cgr2 wild-type Digoxin 0.23 ± 0.01 94.6 ± 7.1  2.4 ± 0.8 x 103 

R. erythropolis SQ1 
3-ketosteroid-(1 - 
dehydrogenase 

4-Androstene-3,17-
dione 

68.1 ± 1.4 37.0 ± 0.8  1.8 ± 0.1 x 106 

S. putrefaciens 
flavocytochrome c  

Fumarate 250 ± 50 21 ± 10 1.2 ± 0.5 x 107  

 S. oneidensis MR-1 UrdA Urocanate 360 <<10 n/a 

E. coli NrfA  Nitrite  22 ± 7 769 ± 20 3.5 x 107 

E. coli NrfA  Sulfite  0.03 ± 0.01 70 ± 15 4.3 x 103 
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4.3. Identifying potential  substrates of Cgr2 

Together, the poor kinetics of Cgr2 towards digoxin (Figure 56), the lack of an obvious 

physiological benefit for cgr+ E. lenta strains (Figure 51-Figure 52), and the low concentrations of 

digoxin administered to patients (22, 23) led us to question whether digoxin was the endogenous substrate 

for this enzyme. To identify potential endogenous substrate for Cgr2, we selected a panel of 28 small 

molecules based on their chemical similarity to digoxin, presence at higher concentrations in the GI tract, 

or physiological relevance, as discussed in the following sections. We then tested the activity of Cgr2 

towards these alternative substrates in the hopes of understanding its physiological role in the human gut. 

 

4.3.1   Cardiac glycosides  

Cardiac glycosides are highly potent natural products produced by diverse plants (e.g. European 

foxglove plant, East African Ouabaio wood, Hycinthaceae bulbs, Indian Leguminoseae seeds) and some 

animals (e.g. toads, snakes, sea onions) (24, 25). This class of molecules has been used for centuries to 

treat a variety of ailments including cardiac dysfunction (26). Structural features of these natural products 

include a steroid core, a hydroxyl group at the CÐ3 position that is modified with up to four sugars 

(typically L-rhamnose, D-glucose, D-digitoxose, or D-digitalose), and a variable structural motif at CÐ17 

(27, 28). The functional group at CÐ17 further stratifies cardiac glycosides into cardenolides, which 

contain an !,"-unsaturated butyrolactone (Figure 57A), or bufadienolides, which contain a 2H-pyran-2-

one (Figure 58A) (27, 28). Both subclasses of cardiac glycosides inhibit Na+/K+ ATPases, although 

cardenolides bind in complex with a single Mg2+ ion (Figure 57B), whereas bufadienolides bind in 

complex with two K+ ions (Figure 58B) (29, 30). Na+/K+ ATPase inhibition leads to increased 

intracellular concentrations of Ca2+, which influences a variety of downstream pathways including cardiac 

muscle contraction and apoptosis (Section 1.4.2) (27). Although the high toxicity of cardiac glycosides 

has led to a marked decline in their use for cardiac indications (31), the latter finding has prompted 

considerable interest in their use as anti-cancer agents (27, 32, 33). Cardenolides are more commonly 
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used in Western medicine as pure substances, whereas bufadienolides are the active constituents in Asian 

and Chinese traditional medicines (24).  

Cardiac glycosides are often produced as a complex mixture of compounds (26), with different 

analogs possessing a range of selectivities, potencies, and pharmacokinetic properties (27).  Cardenolides 

are exclusively biosynthesized by plants and include the pharmaceutical agents digoxin and digitoxin, 

which are produced by Digitalis plants, and ouabain, which is produced by the Ouabaio wood and was 

used as an arrowhead poison (Figure 57A) (24). Digoxin is the predominantly prescribed cardenolide 

worldwide, while digitoxin is more frequently used in Scandinavia (34). Although both drugs share the 

same target (Figure 57B), their pharmacokinetic properties differ considerably. Digoxin has lower 

bioavailability and plasma protein binding than digitoxin (34). In addition, while digoxin is not 

metabolized by the host, digitoxin undergoes extensive metabolism by liver enzymes (up to 70% of dose), 

(35) including " -oxidation at C12, and a cytochrome P450-dependent oxidation of the 15Õ hydroxyl in the 

terminal digitoxose group, which leads to successive cleavage of the digitoxose sugars (36-38). Finally, 

digitoxin is also reduced to dihydrodigitoxin in humans, suggesting that it may also be a substrate of Cgr2 

(39). 

 

 

Figure 57: Cardenolide natural products. 
Cardenolides contain a hydroxylated steroid core, an !," -unsaturated butyrolactone moiety at 
CÐ17, and a range of sugar moieties at CÐ3. Cardenolides bind and inhibit Na+/K+ ATPases in 
cardiac cells, leading to downstream muscular contraction, and higher concentrations lead to 
toxicity and in extreme cases, death.  

  

Bufadienolides are biosynthesized by plants and animals, including toads (Bufo), and are present 

in various Eastern medicines.  Bufalin is the main bioactive substance in ChÕan Su, a traditional Chinese 
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medicine prepared from toad venom with anti-tumor, anesthetic, and caridotonic properties (24, 27).  

Hellebrin and proscillaridin are additional bufadienolides with anti-cancer and immunoregulatory 

properties (27, 40).  

 

 

Figure 58:Bufadienolide natural products. 
Bufadienolides contain a hydroxylated steroid core, a 2H-pyran-2-one moiety at CÐ17, and a 
range of sugars at CÐ3. Bufadienolides bind and inhibit Na+/K+ ATPases. Bufadienolides are 
active components of traditional Chinese medicines (41). 

 

4.3.2   Furanones 

Furanones are naturally occurring, redox-active molecules that are implicated in a broad range of 

inter-organismal signaling pathways and biological activities (42). These compounds are typically small, 

fragrant, and fairly unstable (prone to oxidation), which likely enables their use as temporal signaling 

molecules (42). Furanones are biosynthesized by various organisms (bacteria, yeast, plants) and also form 

spontaneously upon heating of amino acids and pentose sugars in foods in a process known as the 

Maillard reaction (42, 43). They are also present in a variety of fermented foods, roasted meats, seeds, and 

wine, and are commonly used as food additives due to their strong aromatic properties (42, 44). While 

there is considerable inter-individual variability in their consumption, dietary furanones can be ingested in 

multigram daily quantities, which is considerably higher than digoxin doses (< 0.25 mg daily) (42). We 

selected various 2(5H)- (Figure 59A) and 3(2H)- furanones for testing (Figure 59B), including the anti-

oxidant vitamin C, the anti-carcinogen EMHF (5-ethyl-4-hydroxy-2-methyl-3(2H)-furanone), a broad 

spectrum anti-bacterial and anti-fungal agent DMHF (4-Hydroxy-2,5-dimethyl-3(2H)-furanone), the 

dietary flavorants emoxyfuranone (5-ethyl-3-hydroxy-4-methyl-2(5H)-furanone), sotolon (4,5-dimethyl-
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3-hydroxy-2,5-dihydrofuran-2-one), DMMF (2,5-dimethyl-4-methoxy-3(2H)-furanone), and MHF (4-

hydroxy-5-methyl-3-furanone) (42, 45). We also tested 2(5H)-furanone, the functional group in digoxin 

that is reduced by Cgr2, to probe the minimal requirements for substrate binding and metabolism by this 

enzyme. This compound is also encountered in the diet as a component of liquid smoke food flavorants 

(44).  

 

 

Figure 59:  Furanones encountered in the diet. 
 (A) 2(5H)-furanone and (B) 3(2H)-furanone substrates.  

 

 

4.3.3   !," -unsaturated carboxylic acids 

 We also selected and tested several !," -unsaturated carboxylic acids, including fumarate and 

urocanate, which are the endogenous substrates of the most similar homologs of Cgr2 (11, 46), as well as 

the antibiotic fusidic acid (47). Fumarate is one of the most common terminal electron acceptors used in 

bacterial anaerobic respiration (48). This substrate is likely to be encountered by bacteria in the GI tract as 

fumarate is used as a natural food preservative (49) and is ingested in high quantities (1-300 mg daily) in 

the form of iron supplements (ferrous fumarate) and psoriasis treatments (50, 51). Urocanate is a UV-

protectant that arises from L-histidine metabolism in humans (52). Although urocanate is predominantly 

found in the epidermis, it has also been detected in human fecal samples, suggesting that gut microbes 

may encounter this molecule (http://www.hmdb.ca/; accession number HMDB0000301). Finally, we 

tested the activity of Cgr2 towards the Gram-positive antibiotic fusidic acid. While this molecule may not 

be present in the diet or the GI tract outside of the context of acute antibiotic treatment, it shares several 

features with digoxin, including a hydroxylated steroid core and an !," -unsaturated carbonyl-containing 

functional group at CÐ17 that is essential for antibiotic activity (53). 
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Figure 60: ",# -unsaturated carboxylic acids compounds. 
 

4.3.4   Ketosteroids 

 In addition to digoxin, E. lenta species metabolize a variety of bile acid and steroid substrates in 

the human body using reductive transformations (54, 55). Bioinformatic analyses also showed that Cgr2 

resembles ketosteroid dehydrogenases (Section 2.1). We thus compiled a panel of additional human and 

microbial ketosteroids (Figure 61). This includes several human sex and stress hormones that have 

receptors in the GI tract or are known to impact GI function and motility, and thus may be present in the 

gut lumen (56-58). In addition, we tested two synthetic, orally administered contraceptive drugs, 19-

norethindrone and levonorgestrel, that are reduced at the !," -unsaturated ketone within the human body 

(59). Although it is not clear where this metabolism occurs, co-administration of antibiotics with 19-

norethrindrone led to higher plasma levels of the drug in women, which could implicate gut bacteria in 

contraceptive drug inactivation (60). Finally, we tested a putative gut microbial metabolite of cholesterol, 

which is proposed to undergo reduction to the non-absorbable metabolite coprostanol in the GI tract (61). 

 

Figure 61: Ketosteroids encountered in the human gut. 
Progesterone, cortisone, and corticosterone are endogenously produced hormones in humans. 
Levonorgestrel and 19-norethindrone are synthetic, oral contraceptives which are reduced in 
the human body (59). 4-cholesten-3-one is a putative intermediate in the gut bacterial pathway 
that metabolizes cholesterol into coprostanol. 
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4.3.5   Prostaglandins 

Prostaglandins (PGs) are an important class of host lipids with hormone-like effects throughout 

the human body (62, 63). Unlike steroidal hormones, PGs are synthesized throughout many host tissues 

and are believed to act locally (62). All PGs derive from arachidonic acid and contain a 20-carbon 

skeleton, which includes a five-membered ring and two lipophilic tails. Different PG classes (PGA-K) 

mediate diverse functions in humans, including modulation of vascular constriction and blood pressure 

(PGA1) (64), alteration of GI tract motility and function (62), and regulation of inflammatory processes 

(PGA1, PGJ2) (63, 65). As E. lenta is often associated with inflammation (66, 67), we postulated that 

metabolism of anti-inflammatory PGs (PGA1, PGJ2) could provide a physiological advantage to this 

bacterium by promoting an inflammatory host environment. Additionally as PGs and their metabolites are 

found in the feces (62), it is feasible that E. lenta could interact with these compounds in the GI tract.  

 

 

Figure 62: Host-derived prostaglandins involved in inflammatory  and GI  processes. 

 

 

4.3.6   In vitro activity of Cgr2 towards the substrate panel  

Cgr2 activity was tested in vitro against the full panel of cardiac glycosides, naturally occurring 

furanones, !,"-unsaturated carboxylic acids, ketosteroids, and prostaglandins, all of which may be 

relevant in the context of the human gut. Cgr2 displayed robust activity towards all cardenolides tested, 

and the cardenolide aglycones digoxigenin and ouabagenin were metabolized at a significantly faster rate 
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than their glycosylated forms digoxin and ouabain, respectively (** p < 0.01, StudentÕs t test) (Figure 63). 

Dihydrocardenolide formation was confirmed for all metabolized substrates by MS analysis (Figure 64).  

 

 

 

Figure 63: The substrate scope of Cgr2 is restricted to cardenolides. 
Rate of methyl viologen oxidation coupled to substrate reduction by Cgr2. Colors denote 
different substrate classes. With the exception of the cardenolides, a representative substrate 
structure is shown. Values represent mean ± SEM (n = 3). ** p < 0.01, StudentÕs t test. The 
heatmap generated in ChemMine (68) represents the structural similarity of each compound 
relative to digoxin. Structural distance matrix is calculated as (1- Tanimoto coefficient), where 
lower values represent more structurally similar compounds. 
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Figure 64: Confirmation of dihydrocardenolide product formation from in vitro reactions 
with Cgr2. 
In vitro reactions were quenched in 10 equivalents of methanol, further diluted in 50% 
methanol to a 1 %M final concentration and analyzed by MS1 scan in negative ion mode. 
Traces of cardenolide and dihydrocardenolide standards and in vitro reactions are shown for 
(A) digitoxin, (B) digoxigenin, (C) ouabain, and (D) ouabagenin (a dihydroouabain product 
standard was not available).  

 

 

Compared to digoxin, the isolated lactone 2(5H)-furanone was minimally processed as assessed 

by colorimetric assays (Figure 63). We repeated these experiments to determine whether electron transfer 

was accompanied by $-butyrolactone product formation. Again, we observed modest levels of MV 

oxidation in the presence of 2(5H)-furanone  (Figure 65A) that increased with higher Cgr2 concentrations 

(Figure 65B). However, even after 24 hours, minimal $-butyrolactone was produced as detected by high-

resolution GC-MS (Figure 65C). Furthermore, no significant differences were observed between a no 

enzyme control and samples containing Cgr2 (Figure 65C). These results demonstrate that 2(5H)-

furanone is a poor substrate for Cgr2, and that a cis-trans-cis steroid core (or a steroid fragment) greatly 

enhances binding and processing by the enzyme. However, the qualitatively similar rates observed for 

reduction of the various cardenolides demonstrates that the enzyme tolerates differences in the number 

and position of hydroxyl groups on the steroid scaffold. No activity was observed toward any other 

substrate tested, including fumarate and urocanate, the substrates of the most similar protein homologs of 

Cgr2, as well as ascorbic acid, host steroids and prostaglandins, and various abundant dietary furanones 
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(Figure 63). Overall, these results suggest that Cgr2 activity is restricted to cardenolides and does not 

extend to other structurally related endogenous or exogenous compounds. 

 

 

 

 

 

Figure 65: Modest MV oxidation is observed in in vitro reactions of Cgr2 with 2(5H)-
furanone, although minimal product is formed. 
(A) Initial in vitro rates of methyl viologen oxidation coupled to digoxin or 2(5H)-furanone 
reduction by Cgr2. (B) Higher rates of methyl viologen oxidation were observed for 2(5H)-
furanone with increasing enzyme concentrations. Reaction conditions for panels (A) and (B) 
were 5 %M or 15 %M Cgr2, 500 %M FAD, 1.5 mM MV, 1 mM sodium dithionite, and 500 %M 
of substrate. Values represent mean ± SEM (n = 3) and statistical significance by StudentÕs t 
test is shown. (C) In vitro reactions (24 hours) were extracted into ethyl acetate and analyzed 
by GC-MS. Minimal product formation was observed, and no significant differences were 
observed for reactions containing 0, 5, or 15 %M Cgr2. 
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4.4. Discussion 

In this work, we aimed to understand the conditions that lead to inter-individual differences in 

digoxin metabolism and decipher the physiological impact of this metabolism for E. lenta and the human 

host. Our in vitro system enabled us to measure the kinetics of digoxin reduction by Cgr2, study the 

effects of L-arginine on activity, and assess the substrate scope and specificity of this enzyme. Using a 

combination of culturing and in vitro experiments, we hoped to clarify whether digoxin is the endogenous 

substrate for this enzyme and what benefits this metabolic pathway might confer on cgr+ E. lenta strains. 

Over several decades, scientists have uncovered dietary and geographic factors that are associated 

with differential digoxin metabolism in humans. Higher consumption of animal protein was correlated 

with increased production of dihydrodigoxin in human volunteers (3), whereas L-arginine inhibited cgr 

operon transcription and digoxin metabolism by pure cultures of E. lenta. Dietary protein also inhibited 

digoxin metabolism in GF mice that were mono-colonized with the bacteria (5). This variability 

suggested that dietary components could affect digoxin metabolism through direct interactions with the 

cgr pathway. However, using our in vitro assay, we showed that L-arginine does not directly inhibit Cgr2 

(Figure 50), and may instead impart its effects indirectly by altering global cellular processes. Although 

L-arginine has been more thoroughly studied in the context of digoxin metabolism, other aspects of the 

arginine dihydrolase pathway (Figure 49) may also contribute to variable digoxin metabolism in vivo, and 

merit further investigation. For example, while L-arginine leads to decreased transcription of the cgr 

operon, is downstream metabolite L-ornithine actually results in higher transcription (>1000x and ~250-

fold induction with and without L-ornithine, respectively) (5). Elevated levels of L-ornithine may prevent 

import of L-arginine into the cell by the L-arginine/L-ornithine antiporter or inhibit the ornithine 

transcarbamylase enzyme. Together, these observations demonstrate the complexities of dietary-

xenobiotic interactions in human subjects. To fully understand digoxin metabolism in patients, it will be 

essential not only to determine whether cgr+ E. lenta strains are present, but also to address the variability 

and extent of metabolism of dietary components (protein, amino acids, etc.) and their interplay with the 

cgr operon. 
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While the implications of digoxin metabolism are clinically significant for patients, the 

physiological effects of this activity for E. lenta remain unclear. The incredibly high amino acid sequence 

conservation (Figure 27) and high levels of cgr operon transcription in response to digoxin incubation (5) 

suggested that digoxin metabolism might provide a physiological benefit to E. lenta. We initially 

postulated that digoxin could serve as an alternative terminal electron acceptor, as its metabolism is 

down-regulated by L-arginine, a preferred energy source for E. lenta (9). However, unlike in the related 

fumarate and urocanate reductase systems (11, 12), substrate reduction did not affect E. lenta growth in 

any of the minimal or rich medias tested (Figure 51 and Figure 52), and preliminary data in GF mice 

suggests that cgr2+ strains do not have a clear competitive advantage over their cgr2Ð counterparts 

(preliminary data, Turnbaugh lab). Additionally, Cgr2 displayed low in vitro activity towards digoxin in 

comparison to that of related reductases towards their native substrates (Table 7). This observation 

prompted us to investigate whether digoxin is the endogenous substrate of the Cgr enzymes by assessing 

the activity of Cgr2 toward a panel of alternative candidate substrates. However, Cgr2 appears to be 

restricted to the cardenolides (Figure 63), and could not reduce a variety of chemically similar, abundant, 

and physiologically relevant compounds (Section 4.3). These results suggest that cardenolides are the 

endogenous substrates of Cgr2. However, several explanations are provided below which attempt to 

disentangle the discrepancies of this system, including the high amino acid conservation of the cgr 

operon, the unknown physiological implication of this pathway for E. lenta strains, the low in vitro 

activity of Cgr2, and the narrow substrate scope of this enzyme. 

This specificity of Cgr2 towards cardenolides was surprising as digoxin and digitoxin are 

ingested at low concentrations (22, 23) and these compounds are rarely encountered outside of the context 

of cardiac therapy, except for acute poisoning. There have been numerous reports that humans synthesize 

endogenous cardiac glycosides that regulate heart rate (24, 69, 70). This would suggest that cardiac 

glycosides are not only used as a defense mechanism against other organisms (e.g. plant toxins, toad 

venoms), but also regulate (healthy) physiological processes within an organism by engaging with 

specific cellular receptors (24, 71). If  these findings are true, these Òendogenous digitalis-like factorsÓ 
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could exert a constant, selective pressure on E. lenta strains to maintain Cgr2. However, these results are 

contentious as many studies relied on antibody-based detection methods, and later investigations with 

NMR and MS methods failed to recapitulate these findings (24). Thus, it is possible that digoxin 

metabolism by E. lenta is simply adventitious and we cannot rule out the possibility that Cgr2 has an as-

yet unidentified endogenous substrate that is present at higher concentrations in the human gut, or whose 

reduction imparts a distinct physiological advantage to these bacteria.  

If  digoxin or another cardenolide are indeed the substrates of Cgr2, several plausible explanations 

exist for the low observed in vitro activity of this enzyme. The most straightforward explanation is that 

limitations in our in vitro system (e.g. heterologous expression, chemical reconstitution, inability to 

access Cgr1) could contribute to lower activity than would be expected for an enzyme towards it 

endogenous substrate. After optimizing heterologous expression (Section 3.1), metallocofactor 

reconstitution methods (Section 3.3), and in vitro biochemical assays (Section 4.2), we identified 

conditions that reproducibly lead to digoxin reduction by Cgr2. However, the in vitro activity of Cgr2 

may be artificially low due to incomplete metallocofactor reconstitution (Section 3.3), poor FAD binding 

(Section 3.5), poor substrate binding, and lower rates of electron transfer from an artificial electron donor 

as compared to the predicted biological reductase. Cgr1 is likely essential for digoxin reduction in E. lenta 

and would presumably improve both the stability and activity of Cgr2 in vitro. However, we were unable 

to successfully obtain any Cgr1 using a variety of protein constructs, heterologous hosts, and expression 

conditions (Section 3.1). Further attempts to reconstitute the full Cgr complex may include heterologous 

expression in additional hosts that may be more suitable for producing cytochromes c (Cgr1) or natively 

purifying both proteins from E. lenta DSM2243 (Section 5.2.3). In addition, an improved [Fe-S] 

reconstitution method may enhance the stability and activity of Cgr2. This may be achieved in vitro using 

different reconstitution methods (e.g. using a cysteine desulfurase enzyme to provide sulfide equivalents), 

or through co-expression of Cgr2 with [Fe-S] cluster assembly machinery (72). Until we obtain a full, 

active Cgr complex, it will not be possible to resolve whether digoxin is the endogenous substrate of Cgr2 

purely on the basis of kinetic parameters.  



144 

Although digoxin reduction has not been linked to a growth or colonization advantage for E. lenta 

strains, it is possible that this pathway may impart an advantage under particular conditions that we have 

not yet recapitulated in culture or in a model host. Although we tested E. lenta growth under several 

conditions (Section 4.1), we do not know where E. lenta colonizes the human GI tract. This gut 

biogeography would dictate which environmental cues (e.g. chemicals, pH levels, nutrients) and other 

microorganisms E. lenta would encounter. These factors could alter bacterial metabolic activities, 

including digoxin reduction, and their biological implications. While preliminary studies in germ-free 

mice did not show higher colonization by cgr+ E. lenta strains as compared to cgrÐ strains, these strains 

were not otherwise isogenic. Until genetic manipulation is possible in this organism, it will be hard to 

definitively conclude whether the cgr operon is beneficial for E. lenta.  

Alternatively, digoxin metabolism may not actually be beneficial in the context of the human gut. 

Although E. lenta strains have only been found in humans, at some point, this bacterium or its close 

relatives at may have lived in close proximity to cardenolide-producing plants or resided in the GI tracts 

of animals that ingest these plants. Outside of cardenolide-rich environments, E. lenta strains may no 

longer have an evolutionary impetus to maintain this metabolic capability and may be losing rather than 

acquiring the cgr operon over time. However, as the cgr operon is highly conserved, restricted to human-

associated E. lenta strains (Section 2.4) and distinct from other enzymes (Section 2.2), phylogenetic 

analyses cannot be used to test this hypothesis.  

A final, provocative possibility is that cgr+ E. lenta strains may have evolved to protect humans 

from cytotoxic cardenolides. Although this bacterium is often present in low abundance, it is commonly 

found in the human gut microbiota (Figure 30). Furthermore, E. lenta metabolizes a wide range of 

human-derived and plant-based substrates into metabolites with beneficial properties (1, 6-8, 55). Thus E. 

lenta likely has a strong co-evolutionary history with the human host. Although toxin degradation has 

been observed in the gut microbiotas of insects (73-75), our studies would provide the first example of a 

specific human gut bacterial enzyme dedicated to inactivation of plant toxins. This gut bacterial pathway 
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may augment the detoxifying action of host intestinal and hepatic enzymes (Section 1.2.1), helping to 

maintain GI health and ensure a habitat for E. lenta colonization.  
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4.5. Experimental  

Growth curves 

To understand whether metabolism of digoxin or other cardiac glycoside substrates conferred a 

growth advantage, E. lenta DSM2243 was grown in either rich (BHI) or defined media. Basal media 

lacking terminal electron acceptors was prepared as previously described (13) with the following 

modifications: yeast extract and tryptone were each added to 0.1% (w/v), L-cysteine concentration was 

0.4 mM, sodium sulfide was not added, and either 5% H2 or 10 mM sodium acetate were used as electron 

donors. Starter cultures were prepared as previously described (Section 2.6) in BHI media supplemented 

with 1% arginine, and diluted 1:100 into media that had been supplemented with substrates (dissolved in 

DMF) to a final concentration of 10 %M. Cultures were grown anaerobically at 37 ¡C in biological 

triplicate. OD600 measurements were recorded on a Genesys20 spectrophotometer (Thermo Scientific).  

 

Anaerobic DMSO reductase bioinformatics 

The genes required for anaerobic DMSO reduction were identified using the Kyoto Encyclopedia 

of Genes and Genomes (KEGG) database (http://www.genome.jp/kegg/) (76). All necessary anaerobic 

DMSO reductase genes (Elen_0422-0426, Elen_0466, Elen_0609, Elen_1190-1, Elen_2787, Elen_2790) 

and ATP synthase subunits (Elen_1039-1046) were present in E. lenta DSM2243 (KEGG database 

T00984). 

 

In vitro digoxin reduction assay in the presence of L-arginine  

Methyl viologen (paraquat) dichloride hydrate (MV) that had been reduced with sodium 

dithionite was used as an artificial electron donor (14) to initiate anaerobic Cgr2-mediated reduction of 

digoxin in vitro. Assays were carried out at 25 ¡C in an anaerobic glovebox (Mbraun) under an 

atmosphere of nitrogen and < 5 ppm oxygen. Reagents (all purchased from Sigma-Aldrich) were brought 

into the glovebox as solids or sparged liquids and resuspended in anoxic buffer inside the chamber: FAD, 

MV, and L-arginine were resuspended in 50 mM HEPES, 100 mM NaCl, pH 7 to generate stock 
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solutions of 1 mM, 50 mM, and 100 mM respectively; sodium dithionite was resuspended in 50 mM 

HEPES, 100 mM NaCl, pH 8 to generate a stock solution of 25 mM. The final assay mixture (100 %L) 

contained 5 %M Cgr2 Y333, 50 %M FAD, 0.375 mM MV, 0.25 mM dithionite, 0 - 5 mM L-arginine, and 

the reaction was initiated by addition of 0.5 mM digoxin. Assays were prepared in triplicate in a 96-well 

polysterene microplate (Corning) and activity was continuously monitored by measuring the absorbance 

at 600 nm on a PowerWave HT Microplate Spectrophotometer (BioTek); a decrease in the peak 

absorbance corresponded to MV oxidation coupled to substrate reduction. For endpoint assays, 20 %L 

reaction aliquots were quenched in 180 %L of methanol, diluted to a final concentration of 1 %M in 50% 

methanol, and analyzed by mass spectrometry as described in Section 2.6.  

 

In vitro digoxin reduction assay using different electron donors  

The following electron donors were purchased from Sigma-Aldrich: sodium dithionite, methyl 

viologen (MV), benzyl viologen (BV), diquat (DQ), and phenosafranin (PS). The final assay mixture (100 

%L in 50 mM HEPES, 100 mM NaCl, pH 7) contained 5 %M Cgr2 Y333, 50 %M FAD, 2 mM electron 

donor, 1 mM dithionite, and was initiated by addition of 0.5 mM digoxin. Assays were prepared in 

triplicate in a 96-well polysterene microplate (Corning) and activity was continuously monitored by 

measuring the absorbance at 600 nm (MV), 555 nm (BV), 540 nm (PS) or 460 nm (DQ) on a PowerWave 

HT Microplate Spectrophotometer (BioTek); a decrease in the peak absorbance corresponded to electron 

mediator oxidation coupled to substrate reduction. Reactions using sodium dithionite as the electron 

donor could not be monitored colorimetrically. For endpoint assays, 20 %L reaction aliquots were 

quenched in 180 %L methanol, diluted to a final concentration of 1 %M in 50% methanol, and analyzed by 

mass spectrometry as described in Section 2.6. 

 

In vitro digoxin reduction assays in the presence of detergent 

Assays were run in triplicate (100 %L) in 50 mM HEPES, 100 mM NaCl, pH 7 buffer containing 

5 %M Cgr2 Y333, 50 %M FAD, 0.375 mM MV, and 0.25 mM sodium dithionite, and a variable 
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concentration of n-Dodecyl "-D-maltoside (DDM) detergent. Reactions were initiated by addition of 

digoxin as a solution in DMF to a final concentration 0.5 mM. Final concentrations of 0.015% and 0.03% 

(w/w) DDM corresponded to 2x and 4x the critical micelle concentration (CMC) for this detergent. 

Assays were prepared in a 96-well polysterene microplate (Corning) and activity was continuously 

monitored by measuring the absorbance at 600 nm on a PowerWave HT Microplate Spectrophotometer 

(BioTek).  

 

Kinetics assays 

Kinetic assays were performed in an anaerobic glovebox (Mbraun) at 25 ¡C.  Initial assays 

(Figure 53) were run in triplicate (200 %L) in assay buffer containing 5 %M Cgr2 Y333, 50 %M FAD, 

0.375 mM MV, and 0.25 mM sodium dithionite, and reactions were initiated by addition of digoxin as a 

solution in DMF to a final concentration of 0.05, 0.1, 0.2, 0.3, or and 0.5 mM. Optimized assays (Figure 

56) were run in triplicate (200 %L) in assay buffer containing 5 %M Cgr2 (Y333 or N333), 500 %M FAD, 

1.5 mM MV, and 1 mM sodium dithionite, and reactions were initiated by addition of digoxin as a 

solution in DMF to a final concentration of 0.01, 0.025, 0.05, 0.1, 0.2, 0.25, 0.3, or 0.5 mM. 20 %L 

reaction aliquots were quenched in 180 %L of ice-cold methanol in Costar¨ flat bottom polysteryene 96-

well plates (Corning). The plates were sealed with adhesive aluminum foil for 96-well plates (VWR), 

brought out of the anaerobic chamber, and further diluted (50-fold) into 50% methanol. Digoxin and 

dihydrodigoxin standard curves were prepared in the full reaction matrix and processed identically such 

that final concentrations (after 500x total dilution) generated a standard curve between 0.01- 1 %M. Plates 

were centrifuged (4000 rpm x 10 min, 4 ¡C) and 200 %L of each reaction were transferred to a 0.5 mL PP 

96-well plate (Agilent Technologies) sealed with EPS easy piercing seals (BioChromato). The reactions 

were monitored by LC-MS/MS as previously described (Section 2.6), except that samples were directly 

injected (no column), and isocratic flow was used with 75% methanol with 1 mM ammonium hydroxide.   
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In vitro substrate reduction assays 

All substrates (Figure 63) were dissolved in DMF to generate stock solutions of 25 mM, with the 

exception of sodium fumarate dibasic and urocanic acid, which were dissolved in water. All substrates 

and reagents were purchased from Sigma-Aldrich except for the bufadienolides (Enzo Life Sciences) and 

prostaglandins (Cayman Chemicals). The final assay mixture (100 %L in 50 mM HEPES, 100 mM NaCl, 

pH 7) contained 5 %M Cgr2 Y333, 50 %M FAD, 0.375 mM MV, 0.25 mM dithionite, and was initiated by 

addition of 0.5 mM substrate. Assays were prepared in a 96-well polysterene microplate (Corning) and 

activity was continuously monitored by measuring the absorbance at 600 nm on a PowerWave HT 

Microplate Spectrophotometer (BioTek). For endpoint assays, 20 %L reaction aliquots were quenched in 

methanol, diluted to a final concentration of 1 %M in 50% methanol, and analyzed by mass spectrometry 

as described below. 

 

MS analysis of substrate reduction assays  

In vitro reactions with cardenolide substrates were analyzed by MS1 scan on an Agilent 6410 

Triple Quad LC/MS using electrospray ionization in negative ion mode. The instrument settings were as 

follows: gas temperature (300¡C), gas flow (10 L/min), nebulizer pressure (25 psi), capillary voltage 

(4000 V), fragmentor voltage (250 V) and chamber current (0.1 %A), buffer (0.125 mL/min flow with 

75% methanol with 1 mM ammonium hydroxide), and direct injection (5 %L sample). Cardenolides were 

purchased from Sigma-Aldrich, and dihydrocardenolide standards were obtained through hydrogenation 

of digoxin as previously described (5). For 2(5H)-furanone samples, triplicate in vitro reactions were 

combined after 24 hours and extracted five times with ethyl acetate. The pooled organic fractions were 

concentrated using a rotary evaporator, and samples were resuspended in 300 %L of ethyl acetate. 

Samples were analyzed by high resolution GC-MS by Jennifer Wang at the Small Molecule Mass 

Spectrometry Facility at Harvard University.  2(5H)-furanone and $-butyrolactone standards were 

purchased from Sigma-Aldrich. 
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Chemical similarity analysis 

The chemical similarity of all substrates was assessed using the ChemMine software 

(http://chemminetools.ucr.edu) (68). Substrates were imported into ChemMine in SMILES format. The 

hierarchical clustering tool was used to generate a heatmap visualizing the structural distance matrix 

between each substrate and digoxin.  
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Chapter 5: Future directions and concluding remarks 
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5.1. Conclusions 

Since the early 1980s, the human gut bacterium E. lenta was known to be responsible for 

inactivating the cardiac medication digoxin (1). However, the identity, specificity, and distribution of the 

enzymes responsible for this activity were unknown. We have unambiguously demonstrated that the E. 

lenta protein Cgr2 inactivates cardenolides, including the pharmaceutical agents digoxin and digitoxin, 

which have been used for over two centuries in the treatment of cardiac diseases. Cgr2 is a unique 

flavoprotein reductase that contains oxygen-sensitive [4Fe-4S] cluster(s) and a divergent set of predicted 

active site residues. The failure of bioinformatic analyses to identify this essential [4Fe-4S] cluster 

highlights the need for additional structural and mechanistic studies of the cgr operon and other gut 

microbial enzymes involved in xenobiotic metabolism. Our preliminary mechanistic model for digoxin 

reduction is that Cgr1 and Cgr2 form a membrane-anchored, extracellular complex that mediates electron 

transfer from an unknown electron donor through multiple cytochromes c in Cgr1 to the [4Fe-4S] 

cluster(s) and FAD cofactor in Cgr2. A hydride equivalent is transferred from the reduced FAD cofactor 

to the !," -unsaturated $-butyrolactone group of digoxin (and other cardenolides), followed by proton 

transfer from amino acid residues within Cgr2 to the cardenolide intermediate to yield the therapeutically 

inactive products. 

We have demonstrated that E. lenta strains harboring the cgr operon are widespread in the human 

gut microbiota, which supports the high incidence of dihydrodigoxin production observed clinically (10 - 

35%) (2, 3). Strikingly, the sequences of cgr2 and its associated genes are highly conserved, with only 

two naturally occurring variants. This conservation is perhaps surprising given the strict specificity of 

Cgr2 towards cardenolides, which are ingested at very low concentrations to minimize toxicity in the 

context of cardiac therapy (4, 5). Although we cannot rule out the existence of an unidentified 

endogenous substrate for Cgr2, our results suggest that in a similar manner to intestinal or liver host 

enzymes, gut bacteria may have evolved enzymes that detoxify ingested xenobiotics to maintain host 

health. While it is not clear why the cgr2 gene is maintained in E. lenta strains in the absence of a strong 
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selective pressure, these low abundance bacteria undoubtedly influence drug metabolism and response in 

humans. 

Our results also highlight important considerations that must be addressed in order to accurately 

predict and manipulate gut microbial xenobiotic metabolism, particularly in the context of therapeutics. 

Not only do E. lenta strains vary in the presence or absence of the cgr operon, but we have also identified 

a naturally occurring, single amino acid substitution that causes a dramatic loss of activity in the Cgr2 

enzyme. In addition, dietary factors influence the extent of digoxin metabolism in humans. Moving 

forward, it will be important to more systematically probe the effects of dietary components on cgr+ E. 

lenta colonization and digoxin metabolism, to understand whether polymorphisms in the cgr2 gene lead 

to different pharmacokinetics in humans, and to determine whether digoxin and dihydrodigoxin display 

differential activity towards emerging disease targets of this drug (Section 5.3) (6, 7), (8) (9). 

Finally, our work, which progresses from clinical observation of gut microbial metabolism of a 

pharmaceutical to validation and characterization of the relevant enzymes (1), provides a template for 

identifying the responsible genes, enzymes, and biochemical mechanisms associated with new gut 

microbial metabolic activities. These studies also highlight the promise of such investigations to reveal 

new types of chemistry within the complex gut microbial community. Our study of just one unique, 

clinically relevant gut microbial enzyme has illuminated underappreciated functional diversity within the 

broader flavin-dependent reductases, which are widespread among human-associated microbes. As 

reductive transformations represent a major route by which gut microbes metabolize xenobiotics, these 

unique, putative reductase enzymes provide a promising starting point for identifying additional gut 

microbial-xenobiotic interactions. As human gut microbial metabolism of dietary components and 

pharmaceuticals is increasingly implicated in human health and disease states (10-12), gaining a 

molecular understanding of these metabolic pathways may shape therapeutic interventions and ultimately 

improve human health.  
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5.2. Further mechanistic studies of Cgr proteins 

We have demonstrated that Cgr2 is necessary, sufficient, and specific for cardenolide inactivation 

in cells and in vitro. Using various biochemical and spectroscopic assays, we have learned that Cgr2 is 

dependent on a FAD cofactor and at least one [4Fe-4S] cluster(s), and its activity is stimulated by divalent 

metal cations. Below, we describe additional spectroscopic, structural, and biochemical experiments that 

would augment our mechanistic understanding of Cgr2, as well as the full  Cgr complex.  

 

5.2.1   Metallocofactor characterization 

We determined that Cgr2 contains at least one [4Fe-4S] cluster that is required for both protein 

stability and activity, and that divalent metal cations further augment this activity in vitro (Section 3.3). 

As cysteine thiolates are the most common ligands for [Fe-S] clusters (13, 14), we individually mutated 

all 16 cysteine residues in Cgr2 to alanine and identified six residues that were important for activity, but 

which did not decrease [4Fe-4S]1+ content (Figure 39). Using biochemical assays and EPR spectroscopy, 

we could not distinguish among several possible explanations for this observation: (1) Cgr2 contains 

multiple [Fe-S] clusters, only one of which can be reduced to the EPR-detectable 1+ state; (2) mutation of 

a single [4Fe-4S] cluster ligand may not be sufficient for disrupting cluster formation (15-17); or (3) 

alternative ligands (histidine, aspartate, serine, or backbone amides) may be involved in cluster ligation 

(14). Additional biochemical, spectroscopic, and structural studies are thus needed to establish the ligands 

and stoichiometry of the [4Fe-4S] clusters, determine whether additional Fe-containing metallocofactors 

exist, and understand their roles in Cgr2 structure and/or catalysis. 

EPR spectroscopy was crucial for demonstrating that Cgr2 contains redox-active [4Fe-4S] 

clusters (Figure 36), and this technique may be applied to shed additional light on the catalytic role and 

physiological significance of our in vitro findings. While our EPR experiments were performed on 

purified or reconstituted Cgr2 that was reduced with sodium dithionite, the redox properties of some [Fe-

S] clusters can be altered in the presence of additional cofactors or substrates (18). In preliminary 

experiments, we found that while digoxin did not influence the EPR signal of reduced Cgr2 samples 
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(Figure 66A-B), addition of FAD to this sample led to a time-dependent decrease in the [4Fe-4S]1+ signal 

and a concomitant increase in the semiquinone FAD signal (Figure 66C-D). These preliminary results 

implicate the [4Fe-4S] cluster in transferring electrons to the FAD cofactor in Cgr2. Repeating these EPR 

experiments under single turnover conditions and with appropriate controls would provide more definitive 

evidence that the [4Fe-4S] cluster(s) of Cgr2 play a catalytic role in digoxin reduction. 

 

 

   

Figure 66: Preliminary EPR experiments suggest that the [4Fe-4S] cluster(s) of Cgr2 
transfer electrons to the FAD cofactor. 
EPR spectra of Cgr2 samples that had been reconstituted with 8 equivalents of iron and sulfide 
overnight and reduced with 15 equivalents of sodium dithionite. (A) Samples containing 200 
%M of wild-type Cgr2 and (A) DMF or (B) 400 %M of digoxin had identical EPR signals 
corresponding to [4Fe-4S]1+ clusters. (C) Addition of 1 equivalent of FAD to sample (B) led to 
a decrease in the EPR signal corresponding to [4Fe-4S]1+ cluster(s) and a concomitant increase 
in the FAD semiquinone EPR signal that (D) increased with time. EPR measurements were 
conducted at 10 K, and experimental conditions were microwave frequency 9.38 GHz, 
microwave power 0.2 mW, modulation amplitude 0.6 mT, and receiver gain 40 dB. 
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During our attempts to optimize [4Fe-4S] cluster reconstitution, we discovered that divalent metal 

cations increased the activity of Cgr2 (Section 3.3). In order to characterize these putative metal centers in 

Cgr2, we would need to employ new spectroscopic techniques. Unlike EPR spectroscopy, which detects 

unpaired electrons and is thus only sensitive to particular redox states of [Fe-S] clusters, Mšssbauer 

spectroscopy can provide information about all distinct Fe species within a sample (13). This technique 

relies on the absorption and emission of " rays from solid samples (e.g. frozen protein samples), and is 

commonly applied to detect Fe centers in proteins that have been expressed in 57Fe-enriched media or 

chemically reconstituted with 57Fe reagents (13).  A Mšssbauer spectrum is a composite of signals from 

all distinct 57Fe species (e.g. Fe2/3+, [2Fe-2S]2/1/0+, or [4Fe-4S]3/2/1/0+) in relative proportion to each other 

(13).  Thus, reconstituting wild-type Cgr2 with 57Fe and sulfide would enable us to determine whether 

additional metallocenters are present in the enzyme, or whether Cgr2 binds 57Fe non-specifically. The 

inactive cysteine to alanine point mutants we have previously identified (Figure 39) could similarly be 

reconstituted and analyzed to determine whether they are important for direct ligation of metal centers 

that are not detectable by EPR, including additional [Fe-S] clusters or divalent metal centers. If these 

cysteine residues are not important for metallocofactor binding, additional mutagenesis experiments of 

non-cysteine ligands may be informative.  

 

5.2.2   Structural characterization of Cgr2  

As only two coding mutations have been identified in all cgr2 sequences (Section 2.3), and Cgr2 

does not share conserved active site residues with characterized enzymes (Section 2.2), it is difficult to 

deduce which active site amino acids are essential for Cgr2 activity. Although our mutagenesis studies of 

putative metallocenter binding residues (Figure 39) and the natural Y333/N333 variants (Figure 56) in 

Cgr2 identified several residues that are important for Cgr2 activity, there is a limit to how much we can 

learn about this enzyme through rational mutagenesis studies. We also generated various homology 

models of Cgr2 based on the X-ray crystal structures of the most similar homologs to Cgr2 (generated 

with HHPred modeler; https://toolkit.tuebingen.mpg.de/#/). However, these models contained many 
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unstructured regions and substrate binding pockets that were likely too small to accommodate digoxin. 

Coupled with the low sequence identity of Cgr2 to the structurally characterized enzymes (fumarate 

reductases and ketosteroid dehydrogenases), these models do not provide obvious insights into Cgr2 

structure or activity. Structural studies of Cgr2 would therefore greatly aid our mechanistic understanding 

of digoxin reduction.   

In collaboration with the Rosenberg lab (UCSF) and Dr. Manuel Ortega in the Drennan lab 

(MIT), we attempted to structurally characterize Cgr2 using X-ray crystallography. Crystallization was 

attempted under aerobic and anaerobic conditions using either purified or reconstituted Cgr2 protein, as 

well as a range of buffer conditions (pHs, salts, additives, buffering agents, etc.), FAD concentrations, 

and digoxin concentrations. However, we were unable to obtain reproducible, diffracting Cgr2 crystals. 

While we have not yet identified conditions that lead to Cgr2 crystallization, our screening has by no 

means been exhaustive. We found that [4Fe-4S] cluster reconstitution substantially improved Cgr2 

stability (Figure 35), but our in vitro preps may not be optimally stable. Reconstitution could be further 

improved either in vitro or in vivo through co-expression of Cgr2 with [Fe-S] cluster assembly machinery 

(14). Thermal shift assays can also be used to screen and prioritize additional buffer conditions that 

stabilize Cgr2 (e.g. more acidic pH) (Figure 35B). Several recombinant and chemical modification 

techniques may also facilitate crystallization, including chemical modification of surface residues (e.g. 

methylation of surface lysines) (19), or generation of fusion proteins (e.g. Glutathione-S-transferase or 

MBP) that are more amenable to forming crystal contacts (20, 21). Finally, different protein truncations 

and tagged constructs may further enhance Cgr2 stability and rigidity. Our original crystallization 

experiments were attempted with the Cgr2(Ð48 aa)-Nhis6x construct, which was designed based on the 

predicted cleavage site from the Tat secretion signal. However, Cgr2 is predicted to contain floppy, 

disordered regions at both the N- and C- termini, corresponding to residues 49-66 and 551-560 

(http://dis.embl.de/) (22). Removal of these putative disordered regions could thus enhance protein 

stability and enable crystallization. Although crystallography of Cgr2 has proven challenging, if 

successful, would provide invaluable information that cannot currently be achieved by other techniques. 
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5.2.3   Reconstitution of the full Cgr complex  

While we have demonstrated that Cgr2 is necessary and sufficient for digoxin reduction in a 

heterologous host and in vitro using a chemical electron donor, Cgr1 is likely essential for this metabolic 

activity in E. lenta. The ability to reconstitute the entire cgr operon (Cgr2 and Cgr1) would presumably 

enhance the in vitro activity of Cgr2. Although expression of cytochromes c from (generally Gram-

negative) bacteria and eukaryotes has been successful in E. coli (23, 24), we were unable to observe 

overexpression or heme c incorporation into Cgr1. This lack of expression could be due to an 

incompatibility between the cytochrome c maturation factors of E. coli (Òsystem IÓ) and cytochromes c 

enzymes from Gram-positive organisms, whose heme groups are normally installed with ÒSystem IIÓ 

enzymes (25). While we also did not observe protein production in the Gram-positive host R. 

erythropolis, Cgr1 overexpression may be more fruitful in other heterologous hosts such as Shewanella 

oneidensis (26, 27) or Wolinella succinogenes (28) which utilize System II to endogenously and 

heterologously produce high titers of multi-heme cytochromes c.  

Ideally, Cgr proteins could be overexpressed and isolated from E. lenta. As genetic manipulation 

is not currently possible, Cgr proteins would have to be natively purified from E. lenta cells grown in the 

presence of digoxin. However, this may prove challenging as E. lenta is slow growing and it is difficult to 

achieve high cell densities, especially under conditions in which the cgr operon is transcribed (low L-

arginine). Alternative growth medias or conditions may be tested, including fermentation or growth in the 

presence of formate, which was essential for E. lenta metabolism of epigallocatechin (29), and which has 

been shown to accelerate E. lenta growth in the context of other xenobiotics (Vayu Rekdal). Assuming 

that the Cgr proteins form a high-affinity complex, recombinant Cgr2-Nhis6x may alternatively be used 

to pull down and purify Cgr1 from E. lenta cells. Ultimately, access to the full Cgr complex would enable 

more accurate mechanistic studies of digoxin metabolism by E. lenta.  
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5.3. Additional  factors that may influence the clinical efficacy of digoxin  

Prior to our work, only one cgr2+ E. lenta strain had been sequenced and linked to digoxin 

metabolism (30, 31). In collaboration with the Turnbaugh lab, we tested an expanded E. lenta library and 

identified 7 new cgr2+ strains with remarkable sequence conservation (only 2 amino acid variants) and the 

ability to produce dihydrodigoxin in culture (Figure 28). In addition, 14 cgr2 sequences were 

reconstructed from human gut metagenomes, and only encoded one polymorphism (Y333/N333) (Figure 

29). Although our analysis of 28 cgr2 sequences demonstrates that this gene is highly conserved at the 

amino acid level, examination of larger E. lenta collections and metagenomes may reveal additional 

genetic diversity that exists within the cgr operon. Beyond expanding our analyses to a larger sample size, 

it will be interesting to assess the prevalence and conservation of cgr2 across different cohorts. For 

example, if the cgr operon confers a fitness advantage to E. lenta strains in humans, one would expect to 

see higher levels of cgr+ E. lenta in cardiac patients receiving digoxin treatment relative to patients taking 

other medications, or to healthy individuals. In addition, as distinct diets are associated with variable 

levels of dihydrodigoxin production in vivo, comparing cgr levels in the microbiotas of individuals 

consuming different foods will  help clarify whether particular diets impact E. lenta colonization or affect 

regulation of cgr genes. 

While we have shown that cgr2 is a reliable biomarker for digoxin production by E. lenta strains, 

additional questions must be addressed before this gene can be used as a clinical biomarker. Several 

studies have shown that digoxin-metabolizing strains of E. lenta are present in the gut microbiotas of 

individuals that do not produce dihydrodigoxin in vivo (32, 33). While dietary factors likely explain some 

of these discrepancies, cgr+ E. lenta colonization levels may also affect the extent of digoxin metabolism 

observed in humans. A direct comparison of colonization levels with dihydrodigoxin production in 

patients and in controlled animal studies will thus help to determine the threshold of cgr+ E. lenta 

required to impart a clinically relevant level of metabolism. Animal models will also be useful in 

establishing whether the Y333 and N333 variants of Cgr2 lead to physiologically distinct outcomes in 

vivo. Although Cgr2 N333 was less active than Cgr2 Y333 towards digoxin in culture and in vitro, it 
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remains to be seen whether this observation will  translate to different digoxin pharmacokinetics in vivo. 

These studies will help to establish the degrees of sensitivity (threshold) and accuracy (nucleotide-level 

precision) required to use cgr2 as a clinical biomarker for digoxin inactivation. 

Finally, it will be important to determine how microbial metabolism affects the utility of digoxin 

in non-cardiac indications (Section 1.4.2), including cancer, HIV, and autoimmune diseases (6-9, 34). In 

some of these therapeutic contexts, digoxin is thought to mediate a beneficial response through inhibition 

of Na+/K+ ATPases, which activates downstream signaling pathways (9). However, isoforms of this 

enzymes are differentially expressed in particular tissues or disease states (35, 36) (37) and can activate 

different host responses. Although dihydrodigoxin is consistently less potent than digoxin, these 

compounds do not have the same binding affinities across all Na+/K+ ATPase isoforms (35). In addition, 

digoxin has been shown to interact with and inhibit new targets, including the transcription factor ROR$t 

which mediates autoimmune and inflammatory responses (8), DNA double strand break (DSB) repair 

proteins (34), and the transcription factor HIF-1! which is overexpressed in many cancers (6). In light of 

the renewed interest in digoxin therapy, it will be critical to assess the efficacy of both digoxin and its 

microbial metabolite towards the relevant Na+/K+ ATPase isoforms (37) or new targets (8, 34) in these 

disease contexts. 
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5.4. Examining the broader relevance of gut microbes to pharmaceutical metabolism 

The human gut microbiota is currently known to transform over 50 pharmaceuticals spanning 

many indications and host targets into metabolites with altered pharmacological properties (10, 38). 

However, the examples of xenobiotic metabolism surveyed in Section 1.3 likely represent a small fraction 

of the transformations taking place in this microbial community. The human gut microbiome encodes a 

broad diversity of enzymes, many of which are exclusively microbial, thus expanding the repertoire of 

metabolic reactions occurring within the human body. Although clinical studies have revealed marked 

interindividual variability in these microbial transformations (39, 40), most of these reactions have 

incompletely understood consequences. However, gut microbial xenobiotic metabolites are known to 

have altered bioactivity, bioavailability, and toxicity, and can interfere with the activities of human 

xenobiotic-metabolizing enzymes to affect the fates of other ingested molecules (Section 1.3). Despite the 

diverse and physiologically significant consequences of these modifications, relatively few mechanistic 

details are known. The future challenges lie in identifying the relevant microorganisms, genes, and 

enzymes involved in both known and currently unappreciated metabolic pathways involving 

pharmaceuticals, elucidating the effects of this chemistry on both host and microbiota, and assessing the 

presence and variability of these pathways within the human population. 

 

5.4.1   Strategies and considerations for discovering new gut microbial-xenobiotic interactions 

As discussed in Section 1.3, most examples of gut microbial drug metabolism have associated 

individual activities with the whole gut community. Such transformations were identified as early as the 

1950s in humans, animal models, fecal samples, and individual microbes. In these studies, changes in 

metabolism in the absence of microbes (e.g. germ-free animals) or upon microbial perturbation (e.g. 

antibiotic treatment or dietary modulation) indicated the gut microbiotaÕs involvement in xenobiotic 

processing (Figure 67) (38, 41). A central challenge moving forward is to connect these examples of gut 

microbial drug metabolism to specific organisms, genes, and enzymes. This knowledge will enable us to 

understand the extent to which metabolism varies among individuals, the mechanisms by which these 
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microbial activities influence human biology, and how we may rationally manipulate these reactions to 

improve human health. Surveys of human gut isolates, such as Human Microbiome Project (HMP) 

reference strains (42) or culturing from human fecal samples can identify individual organisms with 

metabolic capabilities of interest. Examining intact communities using approaches like stable isotope 

probing, fluorescence in situ hybridization, and imaging mass spectrometry, can also be used to detect 

individual cells that metabolize particular compounds (43). Coupled with single cell genomics, these 

methods may aid investigations of xenobiotic-processing activities associated with gut microbes that are 

challenging to cultivate (44).  

 

 

 

 

   

Figure 67: Approaches to linking the gut microbial community to drug metabolism. 
The gut microbiota is implicated in drug metabolism when novel metabolites are detected in 
patients, animals, or microbial communities that were subject to microbial perturbations, such 
as dietary or antibiotic interventions.   
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Both traditional approaches (chemical or transposon mutagenesis and activity-guided protein 

purification) and more recent strategies (rational genome mining, comparative genomics, RNA-Seq, and 

functional metagenomics) may be used to link microbial metabolic activities with genes (31, 45, 46). 

However, a lack of genetic tools for many gut microbes and the narrow range of heterologous hosts 

available for functional characterization still limit progress toward this objective. An appreciation of the 

chemical reactivity required for xenobiotic degradation is thus vital for informing genome and 

metagenome mining, as well as interpreting and rationalizing results from other methods. Microbes in 

which enzymes and metabolic pathways are better studied, including pathogens and environmental strains 

involved in bioremediation (47), may also offer clues to support microbiota-focused discovery efforts. 

Metabolomics can also play a key role in illuminating currently unappreciated activities, either 

through surveying individual gut isolates for their ability to consume various xenobiotics or through 

studying more complex systems, including human fecal samples, model organisms, and patients (48-50). 

These latter endeavors are critical, as metabolic processes in this community may depend on other 

microbial and host activities (51, 52). Metabolomics experiments may also enable better characterization 

of complex ingested substances (dietary components, herbal supplements, and traditional medicines), to 

reveal new substrates for gut microbial metabolism, and assess the influence of these components on the 

metabolism of pharmaceuticals.  

Finally, deciphering how gut microbial transformation of xenobiotics affects host health will 

require integrating clinical studies with mechanistic experiments in model systems and organisms. Data 

from patients will be particularly important for identifying connections between microbial xenobiotic 

metabolism and host biology. Existing epidemiological studies linking diet or xenobiotic exposure to 

health outcomes may be reexamined with gut microbial participation in mind, and new or ongoing clinical 

studies should incorporate the gut microbiota as a key element of study design. Integrating -omics 

methods (metabolomics, proteomics, genomics, transcriptomics) (50, 53) into these efforts will help to 

connect xenobiotics, microbial functions, and host health. Such studies will require identification of 

microbial genes and/or metabolites that are reliable, diagnostic markers for the activities of interest.   
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5.4.2   Moving from clinical observation to biomarkers of drug metabolism  

With recent advances in sequencing, culturing, genetic, computational, and analytical techniques 

(54-57), scientists are now poised to identify and characterize the gut microorganisms, genes, and 

enzymes that influence human health. The studies presented in this thesis provide a roadmap for 

discovering and mechanistically characterizing novel gut microbial-xenobiotic interactions, which may be 

selected and prioritized from the catalog of known clinically relevant examples (Section 1.3), or from 

newly identified metabolites of drug candidates (Section 5.4.1). Isolation of individual xenobiotic- 

metabolism strains is a crucial first step towards uncovering the genetic and biochemical bases of these 

transformations. Starting from complex microbial communities (e.g. human fecal samples), individual 

strains can be selectively enriched (58, 59) or isolated (1) to enable screening and identification of 

microbes that metabolize a xenobiotic of interest. The observation that many xenobiotic-processing or 

transporting genes are only upregulated in the presence of substrate can be leveraged to identify 

xenobiotic-metabolizing genes. For example, RNA-seq (31) or native protein purification (58) can be 

performed on metabolizing strains grown in the presence or absence of a drug to identify genes or 

enzymes that are likely to be involved in substrate processing. Genetic and/or heterologous expression 

techniques can then help to validate the role of the identified genes and enzymes in drug metabolism. 

Finally, the responsible genes can serve as candidate biomarkers to probe the distribution and potential for 

drug metabolism in human samples or in relevant clinical populations.  

 

5.4.3   Incorporating gut  microbial metabolism into drug design and development   

Elucidating the molecular basis for gut microbial xenobiotic metabolism and the mechanisms by 

which these activities influence host biology holds enormous promise for improving human health. Such 

information will not only help to predict how individual subjects will metabolize ingested compounds, but 

will also be critical for developing approaches to control these activities. Such techniques could become 

an instrumental part of drug design and development, as well as personalized medicine.   
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It is possible that the idiosyncratic toxicity and lack of efficacy that derail approved drugs (60, 

61) and many late-stage clinical candidates may arise from gut microbial metabolic activities present in a 

fraction of subjects. Such processes may be identified earlier in development by screening for microbial 

metabolism. Just as assays with panels of cytochrome P450s and hepatocytes can identify likely human 

metabolites of current drug candidates, screening fecal samples, gut microbial isolates, or collections of 

microbial enzymes could reveal additional modifications that alter efficacy or toxicity (Figure 68A) (62, 

63). While this type of screening has not been widely adopted, several pharmaceutical companies have 

begun to incorporate microbiota screening (e.g. with human fecal suspensions) into the drug development 

process to identify novel microbial metabolites of drug candidates (63-65). 

 

 

 

Figure 68: Incorporating microbial  metabolism into drug discovery and development. 
(A) Microbial samples from patients may be incubated with drug candidates to identify and 
prioritize novel metabolites for further characterization. (B) Functional groups that are prone 
to gut microbial metabolism may be removed or replaced by bioisosteres to limit metabolism 
in humans, or (C) incorporated into prodrug scaffolds to afford selective activation in the GI 
tract and limit side effects in peripheral organs. 
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Understanding which functional groups are prone to microbial metabolism would also allow 

medicinal chemists to avoid these structural features or to replace reactive functionality with resistant 

bioisosteres, analogous to common drug modifications (e.g. fluorination) that limit metabolism by 

cytochrome P450s (Figure 68B) (66). Alternatively, these microbially labile functional groups can be 

leveraged to generate prodrugs that are selectively activated within the GI tract, potentially reducing 

systemic side effects (Figure 68C) (67, 68). Gut microbial enzymes that mediate harmful metabolic 

activities may also represent new classes of drug targets (69, 70).  

 

 

 

 

Figure 69: Biomarkers of microbial drug metabolism can inform clinical trial design and 
personalized medicine.  
(A) The presence of gut microbial drug-metabolizing genes (e.g. in patient fecal samples) may 
be used as a criterion for patient enrollment or exclusion from clinical trials. (B) Patients 
harboring drug-metabolizing microbiotas may be prescribed alternative drugs. 
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Knowledge of gut microbial drug metabolism may also inform clinical trial design, allowing for 

selection of patients based on the presence or absence of particular activities and potentially improving 

outcomes (Figure 69A). Finally, an understanding of how the gut microbiota transforms drugs could 

shape clinical practice by allowing physicians to screen for detrimental or beneficial activities in order to 

prescribe the optimal medications (Figure 69B). The use of microbial genes as biomarkers would be 

analogous to Òmolecular typingÓ of tumors, which has caused a paradigm shift in the administration of 

cancer therapeutics (71).  Although we are undoubtedly far from understanding the full metabolic 

potential of human associated microbes (72), continued research in this field can uncover novel 

chemistry, shed light on complex host-microbial evolutionary interactions, and influence drug 

development and design to ultimately improve human health. 
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5.5. Experimental 

EPR spectroscopy of Cgr2 in the presence of digoxin and FAD 

Samples were prepared in 50 mM HEPES, 100 mM NaCl, pH 8 under oxygen-free conditions in 

an anaerobic glovebox (Mbraun). Measurements were performed on wild-type Cgr2 that had been 

reconstituted with 8 equivalent of Fe and S overnight as described in Section 3.8. Samples 1 and 2 

corresponding to Figure 66A and Figure 66B contained 200 %M Cgr2 and either 1.5 % (w/w) DMF or 

400 %M digoxin in DMF (2 equivalents), respectively. Each sample was reacted with an excess of sodium 

dithionite (15 equivalents) for 20 minutes at 22 ¡C. Samples (250 %L) were loaded into 250 mm length, 4 

mm medium wall diameter Suprasil EPR tubes (Wilmad LabGlass) and frozen in liquid N2 under oxygen-

free conditions. EPR spectra were acquired on a Bruker E500 Elexsys continuous wave (CW) X-Band 

spectrometer (operating at approx. 9.38 GHz) equipped with a rectangular resonator (TE102) and a 

continuous-flow cryostat (Oxford 910) with a temperature controller (Oxford ITC 503). The spectra were 

recorded at 10 K, using a microwave power of 0.2 mW, a modulation amplitude of 0.6 mT, a microwave 

frequency of 9.38 GHz, a conversion time of 82.07 ms, and a time constant of 81.92 ms. 

After recording the EPR spectrum of sample 2 (from above), the EPR tube was brought back into 

the anaerobic chamber and allowed to thaw at 22 ¡C. 50 %L of 1 mM FAD was added to the EPR tube 

and flicked to mix. The 300 %L reaction containing 2 equivalents of digoxin (333 %M) and 1 equivalent of 

FAD (167 %M) was capped and refrozen in liquid N2 approximately 1 minute after addition of FAD 

(Figure 66C). The EPR spectrum was recorded as described in the previously described, and then brought 

back into the chamber. After thawing, the tube was inverted several times and incubated for 

approximately 20 minutes at 22 ¡C. The tube was frozen again, and a final EPR spectrum was recorded as 

previously described (Figure 66D). 
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