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Abstract

The development of increasingly sensitive scanning techniques has enabled valuable

insights into the physics of interacting condensed matter systems. Recently a new

kind of local probe based on Nitrogen-Vacancy (NV) centers in diamond has emerged

as a powerful magnetic imaging platform. The NV center has been used for a variety

of local measurements including measurements of magnetic fields[1], imaging of single

electron spins with nanometer resolution[2], magnetic resonance detection of single

nuclear spins[3], as well as measurements of temperature[4] and electric fields[5]. How-

ever, imaging an a priori unknown static magnetization structure using a NV center

magnetometer is inherently difficult because infinitely many magnetization patterns

can produce identical local magnetic fields. In this work I use a scanning NV center

magnetometer to image topologically non-trivial magnetization patterns in stacks of

thin magnetic films, in which skyrmions had been predicted[10]. I will summarize the

details of the experiment crucial to obtaining these data as well as our method for

extracting the underlying magnetization structure. As a result of this experiment, we

discover a never-before observed type of skyrmion tube whose structure rotates from

top to bottom, which has since been confirmed by another technique[11].
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Chapter 1

Introduction

Scanning experiments have played an essential role in the advancement of con-

densed matter over the last few decades. Among the most notable success stories

is spin-resolved scanning tunneling microscopy, which has enabled physicists to de-

tect single electron spins[12] and assemble magnetic atoms into arbitrary structures

to probe and manipulate their interactions[13]. A scanning single-electron transistor

has been used to image localized quasiparticle states, which do not contribute to the

electronic transport in the fractional quantum Hall regime[14]. Scanning magnetom-

etry techniques have been successfully used to supplement transport measurements

with additional spatial information. For example, a scanning superconducting quan-

tum interference device was used to image two-dimensional current patterns in HgTe

quantum wells and unambiguously differentiate between bulk conduction and edge

conduction in the quantum spin Hall state[15]. A scanning Nitrogen-Vacancy (NV)

center has been used to image current flow patterns in graphene[16].

While reconstructing two-dimensional current patterns from maps of magnetic

1
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fields is a well-established technique[17], reconstructing magnetization patterns from

their magnetic fields is significantly more difficult because in general infinitely many

solutions exist[18]. In this thesis we aim to demonstrate, despite these limitations,

the promise of scanning NV magnetometry when applied to the study of nanoscale

magnetization structures in condensed matter.

1.1 Introduction to Nitrogen-Vacancy center mag-

netometry

The NV center is a substitutional defect in a diamond lattice possessing an effective

S = 1 spin degree of freedom, which can be initialized, controlled and read out

optically. Because it retains its spin coherence properties across a wide range of

temperatures and can be integrated into a robust diamond nanostructure, this color

center has emerged as a promising platform for nanoscale magnetic sensing[19, 20].

Some of the unique advantages of the NV center are listed below:

• Atomic-sized sensor of magnetic fields. Because of the spatial confine-

ment of its local spin density to a volume below 1 nm3 (see Ref. [21]), a NV

center in diamond is effectively a point-like sensor of magnetic fields. This is

in contrast to techniques such as nano-SQUID, another promising local mag-

netometry technique, which is capable of measuring magnetic flux through a

75 nm diameter area[22]. The NV center’s spatial resolution is usually limited

by its distance to the sample being measured.
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• Optical initialization and readout. The NV center’s S = 1 spin degree of

freedom can be read out optically by measuring the NV photoluminescence, as

will be explained in Chapter 2. Furthermore, under continuous optical excita-

tion the NV spin state will decay to the ms = 0 spin state, thus enabling spin

state initialization[23].

• Coherence in a wide range of temperatures and magnetic fields[6, 7,

8, 9]. In this work I will report magnetometry results at room temperature

as well as a new experimental setup for scanning magnetometry at cryogenic

temperatures.

• Broad frequency range. The NV center can be used to measure both DC

and AC magnetic fields with frequencies as high as 115 GHz[9]. The NV center

also offers in principle arbitrary frequency resolution when a lock-in measure-

ment is carried out synchronously over multiple re-initializations of the NV spin

state[24, 25].

• Non-invasive sensing. The NV center’s magnetic moment is very weak com-

pared to a typical magnetic tip used in magnetic resonance force microscopy[26],

another promising technique capable of detecting a single electron spin. Fur-

thermore, due to diamond’s chemical inertness the NV center can be put in close

contact with many different samples including living cells and organisms[4, 27].

A scanning NV center has been used to perform nanoscale measurements of temperature[4],

electric fields[5], as well as oscillating magnetic fields from precessing spins in nu-

clear magnetic resonance (NMR) and magnetic resonance imaging (MRI)-type ex-
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periments. Notable examples include imaging a single electron spin with 1 nm

resolution[2], detecting a single nuclear spin[28] and an ensemble of nuclear spins

in a very small (1 picoliter) sample with unprecedented frequency resolution of about

3 Hz[24, 25]. An overview of the NV center’s achievements in condensed matter mag-

netometry to date can be found in Ref. [29]. In this work I will focus on the scanning

NV center as a probe of DC magnetic fields produced by static magnetization patterns

in condensed matter systems.

In the last few years NV magnetometry has started to emerge as a scanning

probe for condensed matter phenomena. Examples of systems studied by scanning

NVs include two-dimensional current patterns in graphene[16], domain walls in a

ferromagnetic material[30] and vortices in superconductors[6]. When applied to static

magnetization distributions, the technique has fundamental limitations, which I will

discuss in Chapter 2, because the NV center measures magnetic fields produced by the

sample magnetization rather than probing the magnetization directly. The majority

of NV studies of magnetic structures to date have started with a proposed model and

then fit the measured magnetometry data to it[30, 31]. In this work we attempt to

go in the opposite direction, starting with the scan data and very few assumptions

(e.g. that there is no magnetization outside of the magnetic material) and work to

extract as much information as possible about the underlying magnetization pattern

(see discussion in Chapter 5). We discover a new type of twisted skyrmion structure

present in magnetic thin film multilayer stacks at room temperature, which has since

been confirmed by another independent experiment using circular dichroism in X-ray

magnetic scattering [11].
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1.2 Structure of the thesis

This thesis has the following structure: I will introduce and briefly motivate the

properties of the NV center, which enable us to perform scanning magnetometry,

in Chapter 2. The details of integrating of the NV center into a scanning setup

and performing measurements on a magnetic sample will be covered in Chapter 3.

Since previous dissertations[32, 33] from our group have already introduced the room-

temperature scanning NV setup and diamond fabrication procedures, I will focus in

particular on new aspects of the experiment which I developed in order to image

magnetic films. In Chapter 4 I will summarize the data taken in the effort to im-

age a room-temperature thin-film skyrmion. Finally, Chapter 5 will explain how to

narrow down the number of possible magnetization structures compatible with the

data and use a single magnetometry scan to not only solve for three components of

sample magnetization, but also infer information about the depth dependence of the

magnetization structure.



Chapter 2

Nitrogen-Vacancy center as a

magnetometer

The NV center has a few key properties which make it an attractive candidate for

scanning magnetometry, which are summarized in Fig. 2.1. The center consists of a

substitutional Nitrogen atom in a diamond lattice located next to a Carbon vacancy

(see sketch in Fig. 2.1a). In this work I will only discuss the NV−, the negatively

charged NV center, as opposed to the neutral NV 0 defect[34]. The electronic ground

state of the NV− center possesses a S = 1 electronic spin. The center’s promise as a

magnetometer lies in the possibility to optically initialize and read out its electronic

spin state, which will be explained later in this chapter. As indicated schematically

in Fig. 2.1b, the NV spin states differ in the number of photons emitted under

optical excitation: the state with |ms = 0〉 is brighter than states with |ms = ±1〉.

We can measure the energy splittings between different spin states by performing an

Electron Spin Resonance (ESR) experiment[35]. We will record the NV photolumines-

6
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cence (PL) under continuous optical excitation while applying an external oscillating

magnetic field of variable frequency. When the drive frequency matches an energy

splitting between |ms = 0〉 and one of the states with |ms = ±1〉, the spin state will

undergo oscillations between these states leading to a reduction in NV PL on aver-

age. An example of such a measurement indicating a spin transition near 2.45 GHz

is plotted in Fig. 2.1c. Finally, in order to turn the NV center into a scanning sensor

we can fabricate a scanning probe around a single NV center thanks to diamond’s

mechanical robustness and compatibility with nanofabrication techniques[36, 37].

N

V ν1

|ms = −1〉

|ms = 0〉

(a) (b)

(d)(c)

1.5 µm

Figure 2.1: Summary of the NV center properties relevant to scanning magnetometry.
Panel (a) shows a sketch of the NV center in the diamond lattice. Depending on the
electronic spin state of the center, it will emit a different number of photons under
continuous excitation, as indicated in sketch (b). To measure the energy difference
between different spin levels, we can collect NV fluorescence while applying an ex-
ternal radio-frequency (RF) magnetic field of varying frequency. When the applied
frequency matches the energy splitting, we observe a change in fluorescence. An ex-
ample of such a measurement is shown in plot (c). The diamond crystal surrounding
the NV center can be etched to form a scanning tip, as seen in a scanning electron
microscopy image (d).



Chapter 2: Nitrogen-Vacancy center as a magnetometer 8

2.1 Electronic structure of the NV center

We can gain an intuition for the NV electronic structure by considering its spa-

tial symmetries (see for example Ref. [38] for a full derivation or Ref. [39] for a

brief summary). It is widely believed that the NV electronic structure is formed by

four dangling bonds: one from the substitutional Nitrogen atom and three from sur-

rounding Carbon atoms (see Fig. 2.2)[39]. We will denote these orbitals by n, c1, c2,

and c3 correspondingly. The center belongs in the C3v crystallographic symmetry

group (three-fold rotation symmetry about a vertical axis). This group has three

irreducible representations (IR’s): two rank-one IR’s and one rank-two IR. Applying

projection operators to the dangling bonds n, c1, c2, c3 yields four molecular orbitals

which transform like the IR’s of the group.

The NV center is believed to contain six bound electrons, which is two electrons

short of the eight electrons needed to fill all available orbital and spin states. Thus the

problem can be restated in terms of two holes instead of six electrons. The eigenstates

and degeneracies can be obtained from the irreducible representations of the direct

product C3v × C3v. Finally, complete two-hole eigenstates can be constructed by

enforcing that the full wavefunction be anti-symmetric. The resulting states can be

found in Refs. [38, 40]. A schematic of the state structure, focusing only on the states

relevant to this work, is shown in Fig. 2.3.

The ground state is a spin triplet with |ms = 0〉 state split from |ms = ±1〉 states

by D, the zero-field splitting. The |ms = ±1〉 states can be further Zeeman-split in

presence of an external magnetic field. An optical transition between the ground state

and the lowest excited state triplet has a wavelength of 637 nm, but can be excited by
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(a) (b) (c)

Figure 2.2: A schematic representation of the symmetries of the NV center. In
sketch (a) spheres represent Nitrogen and Carbon atoms, and lines represent dangling
bonds. The symmetry group of the NV center contains the following operations: three
reflections about vertical planes and two rotations by 2π/3. The reflection planes are
indicated by dashed lines in (b), and are labeled by σv, σ

′
v and σ′′v . The rotations are

labeled by C±3 in panel (c).

a broad range of optical frequencies due to phonon broadening of the NV states[39].

In this work we excite the NV optical transition with a 532 nm laser, which allows

us to separate the excitation photons from the emitted photons by their color.

The optical initialization and readout mechanism relies on one crucial property:

states with |ms = 0〉 will cycle between ground and excited orbital states under

optical excitation, while states with |ms = ±1〉 have a small probability of cross-

ing into the singlet states via spin-orbit interaction and subsequently decaying into

|ms = 0〉. Because transitions into and out of the single states are non-radiative,

states with |ms = ±1〉 will emit fewer photons and eventually decay into |ms = 0〉
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Triplet 

states

Singlet 

states

|ms = 0〉

|ms = 1〉
|ms = −1〉

|ms = 0〉

|ms = 1〉
|ms = −1〉

Figure 2.3: The NV level structure. For simplicity, only the states relevant to our
work are shown. The transitions between the ground and excited triplet states are
spin-conserving. Solid red arrows indicate transitions which involve an absorption or
emission of a photon, while transitions indicated by dashed lines are non-radiative.

under continuous optical excitation, thus providing both an initialization and readout

mechanism[41].

2.2 NV center in an external magnetic field

To solve for the NV center spin state in external magnetic field, we need to take

into account the following: Zeeman splitting between the |ms = ±1〉 states and the

zero-field splitting which lifts both |ms = ±1〉 states in energy above the |ms = 0〉

state. For the purpose of this work, the NV center can be effectively modeled by the

following Hamiltonian[8]:

H = γ (BxSx +BySy +BzSz) +DS2
z , (2.1)

where γ = 2.8025 MHz/G is the gyromagnetic ratio of the NV center spin measured

experimentally on one of the NV centers used in this work, D represents the zero-
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field splitting between |ms = 0〉 and |ms = ±1〉 states, and we have assumed for

simplicity that the NV center’s quantization axis points along the z-direction. Thus,

Bz is the component of the external magnetic field along the NV axis, while (Bx, By)

are perpendicular to it. (Sx, Sy, Sz) are the spin-1 Pauli spin matrices. In order to

stay consistent with the notation in the rest of our work, we rewrite Bz as B‖, and

(BxSx +BySy) as B⊥ · S⊥:

H = D(Ŝ‖)
2 + γB‖Ŝ‖ + γB⊥ · Ŝ⊥. (2.2)

To measure the external magnetic field along the NV axis, we examine the energy

ν1
ν2

|ms = −1〉

|ms = 1〉

|ms = 0〉

∆ν

Figure 2.4: An illustration of the notation we use to describe energy splittings between
the |ms = 0〉 level and the |ms = ±1〉 levels.

splittings between the NV spin states |ms = 0〉 and |ms = ±1〉. Our notation for

two frequencies associated with these spin transitions is shown schematically in Fig.

2.4. In the presence of magnetic fields perpendicular to the NV axis, NV spin states

will get mixed. However, at small perpendicular fields we will continue to refer to ν1

as the transition frequency between the mostly |ms = 0〉 and the mostly |ms = −1〉

state, and ν2 between mostly |ms = 0〉 and |ms = 1〉.
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Diagonalizing Eq. 2.1 leads to energy splittings plotted in Fig. 2.5. In the

case of a field parallel to the NV axis, we observe a linear shift in ν1 and ν2 in

opposite directions. If an external B⊥ is applied while B‖ is kept constant, both

ν1, ν2 increase. The values of ν1, ν2 can be used to extract the magnitude of B⊥,

the external perpendicular field, but not its direction. Furthermore, the effect of B⊥

on ν1,2 is second-order at small values of B⊥, leading to a much lower sensitivity

compared to the measurement of B‖, given the same amount of uncertainty in the

measurement of ν1,2.

0 50 100 150 200
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3000

3200

3400

0 50 100 150 200
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2800
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3200

3400

ν
(H
z)

ν
(H
z)

B‖ = 100 Gauss

B⊥ = 0

B⊥ (Gauss)

B‖ (Gauss)

(a)

(b)

ν1

ν2

ν1

ν2

Figure 2.5: Frequencies associated with NV center spin transitions in presence of
variable external magnetic fields. (a): ν1, ν2 as function of externally applied B‖ in
the absence of any B⊥. (b): ν1, ν2 as function of B⊥, which is applied in addition to
a fixed B‖ = 100 Gauss.
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2.2.1 Effect of magnetic fields on NV photoluminescence

When B⊥ in the excess of a few tens of Gauss is applied, the NV spin states

become mixed, leading to a reduction in NV PL. This process can be modeled using

a straightforward state transition rate model found in Ref. [42]. The fraction of

remaining NV PL as function of applied B‖ and B⊥ is plotted in Fig. 2.6. In addition

to the PL alone, the contrast of an ESR measurement is also reduced because of the

mixing of the levels. This leads to a significant limitation of NV magnetometry: it is

very difficult to measure samples producing over 150 Gauss of field perpendicular to

the NV axis.

B‖ (Gauss)

B
⊥

(G
au

ss
)

Figure 2.6: Simulated NV center fluorescence as function of magnetic fields parallel
and perpendicular to the NV center axis.

In the intermediate regime of over a few tens of Gauss, this PL reduction can

be used as a fast qualitative imaging mode. By recording PL while scanning over a

sample we can get an indication of the domains in the sample. This imaging mode is

similar to magnetic force microscopy[43] but can offer higher spatial resolution, and

has negligible effect on the magnetization in the sample. For example, Fig. 2.7 shows

a PL map of a micron-sized magnetic dot hosting a few striped domains. While this
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image does not provide quantitative information about the magnetic structure in the

sample, it does reveal approximately periodic parallel domains.
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Figure 2.7: A map of NV PL while scanning over a thin magnetic disc reveals a
multidomain state.

2.2.2 Quantitative sensing of magnetic fields

The NV center allows us to precisely measure magnetic fields parallel to its quan-

tization axis. In this work we use [100]-cut diamond substrates. Out of four possible

orientations, we choose NV centers whose axis lies in the zx-plane tilted from the

z-axis by an angle θNV = arccos(1/
√

3). A typical magnetometry scan will record the

upper (ν2) and lower (ν1) NV resonance frequencies at each point in space. We can

solve for B‖ and B⊥ from measured ν1, ν2 using the following equations[44]:

B‖ =

√
−(D + ν2 − 2ν1)(D + ν1 − 2ν2)(D + ν1 + ν2)

3γ
√

3D
, (2.3)

B⊥ =

√
−(2D − ν2 − ν1)(2D + 2ν1 − ν2)(2D − ν1 + 2ν2)

3γ
√

3D
. (2.4)

2.2.3 Reconstruction of the field components

We measure the stray field B‖(ρ, d) in a plane at a distance d from the magnetic

surface, where ρ is a two-dimensional vector describing the position of the NV in
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the xy - plane (see Fig. 2.8 for an illustration of our coordinate system). At the

probe position the stray field is curl-free, and thus can be expressed in terms of a

magnetostatic potential φM [45, 46]:

B = −∇φM(ρ), (2.5)

where the three components of the B vector are spatial derivatives of a scalar function.

This is a hint that different components of the magnetic field are in general not

independent[18, 45]. Our measurement scheme provides further opportunities for

simplifying assumptions since the only sources of magnetic field are located in a 2D

plane parallel to the scanning plane of the NV. We find it useful to take a 2D Fourier

transform of the measured magnetic field B(ρ, d) [44]:

B(k, d) =

∫ 2π

0

∫ ∞
0

B(ρ, d)e−ikρ cos(φ−φk)ρdρdφ. (2.6)

The vectors ρ and k are 2-dimensional vectors in real and reciprocal space re-

Figure 2.8: An illustration of the coordinate system used in this work. The sketch
depicts an NV center in a [100]-cut diamond pillar. The NV quantization axis lies in
the zx-plane tilted from the vertical by θNV = 54.7◦. The NV has a distance d from
the surface of the magnetic material of thickness t.

spectively, forming angles φk and φ with the x-direction (see a schematic drawing
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in Fig. 2.8). As derived in Ref.[44], when the stray field is produced by a sheet

of magnetic dipoles distributed over a thickness t and with local magnetization

Msm(ρj) = Ms[mx(ρj),my(ρj),mz(ρj)], the stray field can be written in momen-

tum space as:

B(k, d) = D(k, d)m(k), (2.7)

where D(k, d) is a traceless symmetric kernel matrix:

D(k, d) =
µ0Ms

2
(e−dk − e−(d+t)k)


− cos2(φk) − sin(2φk)

2
−i cos(φk)

− sin(2φk)
2

− sin2(φk) −i sin(φk)

−i cos(φk) −i sin(φk) 1

 . (2.8)

We account for the finite size film thickness t by assuming the local magnetization

vector m(ρj) to be constant through the magnetic film thickness and therefore inte-

grating that dimension out. Ms is the nominal, space-independent, saturation mag-

netization of the magnetic film. The validity of this assumption will be addressed

further in Chapter 5.

From Eq. (2.8) we can immediately realize that the rows of the matrix D(k, d)

are multiples of each other, and therefore the matrix is not invertible. This means

that, given all three components of B, we cannot solve for m. It also means that we

may be able to obtain all three components of B from a measurement of the field

along just one axis (in our case, NV axis).

Given a 2D Fourier transform of a magnetometry scan, B‖(k, d), we can solve for

the stray field component along the z-axis Bz(k, d) (see Fig. 2.8):

Bz(k, d) =
B‖(k, d)

cos(θNV )− i sin(θNV ) cos(φk)
, (2.9)
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and then perform an inverse Fourier transform to obtain a real space map of Bz(ρ, d).

Any other component of B can be reconstructed without singularities from a single

measurement of B‖(ρ, d) within a whole plane, provided θNV 6= π/2.

It is important to note that the proportionality between different components

of the field only holds in Fourier space. The reconstruction procedure will only be

accurate for the k-components of the field that are present in the scan. It cannot

be applied to a single point measurement. It also drops the k = 0 component of

the field. Ideally, the scan should include the sample boundaries in order for the

reconstruction to be rigorously correct. Reconstruction of incomplete scans could

in principle be possible if there are symmetries in the system by setting appropriate

boundary conditions. We leave these extensions to future work in the NV community.

Finally, there is an analogy with the Huygens principle in optics. Given a map

of the magnetic field at a distance d from the field, we can calculate the map at a

different distance d′ = d+ h by multiplying the Fourier transform of the map at d by

the prefactor exp(−kh). This means that little additional information can be gained

by taking multiple scans at different offsets from the surface. Procedures for upward

or downward propagation for h > 0 or h < 0 have been discussed in the literature[45].

2.3 NV magnetometry of a static magnetization

structure

We have seen that the Fourier-space expression for magnetic field B(k) in Eqs. 2.7-

2.8 provides an intuitive explanation for the interdependence of the field components.
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In order to understand the dependence of B on the underlying magnetization pattern

m(ρ) we examine the real-space expression for the magnetic field, derived in Ref. [47].

Starting from Eq. 2.7, we can express all functions of angle φk in terms of kx, ky, k.

When transforming from inverse space to real space, the factors of kx, ky become

derivatives, and products become convolutions. The resulting expression for B(ρ, d)

is:

B(ρ, d) = −µ0Ms

2


−αz(d, t) ∗ ∂2

∂x2
−αz(d, t) ∗ ∂2

∂y∂x
αx,y(d, t) ∗ ∂

∂x

−αz(d, t) ∗ ∂2

∂y∂x
−αz(d, t) ∗ ∂2

∂y2
αx,y(d, t) ∗ ∂

∂y

αx,y(d, t) ∗ ∂
∂x

αx,y(d, t) ∗ ∂
∂y

αz(d, t) ∗ ∇2




mx(ρ)

my(ρ)

mz(ρ)

 ,

(2.10)

where we have defined resolution function αx,y(d, t) of the in-plane magnetization as:

αx,y(d, t) =
1

(2π)2

∫
k

e−(d+t)k
(
etk − 1

)
k

eik·ρdk

=
1

2π

(
1√

d2 + r2
− 1√

(d+ t)2 + r2

)
. (2.11)

Note that if t� d the previous resolution function can be simplified as:

αx,y(d, t� d) ≈ 1

2π

dt

(d2 + r2)3/2
. (2.12)

Similarly, the resolution function αz(d, t) of the out-of-plane magnetization is:

αz(d, t) =
1

(2π)2

∫
k

e−(d+t)k
(
etk − 1

)
k2

eik·ρdk

= − 1

(2π)2

∫
d′

∫
k

e−(d
′+t)k

(
etk − 1

)
k

eik·ρdkdd′

= −
∫
αx,y(d

′, t)dd′ =
1

2π
log
(d+ t+

√
(d+ t)2 + r2

d+
√
d2 + r2

)
. (2.13)
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In the limit t� d the previous resolution function can be simplified as:

αz(d, t� d) ≈ 1

2π

t

(d2 + r2)1/2
. (2.14)

A single component of the stray magnetic field vector carries all the information

because all other components are fixed given the first one. Due to the symmetry of

our problem it is particularly illuminating to consider the Bz component:

Bz(ρ, d) = −µ0Ms

2

(
αz(d, t) ∗ ∇2mz(ρ) + αx,y(d, t) ∗ ∇ ·mx,y(ρ)

)
, (2.15)

with mx,y = (mx,my) the in-plane magnetization vector. Eq. (2.15) contains convo-

lutions and it therefore entails the non-locality of the dipolar tensor.

Furthermore, the two resolution functions αx,y and αz for the in-plane and out-

of-plane component of the magnetization have a different asymptotic dependence on

the NV-to-sample distance d. An intuitive reason is given by the analogy between

magnetic moments and current distributions. When the magnetization is out of

plane, we can write down an effective current flowing at the boundaries of the region

of constant mz, which will produce the same magnetic field. This magnetic field will

scale as ∼ 1/r, where r is the distance from the source. On the other hand, in-plane

magnetization is equivalent to two current sheets above and below the magnetic film;

in far field such sheets compensate each other much faster than ∼ 1/r and more like

an isolated dipole of the form ∼ 1/r3. Examining Eqs. (2.12) and (2.14) shows that

αz and αx,y scale as ∼ 1/r and as ∼ 1/r3 for very thin films, as expected.

In our experiments we often measure a stack of N magnetic thin films separated

by a distance s. We assume that the saturation magnetization Msm and the magnetic

structure is the same for each layer. The stray field for the N 6= 1 case is similar to



Chapter 2: Nitrogen-Vacancy center as a magnetometer 20

Eq. (2.15) but with updated resolution functions to include the multiple layers:

αz(d, t)→ αz,N(d, t) =
N−1∑
ν=0

αz(d+ ν · s, t),

αx,y(d, t)→ αx,y,N(d, t) =
N−1∑
ν=0

αx,y(d+ ν · s, t). (2.16)

We will later challenge the assumption of identical magnetization in all magnetic

layers in Chapter 5.

2.4 Summary

In this chapter I explained how the NV center can be used to measure static

local magnetic fields produced by a magnetic structure. The NV can only precisely

measure one component of the magnetic field along the NV axis. We show that this

component is sufficient to reconstruct the entire vector quantity B, provided that

appropriate boundary conditions are met. In Chapter 4 we will demonstrate the

success of this procedure.

This chapter only summarizes the properties relevant to my work: it is in no way a

complete summary of the NV measurement capabilities. Different applications of NV

magnetometry take advantage of different measurement techniques[24, 48] and even

different spin readout techniques[49]. The NV center’s versatility and applicability

to a variety of different tasks make it a powerful new technique for the study of

condensed matter.



Chapter 3

Experimental Setup

3.1 Overview of the experiment

A scanning NV experiment combines three main components: optics to initialize

and read out the NV state, a mechanism for maintaining contact between the sample

and the tip, and a means for delivering an oscillating magnetic field in a few GHz

frequency range for driving NV spin transitions. Here I will describe our room-

temperature scanning NV setup, which produced most of the data in this thesis, as

well as the new low-temperature scanning NV setup. Since very similar experiments

have been described in past dissertations[32, 33], I will place an emphasis on particular

modifications I found necessary for measuring the data presented in this work.

Optical setups used in both the room-temperature experiment and the low-temperature

experiment are similar to the confocal microscope explained in Section 4.6 of Ref. [32].

We use a green 532 nm-wavelength laser for excitation and modulate it in time using a

double pass acousto-optical modulator scheme[50] (Isomet 1250C-848). The resulting

21
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NV PL is filtered by wavelength from the 532 nm excitation photons by a dichroic

filter. We use an avalanche photodiode (APD, Pacer SPCM-SQRH-13) to collect the

NV PL.

We add a second APD to collect reflected green light from the sample by placing

a pellicle beam splitter at the excitation path. Collecting reflected counts during a

measurement does not require additional measurement time and can be very helpful

for identifying the location on the sample.

To maintain contact between the NV pillar and the sample, we employ a force-

based feedback mechanism similar to Atomic Force Microscopy (AFM). We attach

the scanning tip to a piezoelectric tuning fork with a 32-33 kHz resonance frequency.

Changes in the resonance frequency are used to maintain constant force between the

tip and the pillar while scanning. To measure changes in the resonant frequency

of the tuning fork, we excite it at near-resonance frequency using a dither piezo

(Thorlabs PA4CEW or similar), which is mechanically coupled to the fork. The

electrical signal from the fork is sent to an Attocube ASC500 AFM control unit

after pre-amplification (Attocube LT fork preamplifier followed by Stanford Research

Systems SR560). Changes in the phase of the fork signal indicate changes in resonant

frequency. The AFM control unit implements a PI-loop, which adjusts the voltage to

be applied to the z scanner to keep resonant frequency constant. Thus constant force

between the tip and the sample is maintained. We split the z output of the AFM unit

and plug it into both the z- scanner and one of the Analog Input (AI) channels of

a National Instruments PXI-6220 DAQ. This allows us to record the z piezo voltage

during a scan, thus obtaining sample topography in addition to the magnetometry
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data.

To drive NV spin state transitions, we patterned coplanar waveguides (CPWs)

either on the samples measured or directly on the diamond surface. We typically

used a 50 µm wide center conductor and 10 µm wide gaps.

The vast majority of electronic equipment used in this experiment such as RF

signal generators, magnet stage and arbitrary waveform generators, can receive com-

mands via TCP/IP protocol. I used a simple ethernet switch to form a local network

and assign static IP addresses to all devices. The switch is not connected to the

internet, and thus the experiment does not suffer from issues of network connectivity.

3.2 Room-temperature experiment

During a magnetometry scan, the NV center remains in the confocal spot of the

microscope, and the sample is moved relative to the NV center. There are two ways

of achieving this result, and we will take advantage of both methods in obtaining data

in Chapter 4: we can place the sample on a tip with AFM feedback and approach a

stationary NV pillar from below, or we can place the NV pillar on a tip with AFM

feedback. I will summarize both experiments below.

3.2.1 Scanning NV tip

This configuration is essentially identical to the one described in [36], except for

a NV tip on a larger cantilever with a simplified fabrication procedure developed by

Tony Zhou in Ref. [37]. The diamond tip is attached to a tuning fork for AFM

feedback. The sample to be measured is deposited on a flat Silicon/Silicon oxide
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substrate. In this work the sample takes the form of patterned few-micron sized discs

located in gaps of a coplanar waveguide. The flat sample is raised until it is in contact

with the NV pillar. A schematic of the experiment is shown in Fig. 3.1

The CPW is used to deliver microwave driving for NV ESR measurements. A bias

magnetic field is delivered by a small permanent magnet mounted on a mechanical

stage. The alignment of the bias field to the NV quantization axis is achieved by max-

imizing the NV center photoluminescence upon changes in the magnet position[44].

Figure 3.1: A measurement scheme using a scanning NV tip. The target sample can
be patterned on a flat substrate (e.g. Silicon oxide), for which many nanofabrication
techniques exist. The NV tip attached to a tuning fork for AFM feedback is kept in
a fixed spot, while the sample is scanned underneath.

3.2.2 Scanning sample tip

When the sample geometry does not require complicated patterning, we found it

easier to keep the diamond stationary and instead deposit the desired target material

on the top surface of a pulled and cleaved quartz tip. A schematic of this setup

is shown in Fig. 3.2. The quartz tip has a flat surface of ∼ 50 µm diameter. The

quartz tip is glued to a piezoelectric tuning fork. The advantage of this measurement
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scheme is that the stationary diamond surface can contain rows of NV pillars, which

may be used interchangeably. In addition, rows of pillars reside inside the gaps of a

CPW patterned on the diamond surface, and thus the microwave fields required to

drive transitions between the NV spin states are uniform and stable during the tip

movement.

We optically focus on the NV pillars by looking through the diamond sample

of 50 µm thickness, allowing us to work with higher numerical aperture (1.25) and

smaller working distance (250 µm) objectives than those used in previous scanning

NV experiments[36].

Diamond 

with NV pillars

xyz

Quartz 
tip

CPW

Green laser(a) (b)

1 µm10 µm

(c)

Figure 3.2: A measurement scheme in which the sample is deposited on a tip. Unlike
the previous sample-pillar configuration, here the NV pillars are patterned on a flat
diamond substrate, while the target sample is deposited on a quartz tip with AFM
feedback. A scanning electron microscope image of the patterned quartz tip is shown
in panel (a); it is brought into contact with a stationary diamond as shown in sketch
(b), and an example of a diamond pillar containing a NV center is shown in panel
(c).
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3.2.3 Performing a magnetometry scan

The scanning nature of the measurement presents a few unique challenges, in par-

ticular the spatial variation in local fields and thus measurement conditions, as well as

spatial drifts in longer scans. Depending on the presence of local fields perpendicular

to the NV axis over a certain area of a sample as well as the presence of magnetic

noise, the ESR contrast and width will change. See for example Fig. 3.3, with plots

(a) and (b) taken during the same scan. To address such issues, we adjust the ESR

measurement duration based on the quality of the data measured.

We found that if a room-temperature scan exceeds 4-5 hours, the sample will

start to noticeably drift. Drift correction based on the topography of the sample edge

can be effective (see, e.g. Section 4.7.6 of Ref. [33]). In this work, I recorded the

topography during magnetic scans and used edges of the sample to correct small drifts

in x-direction. Alternatively, one can imagine taking an optical scan of a small gold

marker using galvonometer mirrors as a way to determine current location without

physically moving the sample.

I have written a Matlab program, TipScan, to automate scanning measurements.

This program takes in as input a custom script to be executed at every point in the

scan, allowing for a lot of flexibility. The script can contain logic to handle varying

scan conditions. TipScan requires the following inputs:

• Spatial scan parameters. The user will specify the starting coordinates, end

coordinates and number of points to be taken along each scan axis. These

parameters cannot be updated after a scan starts.

• Optional parameters. These parameters are useful during a scan because the



Chapter 3: Experimental Setup 27

2.4 2.6 2.8 3 3.2
f (GHz)

7000

7500

8000

8500

9000

9500

C
o
u
n
t
s

Acquisition time: 10.7 seconds

2.4 2.6 2.8 3 3.2 3.4
f (GHz)

1

1.05

1.1

1.15

1.2

C
o
u
n
t
s

×104 Acquisition time: 16.7 seconds

(a)

(b)

Figure 3.3: Two ESR measurements taken during the same scan of a magnetic
skyrmion illustrate the vastly different signal-to-noise ratios depending on the part of
the sample being scanned. The measurement in plot (a) took a total of 10.7 seconds,
while the data in plot (b) were collected for 16.7 seconds.

corresponding variables are global, allowing them to be accessed from inside the

scripted measurement. They can be modified during a measurement.

• Script to be executed at every point. The script can be as simple as record-

ing the number of counts per second or taking an ESR measurement. In my
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measurements, I let the script attempt to fit the ESR data and repeat the mea-

surement with increasingly large averaging times until a good fit is achieved.

The script has access to all TipScan global variables, including the optional

parameters in the GUI. If the user updates a parameter during the scan, the

script will use the new value in its next iteration. I used the optional parameters

to input the ESR scan range, number of points and number of repetitions. If

the measured field were to exceed the current ESR range, I adjusted the range

manually during the scan.

3.2.4 Troubleshooting commonly encountered problems

Regardless of the particular scan configuration, the NV center always remains

in the confocal spot of the optical setup. Therefore, special care must be taken

when determining NV orientation with respect to scan direction. It is helpful to

remember that moving the sample in the +x direction with respect to a stationary

tip is equivalent to moving the tip in the −x direction. Thus all data must be inverted

in both x, y axes before analysis.

Another potential issue is the ambiguity in the sign of the external magnetic field.

Applying equal positive and negative parallel fields will result in idential ESR scans

with two dips corresponding to ms = 1 and ms = −1 states. Thus, it is helpful

to determine the magnet’s polarity using an independent measurement before the

experiment.

The orientation of the NV axis can be a significant limitation. Not only is the

NV orientation fixed once we choose a particular NV, but also a particular crystal
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direction of the diamond will determine all four possible NV orientations. In this

work we have used exclusively (100) oriented diamond samples, which lead to the NV

axis tilted away from z-axis by 54.7◦. This orientation is the most widely available

commercially. We show in Chapter 4 that we can reconstruct the full vector field

from a map of one component, which makes vector magnetometry possible with just

one NV center. However, the NV orientation can limit the experimental capabilities

through another mechanism.

As explained in Chapter 2, external magnetic fields aligned perpendicular to the

NV axis will mix the NV spin levels, which can significantly impede the measurement.

This means that any external magnetic field bias in excess of a few tens of Gauss

has to be parallel to the NV axis. Condensed matter experiments involving two-

dimensional samples may require an external field perpendicular to the sample. In the

last few years first results in growing (111) diamonds and fabricating nanostructures

containing NV centers have started to emerge[51, 52]. Future experiments can be

performed with NV axes parallel to the z direction.

Electromagnetic noise at 60 Hz frequency can be extremely detrimental to the

performance of the measurement. As a detection mechanism, I measured the NV PL

rate as function of time while in contact with a metallic surface. Empirically, in these

conditions the PL rate can vary when moving the pillar vertically by nanometers.

This is ostensibly due to the nature of reflections at the diamond surface and the

metal surface, and possibly also due to PL quenching [16]. By measuring PL rate

in 0.001 s time segments, I saw a periodic oscillation in PL, which is presumably

due to tip movement. These data are plotted in Fig. 3.4a, with the discrete Fourier
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transform in Fig. 3.4b. A clear peak is seen at 60 Hz.

The solution to this problem was a combination of many changes including better

isolation between the control and experiment rooms and powering down and discon-

necting all non-essential equipment. The most drastic improvement was achieved by

replacing the voltage preamplifier used for amplifying the tuning fork signal. We

found good results with a Stanford Research Systems SR560 powered by a battery.

The improved data are plotted in Fig. 3.4c,d.
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Figure 3.4: An illustration of the severity of the 60Hz electrical noise issue in the
scanning setup. (a): NV PL as function of time, measured in 0.001s increments. (b):
Discrete Fourier transform of the data in (a). A peak at 60 Hz is clearly visible.
(c): NV PL measurement after replacing the tuning fork voltage preamplifier. (d):
Discrete Fourier transform of the data in (c) showing a significant reduction in the
amount of noise at 60 Hz.
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3.3 Low-temperature experiment and early results

To extend our scanning capabilities to temperatures as low as a few Kelvin, we

built a new scanning experiment, where the NV center and the sample are held in

the sample tube of a cryostat and cooled by Helium vapor. Similar work has been

done in other groups[6, 7], each using a cryostat with a nominal base temperature of

4.2 K. We use a Janis cryostat model 1T-1T-1T-OM superconducting magnet system

(S/N 17281), whose base temperature can be reduced to below 2 K by pumping on

the Helium vapor in the sample tube. The design for the low-temperature setup was

conceived by Prof. Amir Yacoby, Dr. Patryk Gumann and Dr. Rainer Stöhr and

assembled by me at Harvard University.

A drawing of the low-temperature scanning setup inside a cryostat is shown in

Fig. 3.5. Temperature control over a wide range from cryogenic to room temperature

can be obtained through a combination of pumping on the sample tube, regulating

the flow of Helium from the bath to the sample tube and heating the sample.

Implementing the scanning setup inside the cryostat is challenging because of

tighter spatial constraints inside the sample tube of a cryostat. As a result, a few

moving components had to be removed from the design. Unlike the room temperature

setup, the tip does not have x, y degrees of freedom. It is, however, mounted on

Attocube goniometers (ANGt101 and ANGp101) for tilt correction. Good control

over the tilt of the tip with respect to the sample is necessary to minimize the NV-to-

sample distance. The tip is mounted at the center of rotation of the two goniometers

to minimize its lateral and vertical movement when the angle is adjusted.

Since the NV center cannot be moved laterally, we instead move the objective
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Figure 3.5: A 3D drawing of the low-temperature scanning NV setup. Optical ex-
citation and readout of the NV center is done through a series of sapphire windows
in the bottom of the cryostat. All optical components except for the objective are
located outside of the cryostat.

coarsely in x, y, z to place the NV center in the confocal spot. Fine focusing is achieved

using a z scanner of the objective and x, y movement of the confocal spot utilizing

a galvonometer mirror (Newport) combined with a 4f optical system. All optical

components with the exception of the objective are kept outside of the cryostat.

Optical access to the NV center is obtained through a sapphire window in the bottom

of the cryostat, which can be seen in Fig. 3.5.

We have performed a test of the scanning measurement capabilities of the new

setup at room temperature. The experiment is similar to the one described in Ref.
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Figure 3.6: Test of the scanning measurement capability of the low-temperature setup
at room temperature. (a): A measurement of the NV center Rabi frequency[53] as
function of position across a CPW. (b): A reference low-resolution scan of topogra-
phy across the same CPW. The colormap indicates topography, with smaller values
corresponding to taller features.

[37]. It is a measurement of the NV Rabi frequency[53] while moving across the gap of

a CPW. The data are shown in Fig. 3.6: panel (a) shows the fitted Rabi frequency as

function of position, and panel (b) provides a reference two-dimensional topography

scan of the same area. The spatial dimensions are given in Volts applied to the

attocube scanners before a 14x amplifier. Although this measurement was performed

at room temperature, it demonstrates our ability to coherently drive and read out the
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NV spin state while the NV pillar is in contact with a moving sample surface while

obeying the challenging geometry of the low-temperature experiment.
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Magnetic skyrmions

4.1 Introduction to magnetic skyrmions

A skyrmion is a particle-like configuration of a continuous vector field, which is

stable under smooth deformations. Originally introduced by Skyrme[54] in parti-

cle physics, it has gained importance in condensed matter physics with applications

ranging from quantum Hall[55] systems to the superfluid 3He phases[56]. In mag-

netism, skyrmions are topological defects originally proposed as responsible for the

suppression of long range order in the two dimensional Heisenberg model[57, 58] at

finite temperature. Later it was suggested that skyrmion can also form stable ground

states[59] in the presence of an antisymmetric exchange called Dzyaloshinskii-Moriya

interaction (DMI)[60, 61]. While magnetic skyrmions can in principle be stabilized

by other mechanisms such as long-range dipolar interaction[62], this work will focus

on thin films where DMI has been predicted and observed.

DMI usually arises in materials with strong spin-orbit interaction and a broken

35
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spatial inversion symmetry[63, 59, 62, 64]. It is a nearest-neighbor spin interaction,

which adds a term D ·(S1 × S2) to the Hamiltonian. This is in contrast to Heisenberg

exchange interaction −JS1 · S2, e.g. in a ferromagnetic material[65]. Note also that

D is a vector whose direction is determined by the microscopic origin of the DMI.

A simplified argument for chiral structures in the presence of DMI goes as follows:

assuming the energy is a sum of exchange and DMI energies, and focusing on two

nearest neighbor spins, their energy is:

E = −JS1 · S2 + D · (S1 × S2) ∝ −J cosφ+ |D| sinφ, (4.1)

where φ is the angle between the directions of the two spins in the plane perpendicular

to D. Minimizing the energy with respect to φ yields

0 = J sinφ+ |D| cosφ, (4.2)

which implies an optimal solution for the angle between the spins depending only on

D/J [62]. Since each following spin needs to cant by the same angle with respect to

the previous spin, this leads to a spiral (also called helical) state, where the direction

of the spins rotates in a plane perpendicullar to the vector D. When an external

magnetic field is applied to the helical structure, it tends to shrink the regions with

spins antiparallel to the field and eventually create a skyrmion lattice[62]. Further

increasing the external field will result in a saturated state, where all spins are aligned

to the external field.

Earliest observations of DMI skyrmions were reported in bulk crystals[66] of non-

centrosymmetric ferromagnetic materials at cryogenic temperatures. A lattice of mag-

netic skyrmions was theoretically predicted[59, 67] and experimentally observed[66].
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Nucleation and imaging of individual skyrmions using spin-resolved scanning tun-

neling microscopy was demonstrated[68]. Recently, a new class of materials emerged

which supports skyrmions at room temperature[69, 70]. In these materials, a Rashba-

type DMI[63, 71] results from broken surface inversion symmetry at the interface be-

tween two ultrathin films. Through interactions with the emergent electromagnetic

field of a magnetic skyrmion[62], it is possible to move skyrmions in these materials

using electric currents[64]. These results pave the way towards room temperature

spintronics applications and call for a quantitative and microscopic characterization

of the novel spin textures.
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Figure 4.1: An illustration of the different helicities of skyrmions. (a): Schematic
drawings of a Néel spiral and a Néel skyrmion. The color of the spins indicates
their out-of-plane component: red points of the page, and blue points into the page.
This type of skyrmion is curl-free. (b): A Bloch spiral and a Bloch skyrmion. The
skyrmion is divergence-free.

4.2 Thin-film skyrmions at room temperature

The work in this thesis focuses on thin magnetic multilayers, which are believed to

support skyrmions at room temperature[69, 70, 72]. Thin film skyrmions are expected
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to form due to the interface between a heavy metal and a thin ferromagnetic film with

perpendicular anisotropy such as Pt/Co or similar[73]. Experimentally, much of the

work is performed in stacks of multilayers (e.g. fifteen repetitions of the Pt/Co/Ta

or Pt/CoFeB/MgO structure in Ref. [69]). The only observation of a skyrmion in

a single Pt/Co stack to date[72] was done in a patterned 420 nm square, where the

skyrmion was stabilized by the edges. This is in contrast to experiments in multistack

films, where skyrmions evolve from a labyrinth state under the application of external

magnetic field.

One particular question we address in this work is the microscopic structure of

the skyrmion. Depending on the exact microscopic mechanism stabilizing a skyrmion,

the sense of rotation of its in-plane magnetization component will vary[63]. Two of

the possible structures are indicated schematically in Fig. 4.1a,b, and intermediate

configurations are also possible. We use a parameter γ to characterize the structures

as described in Ref. [62]: γ is the phase offset between the radial coordinate of the

in-plane spin and its direction. For example, if all in-plane spins point radially out-

ward, γ = 0, as is illustrated in Fig. 4.1a. We also refer to this configuration as a

Néel configuration by analogy with domain walls where the in-plane magnetization

is parallel (or anti-parallel) to the propagation vector k. The other type of skyrmion

is a Bloch skyrmion, (e.g. a skyrmion with γ = π/2 is shown in Fig. 4.1b). The goal

of our experiment is to determine the microscopic structure of a room-temperature

skyrmion.

Room-temperature thin-film skyrmions are an active area of research, and the

requirements for their formation are not yet completely understood. However, a few
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energetic considerations can be used as guiding principles for selecting a multilayer

film to study. The relevant energy scales are the exchange energy, the demagnetization

energy, perpendicular magnetic anisotropy (PMA), and DMI. The PMA in Co/Pt

films is well-established, and can be tuned by adjusting the Co film thickness[74]. The

DMI plays a role in determining the nature of the domain walls[75]. By repeating

the Co/Pt layers, the demagnetization energy can be made larger. The competition

between PMA and the demagnetization energy will determine the presence of multi-

domain states at low magnetic bias fields. At higher external magnetic fields we expect

to see a transition into bubble domains, which are believed to be skyrmions[69]. I

will report maps of magnetic fields produced by continuous films as well as patterned

dots of thin multilayers where skyrmions are expected.

I have performed measurements on both single Pt/Co20Fe60B20/MgO stacks as

well as repeated stacks of Pt/Co/Ta. Growth and preliminary characterization of

thin magnetic films used in this work was performed by Sarah Schlotter, a PhD

student in the lab of Prof. Geoff Beach at MIT, and the details can be found in her

dissertation[76]. The tip and sample fabrication were performed with significant help

from Tony Zhou and Dr. Francesco Casola from the Yacoby and Walsworth groups

at Harvard. All measurements are performed in ambient conditions with a variable

bias magnetic field delivered by a permanent magnet and aligned along the NV axis

(tilted by 54.7◦ angle from the z-axis).
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4.3 Magnetic structure in a single Pt/CoFeB stack

Thin film skyrmions at a single Pt/CoFeB interface are very technologically rele-

vant, but have proven to be difficult to stabilize in a continuous film under external

magnetic field. This makes them an attractive candidate for NV magnetometry. Fur-

thermore, we expect smaller magnetic fields to be produced by a single stack compared

to a multistack, making it easier to measure with a NV magnetometer. As explained

in Chapter 2, smaller local fields imply smaller field components perpendicular to

the NV axis. This in turn implies no reduction in NV PL and a faster measurement

because only one transition frequency (either ν1 or ν2) is sufficient to solve for the

external field. We therefore start with a single Pt/CoFeB/MgO stack.

One of the challenges in growing a Pt/CoFeB film to host skyrmions is the sharp

dependence of the resulting structures on the thickness of the magnetic CoFeB layer.

As a proxy for the presence of labyrinth domains at zero bias magnetic field, we look

at magnetic hysteresis curves[77]. A gradual reversal of magnetization as function of

external bias field indicates possible presence of domains at zero field. Fig. 4.2 shows

magnetic hysteresis curves for a series of Ta (3 nm) / Pt (3 nm) / CoFeB (x nm)

/ MgO (1.5 nm) / Ta (2 nm) with a varying thickness x of the CoFeB layer from

∼ 0.7 nm to ∼ 1 nm. It is evident that magnetic hysteresis behavior is strongly

affected by the layer thickness.

We identified the range of CoFeB thicknesses between 0.9 nm and 1 nm as the most

promising. Since sputtering does not allow for reproducible sub-nanometer control

of the layer thickness, Sarah Schlotter used a wedge sputtering technique[76, 31] to

deposit a Ta (3 nm) / Pt (3 nm) / CoFeB (1 nm) / MgO (1.5 nm) / Ta (2 nm)



Chapter 4: Magnetic skyrmions 41

Figure 4.2: Magnetic hysteresis curves of thin Ta/Pt/CoFeB/MgO/Ta films in order
of decreasing CoFeB thickness from 1 nm to 0.6 nm. The thickness is indicated above
each plot.

structure, where the CoFeB thickness is approximately 1 nm, on a quartz tip as a

continuous film (fee Fig. 4.3).

50 µm

Figure 4.3: A typical quartz tip with a cleaved top surface of approximately 50 µm
diameter. We can grow a thin film on the tip’s top surface and pattern it using
electron beam lithography.
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4.3.1 Continuous film

The first tip I measured was covered by the film entirely, without patterning. I

recorded scans of magnetic field far from the tip edges. Scans taken as function of

external magnetic field are plotted in Fig. 4.4. The external bias magnetic field is

applied along the NV axis, in the xz-plane, at a 54◦ degree angle from the z-axis.
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Figure 4.4: Maps of magnetic field produced by the same thin Ta/Pt/CoFeB/MgO/Ta
film on a quartz tip with an external bias magnetic field of (a) 1.4 mT, (b) 3.5 mT and
(c) 23.9 mT. The direction of the external field is along the NV axis in the xz - plane.
We observe an evolution from labyrinth-like domains toward more isolated domains.

The overall trend looks correct: at 1.4 mT we see structures resembling labyrinth

domains, while at higher fields we observe more isolated features. However, since a

scan of the magnetic field alone is not enough to solve for three independent compo-

nents of the sample magnetization mx,my,mz, we cannot extract the magnetization

from these maps alone.

As we will see in Chapter 5, we can significantly narrow down the range of pos-

sible magnetization structures by imposing appropriate boundary conditions. First,

knowing the saturation magnetization Ms in the film will fix the magnitude of the

magnetization vector everywhere, thus leaving us with only two angles that can vary.

While we could measure Ms of a reference film grown next to the tip, we cannot
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guarantee that growth on the tip produces the same film. A better solution is to

saturate the film (force uniform magnetization by applying a large external field) and

measure the field at the film boundaries. This is also difficult to achieve with a large

unpatterned film which extends to the the sides of the tip. Second, because we can

always add a constant magnetization to the entire scan area without changing the

measured magnetic field, it is useful to include an area outside of the scan as a zero

reference, thus fixing the constant offsets. Both issues above can be addressed by

patterning the film.

4.3.2 Patterned film

To properly engineer boundary conditions in our measurement, we define micron-

sized discs of the Pt/CoFeB/MgO film on a Silicon oxide substrate. We switch to a

different experimental configuration, where the NV pillar is mounted on a tip with

AFM feedback, while the sample is deposited on a large substrate (see Chapter 3).

We place the magnetic discs next to a Ti/Au stripline, which will be used to drive

NV spin transitions. An AFM image of the resulting sample is shown in Fig. 4.5.

We use a NV diamond tip[37] to perform scans of one of the discs. A few other

discs were measured as well, showing similar results not reported here. Two maps of

the magnetic field from a disc, one at 7.5 mT and one at 36 mT of external magnetic

field along the NV axis, are plotted in Fig. 4.6. In agreement with our intuition, the

sample appears to be in a multidomain state at 7.5 mT, and in a saturated state at 36

mT. However, even at 36 mT we still see some magnetic field variation in the middle of

the disc. This could be caused by variation in magnetization direction or variation in
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Ti/Au CPW

Etched 

gap

Pt/CoFeB/MgO

Measured 

Disc

Figure 4.5: AFM image of the etched Pt/CoFeB/MgO sample. A row of 2 µm-sized
discs of the magnetic material is located next to a Ti/Au stripline used to drive NV
center spin transitions. The measured disc is indicated by a dashed box.

saturation magnetization (e.g. due to variation in film thickness). Another qualitative

observation is that magnetic field features in Fig. 4.6 look significantly broader than

those in Fig. 4.4.
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Figure 4.6: Maps of magnetic field from a lithographically defined dot of a thin
Ta/Pt/CoFeB/MgO/T film at an external magnetic field of (a) 7.5 mT and (b) 36 mT.
The domain structure seen in (a) mostly disappears in (b).

If we assume that the disc in a saturated state at 36 mT of external field, and

take into account the perpendicular anisotropy of Pt/CoFeB films[78], we only need
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to solve for one magnetization component instead of three. A glance at the equation

2.8 in Chapter 2 shows that, setting mx,my = 0 everywhere leads to a straightforward

equation for B‖ as function of mz:

B‖(k, d) = cos(θNV )Bz(k, d) + sin(θNV )Bx(k, d) (4.3)

=
µ0Ms

2

(
e−dk − e−(d+t)k

)
(−i cos(θNV ) cos(φk) + sin(θNV ))mz(k), (4.4)

where we know the NV orientation (and thus θNV ) and the film thickness t. The

only parameter not known well is the NV-to-sample distance d. As it turns out, the

solution to Eq. 4.4 using different values of d leads to qualitatively similar maps of mz,

plotted in Fig. 4.7. The resulting maps are highly counter-intuitive: we would expect

a constant mz inside of the disc, and mz = 0 outside of the disc. Instead we observe

zero magnetization in the middle of the disc, and opposite magnetizations on the left

and right sides. Because we obtain an unphysical solution, we must reject some of

the underlying assumptions. The value of d does not affect the result qualitatively,

and the value of θNV is well known. The remaining explanation is that magnetization

in the “saturated” regime does not point purely along the z-axis. If the PMA in the

film is sufficiently low compared to the external bias field (which is tilted from the

z-axis), this explanation is plausible.

We try relaxing the out-of-plane assumption to explain our data. Since we can no

longer solve for a unique magnetization structure, we instead fit a line-cut through

the middle of the disc to a calculation of magnetic field produced by a uniformly

magnetized disc, where we allow the tilt of the magnetization out of plane to vary.

Interestingly, the best fit is obtained with magnetization purely in-plane and with
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Figure 4.7: Two solutions for the sample magnetization assuming that the magne-
tization points purely out-of-plane, and using two different values of NV-to-sample
distance dNV of 50 nm in plot (a) and 250 nm in plot (b).

the NV-to-sample distance of 250 nm. For reference, we also plot the computed field

assuming different values of d and holding all other parameters fixed.
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Figure 4.8: A line scan of B‖ through the middle of the dot (circular markers) with
the best fit (black line). The fit assumes uniform, but not purely out-of-plane, mag-
netization in the dot. For reference, we also plot computed fields assuming different
NV-to-sample distances. The width of the peaks in field is indicative of the distance
to the sample.

We conclude that the magnetization in a single stact Pt/CoFeB/MgO sample is
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likely in-plane when an external bias field of 36 mT along the NV axis (54◦ degrees

from the z-axis) is applied. Since out-of-plane anisotropy is one of the requirements

for stable thin film skyrmions[10], we decide to focus on a different material. PMA and

the demagnetizing energy compete to produce multidomain states at zero external

field. Therefore, we engineer a film with larger PMA and larger demagnetizing energy

by increasing the number of repetitions of the Pt/Co interface[76].

4.4 Skyrmion in a multistack film

In order to obtain a film with higher PMA and higher demagnetization energy

than the single stacks previously discussed, we grow a sputtered [Pt (3 nm) / Co

(1.1 nm) / Ta (4 nm)] x 10 structure with a seed layer of Ta (3 nm). We patterned

2 µm diameter discs of this film on the flat surface of a cleaved quartz tip using

electron beam lithography to define a sputtering mask. Patterned discs will allow us

to establish the appropriate boundary conditions when solving for the magnetization

structure.

Our goal is to obtain room-temperature skyrmions, which evolve from a multido-

main state with increasing magnetic field. We start by studying the evolution of the

magnetic structures in the discs under increasing magnetic field. Compared to the

single stack films we expect to see larger magnetic fields produced over the surface

of the sample. As a result, we can employ the qualitative imaging procedure based

on NV photoluminescence (PL) as discussed in Chapter 2. A series of PL scans at

increasing values of Bext are plotted in Fig. 4.9. Between 2 mT and 6 mT of mag-

netic bias field the pattern resembles a disordered spiral state, which is referred to as a
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labyrinth state in the room-temperature thin film skyrmion community [69]. Between

6 mT and 7 mT an abrupt change in the observed structure takes place. This newly

formed bubble-like feature is the structure we will study quantitatively.

To extract quantitative information, we measure a map of B‖, plotted in Fig. 4.10.

This map is obtained from measurements of both spin transition frequencies of the

NV center ν1, ν2 as defined in Chapter 2. Given these values, we straightforwardly

solve for B‖ at every point from the following equation:

B‖ =

√
−(D + ν2 − 2ν1)(D + ν1 − 2ν2)(D + ν1 + ν2)

3γ
√

3D
, (4.5)

which was explained in more detail in Chapter 2. Furthermore, we repeat the same

measurement at a higher external field (see Fig. 4.11). Increasing the bias field has

the expected result of saturating the magnetization in the film. This measurement

serves two purposes: first, to confirm that the bubble-like feature we saw was not a

permanent defect in the film, but rather a stable state at intermediate bias field values.

Second, we will be able to use this saturated map for calibration of ms everywhere in

the film.

From B‖ we can reconstruct all three components of the magnetic field, Bx, By, Bz,

thus recovering full information about the magnetic field above the sample, as ex-

plained in Chapter 2. The calculated maps of the three field components are shown

in Fig. 4.12. An important note is that the map of Bz is circularly symmetric except

for the bubble feature. This is in contrast to the data from single stack discs presented

earlier in the chapter, which were not symmetric. This is an encouraging sign that

the PMA in the film is sufficient to overcome the x-component of the applied external

bias field.
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Figure 4.9: Maps of NV center PL recorded when scanning over a dot of
[Pt/Co/Ta] x 10 multilayer stack. The baseline NV counts are higher when scanning
over the dot than over the quartz ostensibly due to the reflection of the excitation
laser from the film surface leading to a higher laser power at the NV. Above the dot,
the counts are decreased in areas where large off-axis fields are present, as explained
in Chapter 2. The external bias field along the NV axis is indicated at the top of
each image. As the field is increased, we see a change from labyrinth-like domains to
a skyrmion-like feature.
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Figure 4.10: A map of measured magnetic field parallel to the NV axis produced by
a dot of [Pt/Co/Ta] x 10 multilayer stack at 9.5 mT of external bias field.
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Figure 4.11: A map of magnetic field from the same magnetic dot as in Fig. 4.10, but
at a larger bias field of 11.8 mT. The magnetization in the dot is saturated and likely
out of plane.
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Figure 4.12: Reconstructed components Bx, By, Bz of the magnetic field produced by
a patterned dot of a [Pt/Co/Ta] x 10 multilayer stack. These plots agree with our
intuition: the plot of Bz is circularly symmetric, plots of Bx, By have positive and
negative lobes.

We would like to verify the procedure for calculating all three vector components

from a map of one component parallel to the NV axis. For this, we take advantage of
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the weak second-order dependence of ν1, ν2 on B⊥. The following expression for B⊥

was given in Chapter 2:

B⊥ =

√
−(2D − ν2 − ν1)(2D + 2ν1 − ν2)(2D − ν1 + 2ν2)

3γ
√

3D
. (4.6)

There is another way to estimate B⊥: knowing the NV axis direction, we can use

our reconstructed Bx, By, Bz values to compute the map of expected B⊥. The two

maps are plotted next to each other in Fig. 4.13 and show very good agreement. This

confirms our method for obtaining vector magnetometry data from a single map of

B‖.
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Figure 4.13: Comparison of the (a) calculated and (b) measured maps of the field
component perpendicular to the NV axis, B⊥. The plot in (a) is obtained from the
reconstructed field components in Fig. 4.13. The agreement between the two plots
confirms our ability to reconstruct all three components of the magnetic field from a
scan of a single component.

The fact that one component of the magnetic field is sufficient for reconstructing

all three components illustrates that the three spatial components of the magnetic

field are not truly independent. As such they are not sufficient for extracting the

three components of the underlying magnetization pattern. In the next chapter I will

summarize our methods to extract information from a magnetometry scan and the

calibrations necessary to obtains those results.



Chapter 5

Solving for the skyrmion

magnetization structure

In the previous chapters I have shown how to use scanning NV magnetometry

to record maps of local magnetic fields form a magnetic structure of interest. Even

though the NV center can only accurately measure one component of the magnetic

field along the NV axis, we have demonstrated that we can reconstruct all three vector

components provided the necessary boundary conditions are met. The relationship

between different components of the magnetic field also implies that a full vector

magnetometry scan is still insufficient for finding a unique solution for the underlying

magnetization pattern: while the vector field B can be derived from a scalar poten-

tial, the magnetization structure has three unknown components. In this chapter

I will describe our method, developed by Dr. Francesco Casola, for systematically

identifying all possible candidate structures and the criteria we introduce to rule out

unphysical candidates.

52
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5.1 Gauge-dependent solutions for the magnetiza-

tion pattern

The idea behind our method is that the infinite number of possible solutions for

magnetization can be systematically sorted by their ‘gauge’ in analogy to classical

electrostatics. We start with the following real-space expression for Bz derived in

Chapter 2:

Bz(ρ, d) = −µ0Ms

2

(
αz(d, t) ∗ ∇2mz(ρ) + αx,y(d, t) ∗ ∇ ·mx,y(ρ)

)
, (5.1)

where αx,y(d, t) and αz(d, t) are effective point spread functions that account for the

broadening of magnetic field features with increasing distance from the sample. Since

convolutions commute with derivatives, we can gather the terms in Eq. 5.1 into a

vector field F, and rewrite the problem in terms of a Gauss’s equation:

Bz(ρ, d) = −∇ · F, (5.2)

where the two-component vector field F(ρ, d) is defined as:

F =
µ0Ms

2
(αz(d, t) ∗ ∇mz(ρ) + αx,y(d, t) ∗mx,y(ρ)) . (5.3)

We can make an analogy with classic electrostatics. In this analogy F(ρ, d) plays

the role of an effective electric field, and the function Bz(ρ, d) is an effective charge

density. Accordingly mz(ρ) and mx,y(ρ) become effective scalar and vector potentials,

respectively.

Given one solution to Eq. 5.2, we can find another solution by adding a divergence-

less term, which we can write as:

F = −∇V +∇× Czuz, (5.4)
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where Cz(ρ, d) is an arbitrary function of space, and uz a unit vector perpendicular

to the surface. We choose Cz(ρ, d)uz to point in the z direction because F is oriented

in the (x, y) plane.

Even if we had full knowledge of F, there is another degree of freedom in the def-

inition of the vector and scalar potential comes. This degree of freedom is analogous

to gauge in EM:

mz(ρ) = m′z(ρ) + Λ,

mx,y(ρ) = m′x,y(ρ)− α−1x,y(d, t) ∗ αz(d, t) ∗ ∇Λ, (5.5)

where Λ(ρ, d) is an arbitrary function of space.

Each physically distinct configuration of the spin texture is obtained after making

local assumptions about the vector field m, with a procedure that resembles standard

gauge fixing in EM [79]. Two of these possible assumptions, motivated by the spiral

(cycloid) nature of Bloch (Néel) domain walls [30] and the resulting partial differ-

ential equations that need to be solved in order to determine m will be discussed

first. Afterwards we will develop a numerical procedure for evaluating solutions with

intermediate gauges.

5.1.1 Bloch gauge

We define a ‘Bloch’ gauge by analogy with Bloch domain walls as satisfying the

following:

∇ ·mx,y = 0, (5.6)
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By inspection of Eq. 5.1 we can see that one term in the sum, which contains ∇·mx,y,

drops out. Thus we are left with a Poisson equation:

−2Bz(ρ, d)

µ0Ms

= αz(d, t) ∗ ∇2mz(ρ). (5.7)

The solution to Eq. 5.7 is unique once boundary conditions are fixed [79]. In our

case, including the edges of the scan where magnetization is zero takes care of the

boundary conditions.

So far we have one unique solution for mz everywhere in the film. However, we

need a solution for the in-plane component mx,y. The two components of mx,y are in

fact constrained by the definition of the gauge in Eq. 5.6 and also by the saturation

magnetization in the film. If we knew the saturation magnetization, then we would

enforce that the magnitude of the magnetization vector,
√
m2
x +m2

y +m2
z, must equal

the saturation magnetization at that point.

The discussion of the saturation magnetization measurement is given in Ap-

pendix A. Since mz is known, and ms will be known after calibration, the only

remaining degree of freedom is the in-plane angle φ of mx,y. We can solve the follow-

ing equation numerically to find φ everywhere in the plane:

∇ ·
√
m2
s(ρ)−m2

z(ρ)

 cos(φ)

sin(φ)

 = 0. (5.8)

The resulting solution in the Bloch gauge is plotted in Fig. 5.1b. An important feature

of this plot is that mz at the center of the skyrmion does not reach -1, and thus this

solution is not a skyrmion. We will now see how the solutions look in other gauges.
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Figure 5.1: Extracting the local magnetic structure of the skyrmion. (a): z - compo-
nent of the stray field from measured data at a bias field of B‖,ext = 9.5 mT applied
along the NV axis. (b): Magnetic structure obtained in the Bloch gauge. The color
indicates the mz component. White arrows point along the direction of the in-plane
magnetization, with the arrow length proportional to the magnitude of the in-plane
magnetization. Note that the magnetization in the center of the circular feature is
mostly in-plane, which is not a skyrmion structure. (c): Solution obtained in the
Néel gauge. Note that mz in the center of the bubble is equal to −1, a full reversal
from the magnetization outside of the skyrmion as expected. The deviations from a
round shape are most likely related to disc edge effects.

5.1.2 Néel gauge

In the Néel gauge we enforce the following local assumption:

∇×mx,y = 0. (5.9)

Since mx,y is curl-free, it can be expressed as a gradient of some scalar function, and

then the vector field F becomes a gradient of a sum of two terms, and can be obtained

explicitly from:

Bz(ρ, d) = ∇2V,

F = −∇V. (5.10)

At this point, an explicit solution to the stray field equation is still not possible as

we retain the degree of freedom given by the arbitrary function Λ(ρ, d) (note that a

transformation like the one in Eq. 5.5 preserves the curl of the vector field mx,y).
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We further constrain possible values of m by enforcing that its magnitude equal the

saturation magnetization at that point, which is derived in Appendix A:

F =
µ0Ms

2

(
αz(d, t) ∗ ∇mz(ρ) + αx,y(d, t) ∗

√
m2
s(ρ)−m2

z(ρ)uφ

)
, (5.11)

with uφ the unit vector (cos(φ), sin(φ)). Eq. 5.11 represents two coupled non-linear

partial differential equations in φ and mz. We can solve it by minimizing the following

cost function variationally with respect to φ and mz:

C (φ,mz) =

∫ [
(Fx(φ,mz,ρ) + ∂xV )2 + (Fy(φ,mz,ρ) + ∂yV )2

]
dρ. (5.12)

This solution is plotted in Fig. 5.1c. Unlike the Bloch solution, this solution actually

resembles a skyrmion. The uniqueness of this solution is discussed in the Supplemen-

tary Information of Ref. [47].

5.1.3 Intermediate gauge

A systematic study of the solution manifold requires a way to continuously tune γ

from the Bloch to the Néel case. To vary the helicity, we start by locally rotating the

Bloch solution about the z-axis by an angle λ(φN − φB), where φN (φB) is the local

azimuthal angle of the magnetic structure for the Néel (Bloch) configuration. We

then perform a rotation about an axis perpendicular to the resulting local moments

such as to preserve its in-plane orientation and at the same time match the measured

stray field. The parameter 0 ≤ λ ≤ 1 enables us to move continuously through

the manifold. We obtain an ensemble of quantitative, model-independent mz(ρ, λ)

profiles for various values of λ, cuts through which are shown in Fig. 5.2.
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In order to select the best candidate texture, we study the topology of the two-

dimensional vector field m(ρ, λ). Assuming that the direction of m is purely out

of plane far away from the skyrmion, any continuous solution m(ρ) must have an

integer topological number Q[80]. The number Q is defined for any two-dimensional

normalized vector field m(ρ) as:

Q =
1

4π

∫
dxdy m ·

(
∂m

∂x
× ∂m

∂y

)
. (5.13)
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Figure 5.2: Topology of the reconstructed magnetic structure. (a): mz profiles along
the y = y0 line for a range of solutions from the Bloch to the Néel gauge as a function
of the parameter λ. The shaded region illustrates the saturation magnetization nor-
malized to its value in the middle of the disc. (b): Absolute value of the topological
number defined in Eq. 5.13 for each of the spin configurations shown in plot (a). The
number Q can be visualized as the number of times the vector field wraps around a
unit surface. The image illustrates that only Néel-like configurations have integer Q.

Non-integer values of Q occur in the case of a discontinuity, which is energetically

costly and unstable[80]. Meanwhile, skyrmions are stable against local perturbations

because of the large energetic cost preventing the skyrmion (Q = 1) from folding back

into the ferromagnetic state (Q = 0). We therefore introduce continuity as a criterion

for selecting physically allowed solutions. In Fig. 5.2b we plot the absolute value of
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Q(λ) for each of the normalized vector fields n(ρ, λ), with n being the unit vector

in the direction of m. The number Q can be visualized as the number of times the

spin configuration n wraps around the unit sphere[81]. To illustrate the value of Q,

in the inset of Fig. 5.2b we plot the solid angle spanned by n while moving in the

(x, y) plane. We obtain a value for Q approaching -1 as λ→ 1. We therefore identify

Néel or nearly-Néel solutions as the only ones compatible with the measured data.

5.2 Twisted structure

Our analysis consistently identifies right-handed (γ = π) Néel-like skyrmions as

the only continuous solutions with fixed helicity if we require that the structure does

not vary through the sample thickness. Néel skyrmions are expected from theory when

surface inversion symmetry leads to a Rashba-type DMI [63] and the latter dominates

over magnetostatic contributions[69]. However, the expected chirality is left-handed

(γ = 0), based on recent X-ray magnetic circular dichroism microscopy measurements

of single Pt/Co layers in zero field [72], indirect transport measurements in Pt/Co

multilayers through skyrmion movement[69], and studies of domain walls in Pt/Co[82,

83, 84, 85], all reporting γ = 0. In contrast with previous data, our skyrmions are

definitely not left-handed.

In the absence of DMI, Bloch (γ = ±π/2) configurations are expected[86]. How-

ever, in the case of thick multilayer dots with large demagnetizing fields, even with

no DMI the magnetic layers in the vicinity of the top (bottom) surface will expe-

rience a breaking of the z → −z inversion symmetry, favoring Néel spin textures

with right-handed (left-handed) chirality [86]. Such twisted structures (also known
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as Néel caps) reduce the stray field and accordingly the demagnetization energy cost.

Néel caps would not be visible with techniques averaging over the sample thickness,

such as Lorentz TEM [86, 87]. Our technique is most sensitive to the topmost layers,

thus our observation of a right-handed skyrmion could be the first indication of the

presence of a Néel cap.
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Figure 5.3: Néel caps in magnetic multilayers hosting topological spin structures.
(a): A sketch of the magnetic texture obtained from a micromagnetic numerical
simulation. The closure domains (also known as Néel caps [86]) at the top and
bottom of the multilayer reduce the demagnetization energy cost compared to the
Bloch case. (b): Helicity of each layer as the DMI value is varied. The DMI values
are given in units of mJ/m2. Skyrmions with γ → π(γ → 0) are present at the
top (bottom) of the stack. (c): Cut through the reconstructed mz profiles from
topologically protected textures that produce a stray field matching the experimental
data. The red curve corresponds the effective gauge fixed at γ = π for each layer;
the blue curve corresponds to a value of γ = π(γ = 0) for the top (bottom) three
layers, and γ = π/2 for the four layers in the middle. This red curve approximates the
Di → 0 case depicted in panel (a). The filled shaded region indicates the saturation
magnetization.

We suspect the presence of a skyrmion whose structure changes from the top

layer to the bottom layer similar to a Néel cap. To test if such a structure is possible,

we first performed micromagnetic simulations to obtain a qualitative idea of the

skyrmion’s vertical evolution. We then solved for a magnetization pattern while

imposing a variable gauge from the top to the bottom layer as seen in simulations.
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The simulations were performed by Dr. Felix Büttner from the Beach group (details

published in Ref. [47]). In the limiting case of no DMI (Di → 0), the top and

bottom layers have opposite Néel chiralities, while the intermediate layers are Bloch-

like (see Fig. 5.3a). For small values of the DMI term Di (see Fig. 5.3b), right-handed

skyrmions are still stabilized within the top layers. In order to attempt a comparison

of the structure in Fig. 5.3a with the measured data we look for a solution with an

effective gauge varying through the sample thickness, which is Néel-like for the top

and bottom three layers and Bloch-like for the central part of the multilayer.

To account for layer-dependent gauge, we change the definition of the resolution

function αx,y(d, t) so that terms corresponding to each layer get individual coefficients

cν :

αx,y(d, t)→ αx,y,N(d, t) =
N−1∑
ν=0

cναx,y(d+ ν · s, t). (5.14)

There is no need to change the definition of αz(d, t), because mz does not affect

the gauge. Opposite chirality between layers i and j can be imposed by simply

setting ci = −cj. We still consider m(ρ) to be layer-independent, but the in-plane

magnetization in layers i and j will give opposite contributions. In order to account

for the intermediate layers hosting Bloch-like skyrmions, we set the coefficients for

intermediate layers i to zero: ci = 0. This condition implies that the term ∇ ·mx,y

will not contribute to Bz, as it should be for a real Bloch solution.

By numerically minimizing the difference between measured and computed field,

we obtain the local mz profile represented by the blue line in Fig. 5.3c. We compare

this solution with the skyrmion solution previously obtained in the Néel gauge. The

new z−dependent solution still satisfies Q→ −1, but its mz profile is less sharp. We
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believe that this shape is due to the variation in skyrmion radius across the multilayer

thickness, as suggested by simulations (see e.g. Fig. 5.3a). The presence of Néel caps

and small DMI thus reconciles our data with recent reports of left-handed structures

in multilayers and provides evidence in favor of a previously unobserved phenomenon

in these films.



Chapter 6

Conclusions and Outlook

The purpose of this work is to help establish NV center magnetometry as a power-

ful and versatile probe for condensed matter magnetism. The NV center has already

achieved impressive results in sensing of single electron and nuclear spins[2, 28] as well

as nuclear magnetic resonance with a high frequency resolution[25, 24]. However,

quantitative imaging of static magnetization structures has remained a challenge.

Our work is the first example of full vector magnetometry and spin reconstruction

performed with a single NV center. It also provides an answer to the long-standing

magnetometry problem of reconstructing the full set of spin textures from a measured

stray field, using a general formalism which could be applied to other local magne-

tometry techniques. Our results will be broadly relevant to nanoscale magnetome-

try and studies of chiral spin textures for room-temperature spintronics applications

[62, 69, 64, 88], for example a recently suggested magnetic bobber structure which

can coexist with skyrmion tubes [89, 90].

In the context of magnetic skyrmions, NV center magnetometry can provide in-
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sights beyond the static skyrmion magnetization structure. It can potentially be used

to detect skyrmion motion in real time by using a sufficiently large ensemble of NV

centers to enhance the optical signal and thus shorten the detection time. Further-

more, it could shed light on the topological Hall effect, where the emergent magnetic

fields from magnetic skyrmions are suspected to be responsible for the low-field Hall

response, e.g. in MnSi at low temperatures[98]. Further exciting possibilities lie in

combining magnetic skyrmions with superconductivity, e.g. modifying supercurrent

in magnetic Josephson junctions by nucleating individual skyrmions in the magnetic

barrier film[99]. It has also been proposed that a magnetic skyrmion located in

proximity to a superconducting film will induce long-range bound states, which can

mediate interactions between individual magnetic skyrmions[100].

Potential future work in NV magnetometry extends far beyond skyrmion struc-

tures. Using proper energetic considerations, our procedure can be extended to the

study of magnetic order in a wide range of systems with reduced dimensionality, such

as complex oxide interfaces, novel 2D materials and van der Waals heterostructures[101].

For example, recent work revealed intrinsic two-dimensional ferromagnetic behavior

in atomic layers of Cr2Ge2Te6 with a strong dimensionality dependence[102]. NV

magnetometry is an excellent tool for quantitative studies of such systems because of

its local nature as well as its integration within an AFM experiment.

Our technique can also be readily extended from magnetization patterns to cur-

rent distributions, since any in-plane current density can be expressed in terms of

an effective out-of-plane magnetic moment pattern[79]. Combined with the new low-

temperature setup capable of achieving few-Kelvin temperatures, this will open a wide
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range of condensed matter phenomena which are not accessible at room temperature

including but not limited to edge currents in topological insulators and graphene[91,

92] and current distributions in hydrodynamic electron liquids[93, 94, 95]. Utilizing

NV center’s capabilities in measuring local magnetic fields as well as local temper-

atures can be used to image magneto-conductance and thermo-electric transport in

Weyl semimetals[96]. Finally, it has been proposed that NV centers can detect a

single magnetic monopole excitation moving in a spin ice material[97].



Appendix A

Calibration of the film thickness

and saturation magnetization

In Chapter 5 we introduced a method to classify all possible magnetization struc-

tures compatible with measured magnetic field by one scalar parameter λ. A crucial

step in reducing the number of degrees of freedom to only one is to perform a calibra-

tion of the sample’s saturation magnetization. If the magnitude of the magnetization

at each point in the scan is known, then we no longer need to solve for three compo-

nents of the magnetization, but only two. The third component is fixed by the other

two. This appendix summarizes the calibration procedure we employed based on a

scan of the same material in the saturated regime.

The unknown parameters in our scan are the film thickness t, the NV depth d

and the local value of the saturation magnetization Ms ·ms(ρ), which is used for the

reconstruction in Eqs. (5.8) and (5.11). In order to calibrate these values we start

from a simultaneous measurement of the magnetic disc topography and stray field
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map at saturation, as shown in Fig. A.1.

We first compare the stray field maps in Fig. A.1a and Fig. A.1b with the sur-

face topography measured by monitoring the vertical movement of the tip, shown in

Fig. A.1c. In each image we superimpose a black dashed boundary qualitatively rep-

resenting the region within which a magnetic signal is measured. By comparison of

this boundary with the surface topography, we see that magnetic signal is measured

from the region in the disc having a constant thickenss. We conclude that within the

field of view in Fig. A.1a and Fig. A.1b, it is the saturation magnetization Ms ·ms(ρ)

that varies and not the film thickness t.

We therefore retain t as constant in eq. (5.1) and make use of eq. (2.16) in order to

compute the resolution functions. In particular, the values used during the deposition

are t = 1.1 nm, N = 10, s = 7 nm, in agreement with the measured total thickness of

the film in Fig. A.1c. Note that for the NV depth d we use d ∼ 30 nm, a value that

SRIM calculations predict to be in agreement with the 18 keV implantation energy

of our diamond [103].

We now assume the magnetization to be out-of-plane due to magnetic anisotropy[69]

in the regime in which the skyrmion disappears; such assumption is well supported

by looking at the spatially homogeneous stray field pattern for Bz measured at the

magnetic disc edge in Fig. A.1b. With this information we can now estimate the

local value of the saturation magnetization for Co. In order to obtain the inversion

at saturation we solve Eq. (5.7) and work in the Bloch gauge because in this regime

mx,y = 0, which therefore satisfies ∇ ·mx,y = 0.

The Ms ·mz(ρ) value at 11.8 mT (saturation) is equivalent to Ms ·ms(ρ), which
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Figure A.1: Calibration of the saturation magnetization and topography of
the patterned disc. a Reconstructed Bz stray field measured with a 9.5 mT bias
field. The black dashed line outlines the boundary of the region within which the
largest stray field is recorded b Same as in a, but with a bias field of 11.8 mT. The
black dashed line is the same as in a. We clearly see that the bubble-like feature has
disappeared at this field. Note also that the stray field Bz is qualitatively constant
while moving along the boundary of the magnetic disc, supporting the assumptions
that at these fields the magnetization is mostly out-of-plane. c Surface topography
recorded by monitoring the piezo voltage Vz. The dashed black boundary is the same
as in a and b, indicating that the region in which we observe a magnetic stray field
is smaller than the actual physical disc size.

accounts for the local renormalization in the nominal Ms value due to variations in

the saturation magnetization. With this procedure we estimate a maximum value for

Ms ·ms(ρ) of Ms ' 3.6 · 105 A/m at the disc center.
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Figure A.2: Field-dependent magnetization of the reference Si substrate.
Magnetization measured via Vibrating Sample Magnetometry (VSM) of a Si substrate
held at the same height as the surface of the quartz tip during sputtering. The
measurement reveals a bulk magnetization at saturation of approximately Ms ' 3.8 ·
105 A/m.

We then independently measure the nominal value of Ms for our film by performing

a Vibrating Sample Magnetometry measurement on a reference Si wafer placed in the

sputtering chamber together with our tip during the deposition process. We found

Ms ' 3.8 · 105 A/m (see Fig. A.2), in agreement with the NV measurement. Note

that such value for Ms is less than half the bulk value, suggesting a magnetic dead

layer due to roughness or oxidation. In-plane (hard axis) measurements (not shown)

revealed saturation fields of ≈ 5 kOe.
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G. S. D. Beach, and A. Yacoby, “Imaging the Spin Texture of a Skyrmion Under
Ambient Conditions Using an Atomic-Sized Sensor,” Nat. Comm. (in press),
2018.
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