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Quantitative approaches to cellular information processing and
metabolic regulation

Abstract

Organisms of all levels of complexity must undertake complex information processing tasks.

Diverse cellular and biochemical mechanisms are required to integrate multiple sources of infor-

mation and to balance performance trade-offs, such as between speed and accuracy or robustness

and fragility. This dissertation describes a series of quantitative analyses of cellular information

processing, with particular attention given to the regulation of metabolism. Chapters 2 and 3 con-

sider mechanisms for achieving concentration robustness in signal transduction. Chapter 2 develops

a large compendium of reaction networks involving bifunctional enzymes, which are often posi-

tioned at key metabolic branch points and are experimentally associated with robust control. Using

high-throughput algebraic analysis of this compendium, we demonstrate that bifunctional enzymes

can implement five different forms of concentration robustness, and that the type of robustness

is highly sensitive to biochemical details beyond bifunctionality. Chapter 3 identifies intermediate

buffering in a three-component phospho-relay as a novel mechanism for concentration robustness

and argues that such a mechanism accounts for robust inactivation of the yeast osmotic stress re-

sponse. Chapter 4 reports an integrated computational and experimental analysis of production of

the oncometabolite 2-hydroxyglutarate by mutant isocitrate dehydrogenase 1 (IDH1), which sug-

gests that the clinically observed retention of a wild-type (WT) IDH1 allele in tumors is not due to

a requirement for substrate channeling or substantial inter-subunit flux in WT/mutant IDH1 het-

erodimers. In Chapter 5 we examine the information processing capabilities of Ca2+/calmodulin

signaling and show that a straightforward equilibrium binding analysis can clarify longstanding
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questions about the control of smooth muscle contraction. Finally, Chapter 6 reports an experimen-

tal approach to investigate the limits of complex information processing in single cells. Resurrecting

a classical body of literature on the behavior of unicellular organisms, we demonstrate that the gi-

ant ciliate Stentor roeseli engages in multi-step hierarchical sequences of avoidance behaviors. The

S. roeseli avoidance response is distinct from other primitive forms of learning such as habituation

and conditioning and is suggestive of complex decision-making by the organism. Throughout the

dissertation, a common theme is the use of mathematical modeling to link biochemical form to

physiological function and to generate experimentally testable predictions that are independent of

hard-to-measure parameter values.
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Information processing at the level of individual cells is an essential task for all organisms, regard-

less of complexity. Single-celled organisms must be able to sense their surrounding environment,

transmit the information gained to different parts of the cell, and ultimately mount appropriate

responses to external changes or threats. Multicellular organisms must accomplish all of the above

and ensure appropriate cell-to-cell communication and coordination, with dire consequences for

any breakdowns27,227. This dissertation presents a series of quantitative, systems-level analyses of

diverse problems in cellular information processing, focusing especially on the regulation of energy

production and consumption (metabolism).

Chapters 2 and 3 examine biochemical mechanisms by which an information processing network

can be “robust,” or insensitive to perturbation. Chapter 2 focuses on bifunctional enzymes, Chapter

3 on three-component post-translational modification relays. Chapter 4 considers heterodimer-

ization and substrate channeling in the context of metabolic regulation in cancer, and Chapter 5

examines signal transduction involving Ca2+/calmodulin (CaM). Finally, Chapter 6 describes an

experimental approach to probe the information processing capabilities of unicellular eukaryotes

focused on avoidance behaviors of the giant ciliate Stentor roeseli. Detailed introductions to each

of these topics are provided in the individual chapters. The remainder of this general introduction

surveys a few areas of broad interest or particular importance to the dissertation.

1.1 Biological robustness

Robustness has many meanings in biology. In the broadest sense, a biological system can be called

robust if it is insensitive to external perturbations, such as changes in the environment or infectious

disease, or to internal perturbations, such as genetic mutation or stochastic fluctuations in protein

concentrations 114,141,226. As suggested by these example perturbations, robustness can operate on

vastly different timescales depending on the specific biological context, from millisecond or faster to
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evolutionary. Beyond straightforward mechanisms such as functional redundancy of genes or path-

ways226,116,108, the information processing mechanisms that underlie robust responsiveness remain

incompletely understood.

Given the polysemous nature of the term, it is important to develop precise quantitative defini-

tions when analyzing the robustness of a specific biological process, or when a proposing a “design

principle” that accounts for robustness in multiple related systems 190. (“I know it when I see it”

may be sufficient for obscenity, but not for systems biology.) Chapters 1 and 2 of this dissertation

are concerned with a type of internal insensitivity referred to as concentration robustness, in which

some quantity involving the concentrations of one or more species (such as proteins or metabolites)

in a biochemical network remains constant at steady state. In the simplest case, termed absolute

concentration robustness (ACR), the concentration of a single species is fixed 191,189. The concept of

ACR has been widely influential, both in systems biology and in other areas such as chemical reac-

tion network theory 188,7.

Bifunctional enzymes catalyzing opposing post-translational modifications (such as phosphoryla-

tion and dephosphorylation of a single residue on a protein) are an important class of “paradoxical”

biological components that bring antagonistic processes into close proximity82. Bifunctional en-

zymes are widely distributed, especially in bacterial signaling and metabolism but also in mammalian

glycolysis (6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase) and inositol pyrophosphate sig-

naling (5-InsP7 kinase/InsP8 phosphatase)43,72. It has been known for decades that some systems

containing bifunctional enzymes exhibit experimental concentration robustness 186, leading to early

proposals by LaPorte and Koshland and Russo and Silhavy that this robustness might be due specif-

ically to bifunctionality 122,178. Beginning with Batchelor and Goulian’s analysis of the EnzV/OmpR

two-component osmosensor in Escherichia coli 15, there have been numerous attempts to examine

the bifunctionality/robustness association using mathematical or computational modeling, which

has led to a general appreciation that the additional conservation law imposed by bifunctionality
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(i.e., that the total concentration of modifying enzyme must equal the total concentration of de-

modifying enzyme) is the basis for concentration robustness in many systems 189,48,43. In Chapter

2, we examine a large compendium of bifunctional enzyme mechanisms and demonstrate that five

different forms of concentration robustness can arise depending on the specific biochemical assump-

tions.

Despite this intensive attention, however, it is clear that bifunctionality is only a small part of the

(concentration) robustness story. According to some estimates, more than 1,000 human metabolites

may be maintained a robust concentration 51, many by mechanisms that remain to be elucidated.

The primary result of Chapter 3 is the identification of a novel robustness mechanism - buffering

by an intermediate component in a three-component phospho-relay - which explains aspects of

the robust regulation of the Saccharomyc cerevisiae osmotic stress response. One implication of

this result is that E. coli and yeast use contrasting biochemical mechanisms to achieve a common

functional outcome of robust osmoregulation.

1.2 Metabolic regulation

Organisms must integrate their metabolic networks with information processing capabilities to en-

sure efficient use of nutrients and appropriate response to environmental changes. Accordingly, sev-

eral chapters of this dissertation involve quantitative analysis of metabolic regulation, with a particu-

lar interest in linking biochemical form and systems-level function. Bifunctional enzymes of the sort

considered in Chapter 2 are often positioned at metabolic branch points. A classic example is isoci-

trate dehydrogenase kinase/phosphatase (IDHKP) in E. coli central carbon metabolism 121. This bi-

functional enzyme regulates the activity of isocitrate dehydrogenase (IDH) and therefore determines

the partitioning of flux between the full TCA cycle and the anapleurotic glyoxylate bypass. The

IDH/IDHKP system has been shown both theoretically and experimentally to exhibit concentra-
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tion robustness 122,192,48, which may be critical for the adaptability of E. coli to growth on two-carbon

substrates. Two IDHs very different from the E. coli enzyme, human isocitrate dehydrogenase 1

and 2 (IDH1 and IDH2), are the subject of Chapter 4. Point mutations in these dimeric, NADP+-

dependent enzymes cause increased production of the “oncometabolite” 2-hydroxyglutarate (2-

HG) in multiple cancers. In less than a decade, understanding of dysregulated IDH metabolism

in cancer has progressed from identification of initial mutants by sequencing of patient-derived

tumor samples to the credentialing of 2-HG as a biomarker for disease burden and development

of an FDA-approved small-molecular inhibitor of mutant IDH2 for treatment of acute myeloid

leukemia 158,235,21,44,237. Despite this rapid progress, interesting mechanistic puzzles remain, one of

which (the possibility of substrate channeling through the IDH1 heterodimer) is explored in Chap-

ter 4. Finally, Chapter 5 considers the regulation of smooth muscle contraction, an energy-intensive

process, by the multifunctional Ca2+-binding protein CaM.

1.3 Limits of information processing by a single cell

Unicellular organisms are capable of remarkable responses to environmental changes. The S. cere-

visae osmotic stress response, discussed in detail in Chapter 3, is a prime example. On timescales of

just a few minutes, yeast activate the high-osmolarity glycerol (HOG) pathway, ultimately leading to

production of the compatible solute glycerol and restoration of turgor pressure 88. Yet single cells can

undertake even more complicated information processing than is required for such feats of adapt-

ability. If repeatedly forced to swim though a narrow glass tube, the unicellular ciliate Paramecium

will escape faster and faster with each successive trial 8. Another ciliate called Spirostomum can habit-

uate to repeated tapping, such that after a while mild taps fail to elicit a response, and neuronal PC12

cells can similarly become habituated to certain chemical and electrical stimuli9,145. Although com-

plex behavior is usually associated with animals that have nervous systems, these results demonstrate
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that elementary forms of learning occur even in single cells. Chapter 6 experimentally investigates

the limits of unicellualr information processing by examining complex behavior in the giant ciliate

Stentor roeseli. Using video microscopy and quantitative analysis, we resolve a longstanding con-

troversy about Stentor behavior and characterize a hierarchical sequence of avoidance behaviors of

unprecedented complexity for a single-cell eukaryote.

1.4 Methodological considerations

Quantitative models involve parameters. In an informal sense, the number of parameters in a model

tends to increase with level of detail - “thick,” biologically rich models involve more parameters (and

states) than “thin,” abstract ones - and with scope (e.g., enzyme vs. pathway vs. genome-scale net-

work)74. For the biochemical network models that are discussed throughout Chapters 2-5, these

parameters are the rate constants for each reaction in the network.

Typical strategies for biological parameter estimation involve taking numerical values from the ex-

perimental literature or fitting the model to data. Both approaches have limitations. In the case of a

mass-action biochemical model, values may be needed for the kinetics of intermediate reactions that

are inaccessible to measurement. Moreover, it is not unusual for biochemical measurements to differ

between papers by an order of magnitude or more. As described in Chapter 4, such a discrepancy

involving mutant IDH1 prompted us to undertake our own experimental kinetic analysis as a pre-

requisite to further mathematical modeling. Finally, this approach to parameter estimation almost

invariably requires extrapolation from in vitro data, even if the model is intended to describe in vivo

physiology.

Fitting has its own perils. It can be all too easy to “overfit” a detailed biochemical model, so that

it describes a particular dataset well but generalizes poorly. Furthermore, given the often limited

availability of experimental data in mechanistic systems biology, opportunities for validation of a
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model independent of the data to which it was fit may be scarce. These concerns are exemplified by

the famous quip, attributed to John von Neumann, that “with four parameters I can fit an elephant,

and with five I can make him wiggle his trunk.” Although von Neumann’s joke is widely quoted

in the systems biology literature74,162,156,13, numerical simulation of dynamical models with fitted

parameter values remains a stock-in-trade of the field.

A common theme of Chapters 2-5 of this dissertation is the use of exact mathematical analysis to

circumvent the need for estimation of numerous parameters. In contrast to numerical simulation,

analytical calculations can be undertaken with parameters treated symbolically, and therefore of-

ten lead to predictions or experimental strategies that are parameter-independent. In certain cases,

such as the analysis of the Sln1-Ypd1-Ssk1 phospho-relay described in Chapter 3, ad hoc algebraic

manipulations guided by biochemical intuition are sufficient. In other instances, more systematic

mathematical machinery is required.

We make use of two such systematic approaches. Our analysis of bifunctional enzyme mech-

anisms in Chapter 2 relies on the method of Gröbner bases to calculate polynomial “invariants.”

Steady-state mass-action analysis of a biochemical reaction network gives rise to a system of non-

linear polynomial equations. In some instances, it is possible to combine the polynomials so as to

eliminate a subset of variables, yielding a simplified expression in the remaining variables (an invari-

ant). Gröbner bases provide a systematic way to do this elimination for non-linear polynomials and

thus can be viewed as a generalization of Gaussian elimination for linear systems. As will be seen in

Chapter 2, the algebraic structure of an invariant can often reveal a great deal about a system’s bio-

chemical and functional characteristics. The mathematical details of Gröbner basis calculations are

discussed in detail in Refs. 39,139, the latter of which is concerned specifically with their application to

biochemistry.

A longstanding focus of research in the Gunawardena group has been to develop the linear

framework, a graph-based approach to timescale separation in biochemical systems. Full mathe-
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matical details of the approach are described in numerous previous publications75,147,3,55. In Chapter

5, we show that several related models of Ca2+/calmodulin signaling, which have been studied in the

literature by numerical simulation, can be solved analytically using the linear framework, and we use

an equilibrium binding analysis to propose parameter-independent model discrimination criteria.
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Chapter Summary

Experimental and theoretical studies have suggested that bifunctional enzymes catalyzing oppos-

ing modification and demodification reactions can confer steady-state concentration robustness to

their substrates. However, the types of robustness and the biochemical basis for them have remained

elusive. Here we report a systematic study of the most general biochemical reaction network for a bi-

functional enzyme acting on a substrate with one modification site, along with eleven sub-networks

with more specialized biochemical assumptions. We exploit ideas from computational algebraic ge-

ometry, introduced in previous work, to find a polynomial expression (an invariant) between the

steady state concentrations of the modified and unmodified substrate for each network. We use

these invariants to identify five classes of robust behavior: robust upper bounds on concentration,

robust two-sided bounds on concentration ratio, hybrid robustness, absolute concentration robust-

ness (ACR), and robust concentration ratio. This analysis demonstrates that robustness can take a

variety of forms and that the type of robustness is sensitive to many biochemical details, with small

changes in biochemistry leading to very different steady-state behaviors. In particular, we find that
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the widely-studied ACR requires highly specialized assumptions in addition to bifunctionality. An

unexpected result is that the robust bounds derived from invariants are strictly tighter than those

derived by ad hocmanipulation of the underlying differential equations, confirming the value of

invariants as a tool to gain insight into biochemical reaction networks. Furthermore, invariants yield

multiple experimentally testable predictions and illuminate new strategies for inferring enzymatic

mechanisms from steady-state measurements.
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2.1 Introduction

Cellular systems have a remarkable capacity to function correctly even as internal and external con-

ditions change 114. Understanding the mechanistic basis for this robustness has emerged as a major

topic of interest in systems biology 114,4,123,190. Such efforts have been hampered by the difficulty of

developing precise, quantitative definitions of the various forms of biological robustness, and the

lack of shared molecular or biochemical features between robust systems.

The study of enzymatic bifunctionality, however, has led to considerable progress in understand-

ing a particular kind of robustness. Bifunctional enzymes can be divided into two broad categories,

those that catalyze consecutive steps in a metabolic pathway and those that play a more regulatory

role by catalyzing opposing modification and demodification of a single substrate. Little is currently

known about the systems-level advantages conferred by the first group of bifunctional enzymes, and

there is considerable need for further experimental and theoretical work on such enzymes. Regula-

tory bifunctional enzymes, in contrast, have been the subject of extensive study from a systems-level

perspective and have led to new insights about robust biological control.

Experiments in bacteria and plants have revealed concentration robustness in several systems

with bifunctional enzymes 186,122,15,152. A key output of the system, usually the concentration of the

substrate in a particular state of modification, was found to remain approximately constant despite

changes in the expression levels of system components, including the substrate itself. In many cases,

such robustness was maintained even in the face of 10-fold or greater changes in expression of system

components. From consideration of these experiments, LaPorte and Koshland, working with the

isocitrate dehydrogenase regulatory system, and Russo and Silhavy, working with the EnvZ/OmpR

osmosensor, both in Escherichia coli, made early attempts to develop a mechanistic, quantitative

understanding of the concentration robustness conferred by bifunctional enzymes 122,178. Their

work has been extended by a number of detailed theoretical studies of bifunctional enzyme sys-
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tems 15,191,192,189,83,84,112,48,43,208. In each of these studies, a specific biochemical reaction network was

proposed to describe the system of interest, and mathematical calculations or numerical simulations

were used to explain how concentration robustness might emerge from the reaction network. Other

forms of “robustness,” such as sensitivity to fluctuations in parameter values, have been considered

in different contexts 123,205,173,126.

Regulatory bifunctional enzymes can be subdivided into four classes according to the active site

configuration of the bifunctional enzyme and the quaternary structure of the substrate (Fig. 2.1).

Bifunctional enzymes can either have separate, non-interacting active sites for each catalytic activity

(e.g., a kinase domain and a distinct phosphatase domain) or a shared active site that can catalyze

both activities 240,43,48. Furthermore, a bifunctional enzyme can modify either a monomeric or mul-

timeric substrate.

Multimeric substrates give rise to multi-site and avidity effects that require special attention. For

instance, Hart et al. developed models of the nitrogen assimilation system in E. coli and the car-

bon fixation pathway in C4 plants 83,84. In both systems, they showed that mathematical robustness

arises because the bifunctional enzymes have separate active sites and can therefore form ternary

complexes with two units of the respective substrates. Similar analyses have been performed of the

bifunctional uridylyltransferase/uridylyl-removing enzyme (UTase/UR)220,208, also involved in ni-

trogen assimilation, for which there is now extensive experimental evidence of robustness 104,103. In

contrast, the isocitrate dehydrogenase (IDH) regulatory system in E. coli contains a bifunctional

enzyme with a shared active site that acts on a dimeric substrate. In recent work we showed that, al-

though the corresponding biochemical network does not exhibit mathematical robustness, there is a

realistic parameter regime in which robustness is expected48.

Our focus in this paper is on monomeric substrates modified by bifunctional enzymes that have

either separate or shared active sites. Several such systems have been studied mathematically 15,191,192,189,

of which the EnvZ/OmpR two-component osmosensor is the paradigmatic example 15,191. There is
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Figure 2.1: Classifica on of bifunc onal enzyme systems by biochemical features. Bifunc onal enzymes that catalyze
opposing post-transla onal modifica ons can be sub-divided into four classes according to the ac ve site config-
ura on on the enzyme and the quaternary structure of the substrate. Known examples and a cartoon diagram are
provided in each quadrant of the diagram for the appropriate system. This paper focuses on the robust behavior of
systems in the two top quadrants (i.e., monomeric substrates regulated by a bifunc onal enzyme).

strong experimental evidence for robustness both in EnvZ/OmpR and in other two-component

systems such as PhoR/PhoB, which senses phosphorous levels 15,63,207. No systematic characteriza-

tion of robustness, however, has been undertaken for these systems82. To address this limitation,

we developed and analyzed an extensive compendium of reaction networks involving a bifunctional

enzyme (with either shared or separate active sites) acting on a monomeric substrate.

Our analysis identified five types of robust behavior: “robust upper bounds on concentration,”

in which the concentration of the modified or unmodified substrate form is held below a bound set

only by the parameter values (i.e., the bound is independent of the total amount of substrate and

enzyme); “robust two-sided bounds on the concentration ratio,” in which the substrate concentra-

tion ratio is held between an upper bound and a lower bound determined only by the parameters;
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“hybrid robustness,” in which the same network exhibits a robust upper bound in concentration

for certain parameter values and robust two-sided bounds on concentration ratio for other param-

eter values; “absolute concentration robustness” (ACR), in which the concentration of a substrate

form is fixed at a single value set by the parameters 189; and “robust concentration ratio,” in which

the substrate concentration ratio depends only on the parameters. The five behaviors are all variants

of concentration robustness–some quantity involving the concentrations of the different species

in the networks is held constant at steady state. We find that the type of concentration robustness

is highly dependent on subtle but significant differences in biochemical mechanism. For instance,

whether an enzyme-substrate ternary complex can form, and whether the reactions involving the

ternary complex are symmetric or asymmetric, has a major impact on the robustness observed. Of

particular interest, we demonstrate that ACR, which has dominated recent thinking about enzy-

matic bifunctionality, requires restrictive biochemical assumptions, and that more complex forms of

robustness arise even with minimal assumptions beyond bifunctionality. Our results delineate the

complexity of biochemical concentration robustness and suggest experiments that might distinguish

one form of robustness from another.

The reaction networks that we study here all involve the interconversion of unmodified (𝑆) and

modified (𝑆𝑃 ) substrate by a bifunctional regulatory enzyme (𝐸). Assuming mass-action kinet-

ics at steady state yields systems of non-linear polynomial equations in the concentrations of the

free enzyme and substrate forms and various enzyme-substrate complexes. Our results are based on

mathematical analysis of these equations with the parameters treated symbolically, thereby avoiding

numerical simulations that require advance knowledge of parameter values. We use techniques from

computational algebraic geometry, which we introduced in previous work, to systematically elim-

inate variables and to derive polynomial “invariants” involving only [𝑆] and [𝑆𝑃 ]. (Throughout

the paper, the notation [𝑋] signifies the concentration of 𝑋.) These invariants provide the essential

insights into robust behavior. Interestingly, we find that invariants yield more accurate bounds than

15



ad hocmanipulation of the underlying differential equations.

2.2 Methods

2.2.1 Reaction network assumptions

Our networks apply to the modification and demodification of any small molecule or protein in

which the modification is by attachment of a small-molecule moiety (phosphate, methyl, acetyl,

etc.) 169. Polypeptide modifications, such as ubiquitination and SUMOylation, involve more com-

plicated biochemistry and are not modeled by our networks. As is standard, the modification donor

(such as ATP in the case of phosphorylation) is assumed to be kept at constant concentration by

background cellular processes and is therefore ignored as a dynamical variable. Each catalytic domain

of the bifunctional enzyme is assumed to follow a standard Michaelis-Menten reaction scheme,

which takes the form

𝐸 + 𝑆 ⇌ 𝐸𝑆 → 𝐸 + 𝑆𝑃 (2.1)

for the forward modification, with reversible formation of an enzyme-substrate complex (𝐸𝑆) and

irreversible formation of product. The limitations of these assumptions are reviewed further in the

Discussion.

The most general reaction network (network 0) is shown as biochemical reactions in Fig. 2.2A

and as a directed graph on the corresponding “complexes” (in the sense of Chemical Reaction Net-

work Theory 112) in Fig. 2.2B. The complexes are enumerated in Fig. 2.2C. Subsequent networks in

Figs. 4 and 5 are shown as sub-graphs of the graph in Fig. 2.2B with the missing vertices and edges

faded. In the text, the rate constants for mass-action kinetics are given in the notation 𝑘𝑖→𝑗 for the

reaction corresponding to the edge 𝑖 → 𝑗 in the graph on the complexes. The two catalytic activities

are not assumed to be independent of each other, so that, for instance, 𝑘2→3 ≠ 𝑘6→7.
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Figure 2.2: Full reac on network for a bifunc onal enzyme with separate ac ve sites ac ng on a monomeric sub-
strate. A Biochemical reac on network. B Directed graph describing the reac on network in A, in which the nodes
correspond to the “complexes”112, as listed to the right. We used the nota on 𝑘𝑖→𝑗 for the rate constant for the
reac on corresponding to the edge 𝑖 → 𝑗 in the graph. C List of complexes in the reac on network.

2.2.2 Algebraic calculations

All conclusions in the paper are based on algebraic analysis of the various chemical reaction net-

works at steady-state, assuming mass-action kinetics. We make no use of the Michaelis-Menten rate

formula or any other form of approximation. Algebraic calculations were either done manually or

using Mathematica 9.0 (Wolfram). An accompanying Mathematica notebook containing many of

the calculations is provided as Supporting Material. Different numbering and notation had to be

used in the notebook because of Mathematica conventions. The differences are described in tables

in the notebook for each network considered in the paper, and these tables should be consulted

when comparing expressions between the paper and the notebook. Gröbner basis calculations un-

dertaken in Mathematica were performed as described previously by Manrai and Gunawardena 139.
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2.3 Results

2.3.1 Analysis of Network 0

Ad hoc derivation.

We begin with consideration of the full network (network 0), which includes all possible reactions

involving the bifunctional enzyme and the two substrate forms (Fig. 2.2). In the full network, the

order of formation of the ternary complex is random, and 𝐸 can act as either a modifying or demod-

ifying enzyme when bound in any complex. As such, network 0 is the most general model possible

of a bifunctional enzyme acting on a monomeric substrate and is completely symmetric. We find

that either [𝑆] or [𝑆𝑃 ] may be robustly bounded depending on the relative values of the catalytic

rate constants for the ternary complex 𝐸𝑆𝑃 𝑆.

At steady state, the rate of formation of 𝑆𝑃 from 𝑆 must be balanced by the rate of formation of

𝑆 from 𝑆𝑃 , which leads to the following relationship between the three complexes in the network:

𝑘2→3[𝐸𝑆] + 𝑘6→7[𝐸𝑆𝑃 𝑆] = 𝑘4→1[𝐸𝑆𝑃 ] + 𝑘6→8[𝐸𝑆𝑃 𝑆]. (2.2)

Solving for the ternary complex in this expression yields

[𝐸𝑆𝑃 𝑆] = 𝑘4→1[𝐸𝑆𝑃 ] − 𝑘2→3[𝐸𝑆]
𝑘6→7 − 𝑘6→8

. (2.3)

Here we ignore the possibility that 𝑘6→7 = 𝑘6→8, since such fine-tuning of rate constants is un-

likely to occur naturally. Production and consumption of the ternary complex must also balance at

steady state, leading to the following expression:

[𝐸𝑆𝑃 𝑆] = 𝑘5→6[𝑆][𝐸𝑆𝑃 ] + 𝑘9→6[𝑆𝑃 ][𝐸𝑆]
𝑘6→5 + 𝑘6→9 + 𝑘6→7 + 𝑘6→8

. (2.4)
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Subtracting Eq. (2.3) from Eq. (2.4) eliminates the ternary complex and gives

𝐴[𝐸𝑆𝑃 ] + 𝐵[𝐸𝑆] = 0, (2.5)

where the coefficients 𝐴 and 𝐵 are

𝐴 = 𝑘5→6
𝑘6→5 + 𝑘6→9 + 𝑘6→7 + 𝑘6→8

[𝑆] − 𝑘4→1
𝑘6→7 − 𝑘6→8

(2.6)

and

𝐵 = 𝑘9→6
𝑘6→5 + 𝑘6→9 + 𝑘6→7 + 𝑘6→8

[𝑆𝑃 ] + 𝑘2→3
𝑘6→7 − 𝑘6→8

. (2.7)

There are two possibilities for the relative rates of modification and demodification in the ternary

complex. Either the modification rate is greater and 𝑘6→8 < 𝑘6→7, or the demodification rate is

greater and 𝑘6→7 < 𝑘6→8. If the modification rate is greater, 𝐵 > 0, so to satisfy Eq. (2.5) we must

have 𝐴 < 0. This implies the following bound on [𝑆]:

[𝑆] < 𝑘4→1(𝑘6→5 + 𝑘6→9 + 𝑘6→7 + 𝑘6→8)
𝑘5→6(𝑘6→7 − 𝑘6→8) . (2.8)

When 𝑘6→7 < 𝑘6→8, by an analogous argument we have the following bound on [𝑆𝑃 ]:

[𝑆𝑃 ] < 𝑘2→3(𝑘6→5 + 𝑘6→9 + 𝑘6→7 + 𝑘6→8)
𝑘9→6(𝑘6→8 − 𝑘6→7) . (2.9)

Thus, when the modification rate exceeds the demodification rate, [𝑆] is robustly held below a

threshold that is determined only by the rate constants, whereas [𝑆𝑃 ] is bounded when the demodi-

fication rate is greater.
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Improved upper bounds using invariants.

The ad hoc argument above is straightforward and follows directly from the underlying differen-

tial equations. We turn now to an alternative method that is less direct but reveals that the upper

bounds in Eqs. (2.8) and (2.9) are not optimal.

The method of Gröbner bases for polynomial systems, which can be thought of as a generaliza-

tion of Gaussian elimination for linear systems, can be used to obtain the simplest possible algebraic

expression between specified variables that holds at steady state. We have previously used Gröbner

bases to study multisite protein phosphorylation and robustness in E. coli isocitrate dehydrogenase

regulation 139,48, and readers interested in the mathematical details of the approach should consult

the paper by Manrai and Gunawardena. From a Gröbner basis calculation on the polynomial sys-

tem describing network 0 (the details of which are provided in the accompanying Mathematica

notebook), it is possible to obtain the following polynomial expression in the steady-state concentra-

tions of 𝑆 and 𝑆𝑃 :

(𝑎1[𝑆]2[𝑆𝑃 ] + 𝑎2[𝑆][𝑆𝑃 ]2 + 𝑎3[𝑆]2 + 𝑎4[𝑆𝑃 ]2

+𝑎5[𝑆][𝑆𝑃 ] + 𝑎6[𝑆] + 𝑎7[𝑆𝑃 ])[𝐸] = 0,
(2.10)

where 𝑎1, ⋯ , 𝑎7 are algebraic combinations of the rate constants given in the Mathematica note-

book. At this point, we restrict attention to those steady states in which each species has a positive

steady-state concentration, which we call positive steady states. Since then [𝐸] ≠ 0, we can divide

by [𝐸] in the expression above to obtain a polynomial in just the two substrate forms:

𝑎1[𝑆]2[𝑆𝑃 ] + 𝑎2[𝑆][𝑆𝑃 ]2 + 𝑎3[𝑆]2 + 𝑎4[𝑆𝑃 ]2

+𝑎5[𝑆][𝑆𝑃 ] + 𝑎6[𝑆] + 𝑎7[𝑆𝑃 ] = 0.
(2.11)

Eq. (2.11) is an example of what we have called in previous work an “invariant”–a polynomial expres-
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sion on selected variables that holds in any positive steady state 139. This cubic invariant can be used

to obtain robust upper bounds on [𝑆] or [𝑆𝑃 ] by the following argument.

The invariant defines an algebraic curve, which is a locus of points in the ([𝑆], [𝑆𝑃 ]) plane

that satisfy the invariant. An initial way to get a sense of the shape of such a curve is to consider its

asymptotes (the tangent lines at infinity), which are given by the highest-degree terms in the polyno-

mial. For Eq. (2.11) the highest-degree terms are

𝑎1[𝑆]2[𝑆𝑃 ] + 𝑎2[𝑆][𝑆𝑃 ]2 = 0, (2.12)

which can be factored into the following linear factors:

[𝑆][𝑆𝑃 ](𝑎1[𝑆] + 𝑎2[𝑆𝑝]). (2.13)

These factors determine the slopes of the possible asymptotes: there can be a vertical asymptote

([𝑆] = 𝑐1), a horizontal asymptote ([𝑆𝑃 ] = 𝑐2), or a diagonal asymptote (𝑎1[𝑆] + 𝑎2[𝑆𝑃 ] = 𝑐3).

Lower-order terms in the invariant must be taken into account to characterize the asymptotes fully.

This quick calculation, however, is helpful to provide a sense of the possibilities. As we will see, the

vertical asymptote sets the robust upper bound for [𝑆], while the horizontal asymptote sets the

bound for [𝑆𝑃 ]. The existence of horizontal or vertical asymptotes for the invariant is therefore an

indication of robust upper bounds. (The diagonal asymptote may be indicative of a robust ratio,

which is not relevant for this network but becomes so for others.)

We now rigorously show the existence of robust upper bounds using a classical technique to

study a curve by examination of its intersections with horizontal and vertical lines. If we take [𝑆] to

be constant, which corresponds to the intersection of the curve with a vertical line in the ([𝑆], [𝑆𝑃 ])
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plane, then the invariant in Eq. (2.11) reduces to a quadratic equation in [𝑆𝑃 ]:

𝐴[𝑆𝑃 ]2 + 𝐵[𝑆𝑃 ] + 𝐶 = 0, (2.14)

where 𝐴 = 𝑎2[𝑆]+𝑎4, 𝐵 = 𝑎1[𝑆]2 +𝑎5[𝑆]+𝑎7, and 𝐶 = 𝑎3[𝑆]2 +𝑎6[𝑆]. The solutions of a

quadratic equation are given by its discriminant, but it is easier to consider the normalized constant

term 𝐶/𝐴. If this term is negative, the quadratic equation must have one positive and one negative

solution. Inspection of the expressions for 𝑎1, ⋯ , 𝑎7 in the supplementary Mathematica notebook

shows that 𝑎3, 𝑎6 > 0, 𝑎4, 𝑎7 < 0, 𝑎5 is indeterminate in sign, and the sign of both 𝑎1 and 𝑎2 is

the same as that of 𝑘6→7 − 𝑘6→8. Hence, if 𝑘6→7 − 𝑘6→8 > 0, we have 𝑎1, 𝑎2, 𝑎3, 𝑎6 > 0 and

𝑎4, 𝑎7 < 0. For any positive steady state (for which [𝑆], [𝑆𝑃 ] > 0), we have that 𝐶/𝐴 < 0 if,

and only if, 0 < [𝑆] < −𝑎4/𝑎2. In this case, Eq. (2.14) has only one positive solution for [𝑆𝑝].

To confirm that this expression sets an upper bound for [𝑆] it is necessary to show that no part of

the curve in the positive quadrant has [𝑆] > −𝑎4/𝑎2. In this region, the normalized constant term

𝐶/𝐴 is positive and equation Eq. (2.14) can have two positive solutions, two negative solutions, or

two complex-conjugate solutions. We need to rule out the two positive solutions. We consider the

intersection of the curve with a horizontal line, so that [𝑆𝑃 ] is taken to be constant. This procedure

yields a quadratic equation in [𝑆]:

𝐴′[𝑆]2 + 𝐵′[𝑆] + 𝐶′ = 0, (2.15)

in which 𝐴′ = 𝑎1[𝑆𝑃 ] + 𝑎3, 𝐵′ = 𝑎2[𝑆𝑃 ]2 + 𝑎5[𝑆𝑃 ] + 𝑎6, and 𝐶′ = 𝑎4[𝑆𝑃 ]2 +

𝑎7[𝑆𝑃 ]. Assuming again that 𝑘6→8 < 𝑘6→7, the normalized constant term 𝐶′/𝐴′ is negative

for all [𝑆𝑃 ] > 0. It follows that a horizontal line intersects the curve in at most one point in the

positive quadrant. Since we already know that there is such a point with 0 < [𝑆] < −𝑎4/𝑎2, there

cannot also be another point with [𝑆] > −𝑎4/𝑎2. Hence, the curve in the positive quadrant is
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restricted to 0 < [𝑆] < −𝑎4/𝑎2, which sets an upper bound for [𝑆]. Expanding the expressions

for 𝑎4 and 𝑎2 given in the Mathematica notebook, we find that

[𝑆] < −𝑎4
𝑎2

= 𝑘4→1(𝑘6→5 + 𝑘6→7)
𝑘5→6(𝑘6→7 − 𝑘6→8) . (2.16)

This upper bound is strictly tighter than Eq. (2.8). In particular, the numerator of the bound in

Eq. (2.16) does not contain the term 𝑘6→9 + 𝑘6→8, which appears in the numerator of the bound

obtained from ad hoc calculations. We return to this surprising discrepancy in the Discussion.

Fig. 2.3 shows a plot of the invariant in the ([𝑆], [𝑆𝑃 ]) plane with all parameters set to 1 except

𝑘6→7, which is set to 2 to ensure that 𝑘6→8 < 𝑘6→7. The resulting curve has three disjoint lobes

(blue curves). The branch that lies in the positive quadrant is confined to the left of the line [𝑆] =

−𝑎4/𝑎2 (red line). The upper bound in Eq. (2.8) is shown as the green line, revealing the striking

discrepancy between the two bounds. The bound obtained from the invariant describes a vertical

asymptote to the curve and is thus the best possible upper bound on [𝑆].

An analogous argument under the assumption that 𝑘6→7 < 𝑘6→8 reveals a horizontal asymp-

tote that gives the optimal upper bound for [𝑆𝑃 ]:

[𝑆𝑃 ] < −𝑎3
𝑎1

= 𝑘2→3(𝑘6→8 + 𝑘6→9)
𝑘9→6(𝑘6→8 − 𝑘6→7) . (2.17)

As before, this bound is strictly tighter than Eq. (2.9). We see from this analysis that network 0 ex-

hibits different behavior depending on the choice of certain parameter values.
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Figure 2.3: Asympto c behavior of the cubic invariant. The cubic invariant describes a curve with three dis nct
lobes. Only por ons of the second lobe correspond to posi ve [𝑆] and [𝑆𝑃 ], and the ver cal asymptote in the first
quadrant corresponds to the robust upper bound on [𝑆]. The ver cal red line indicates the bound calculated from
the invariant in Eq. 2.16, and the ver cal green line indicates the looser bound calculated in Eq. 2.8 by using the ad
hoc procedure. To generate the plot, all parameters except 𝑘6→7 were set to 1; 𝑘6→7 was set to 2 to ensure that
[𝑆] rather than [𝑆𝑃 ] is bounded.

2.3.2 Other sub-networks with robust upper bounds (Networks i, ii, iv, and

viii)

Fig. 2.4 shows eight related sub-networks that can be constructed by eliminating one or more re-

actions involving the ternary complex from the full network. Each of these networks contains all

possible reactions involving binary enzyme-substrate complexes (nodes 1-4), but makes assumptions

about ternary complex formation and catalytic activity. There are eight networks that meet these

requirements because there are three possible binding orders for the ternary complex (random, or-

dered with 𝑆 then 𝑆𝑃 binding to 𝐸, ordered with 𝑆𝑃 then 𝑆 binding) and three possible catalytic

activities (modification and demodification, modification only, demodification only). One combi-

nation (random binding, modification and demodification activity) is the full network.
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Figure 2.4: Sub-networks of the full network. Reac on networks are shown for the eight sub-networks of the full
network that can be obtained by elimina ng one or two reac ons involving the ternary complex. Excluded reac ons
are shown in light gray; the actual reac ons in the sub-network are black. Nodes are labeled as in Fig. 2.2.

The eight networks can be divided into symmetric pairs by reflection through the ternary com-

plex (node 6). As such, networks i and ii, iii and vi, iv and viii, and v and vii in Fig. 2.4 are related

by interchange of the roles of 𝑆 and 𝑆𝑃 . The algebraic analysis of one member of each pair can be

applied readily to the other member. It is thus sufficient to explain the analysis of networks i, iii, iv,

and v in detail. The results for all networks are summarized in Tables 2.1 and 2.2.
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Network i (and the symmetric network ii) have random-order binding to the ternary complex.

These are the only two networks aside from the full network that yield cubic invariants. The re-

maining networks in Fig. 2.4 all have quadratic invariants. The details of the invariants are provided

in the accompanying Mathematica notebook.

The cubic invariant for network i has a similar structure to that of Eq. (2.11) (the invariant for

network 0), but the pattern of signs is simpler. Using the same notation for the coefficients as in

Eq. (2.11), we see from inspection of the notebook that 𝑎1, 𝑎2, 𝑎3, 𝑎6 > 0, 𝑎4, 𝑎7 < 0, and 𝑎5 is

indeterminate. It follows by a similar analysis that [𝑆] is robustly bounded above by −𝑎4/𝑎2:

[𝑆] < −𝑎4
𝑎2

= 𝑘4→1(𝑘6→5 + 𝑘6→7)
𝑘5→6𝑘6→7

. (2.18)

This bound, however, holds for all parameter values. In contrast, network ii has a robust upper

bound on [𝑆𝑃 ], which also holds irrespective of the values of the parameters.

Networks iii, iv, and v all have quadratic invariants, whose analysis is simpler than for the cu-

bic invariants from networks 0, i, and ii. We turn first to network iv, which shows behavior similar

to that of network i but for different reasons. Inspection of the quadratic invariant for network iv

indicates that the highest-degree term is [𝑆][𝑆𝑃 ], suggesting the possible existence of a vertical or

horizontal asymptote associated with robust upper bounds. The invariant can be rewritten in the

form

[𝑆𝑃 ] = 𝑎8[𝑆]
𝑎9 + 𝑎10[𝑆] , (2.19)

where 𝑎8, 𝑎9 > 0 and 𝑎10 < 0. The denominator of this expression becomes infinite when [𝑆] =

−𝑎9/𝑎10 > 0, revealing a vertical asymptote for positive values of [𝑆]. For both [𝑆] and [𝑆𝑃 ] to

be positive, [𝑆] must be confined to the left of that asymptote, so that 0 < [𝑆] < −𝑎9/𝑎10. As

28



such, [𝑆] is robustly bounded above:

[𝑆] < 𝑘4→1(𝑘6→5 + 𝑘6→7)
𝑘5→6𝑘6→7

. (2.20)

The remaining networks iii and v exhibit different behaviors, which are studied in the next two sec-

tions.

2.3.3 Robust two-sided bounds on the concentration ratio (Networks v and

vii)

Network v has a quadratic invariant, whose highest-degree terms are [𝑆]2 and [𝑆][𝑆𝑃 ]. This sug-

gests the possible existence of a vertical asymptote and a diagonal asymptote, the former of which

may have an accompanying robust upper bound. A vertical asymptote does exist, but in this case

it does not imply an upper bound. Rearrangement of the quadratic invariant yields the following

expression:
[𝑆𝑃 ]
[𝑆] = 𝑎11 + 𝑎12[𝑆]

𝑎13 + 𝑎14[𝑆] , (2.21)

where 𝑎11, 𝑎12, 𝑎13, and 𝑎14, which are given in the supplemental notebook, are all positive. The

denominator of the expression on the right of Eq. (2.21) becomes infinite at [𝑆] = −𝑎13/𝑎14 <

0, revealing a vertical asymptote. This asymptote plays no physiological role, however, because it

occurs at a negative value of [𝑆].

The expression on the right of Eq. (2.21) is defined and positive for all non-negative value of [𝑆].

It has the value 𝑎11/𝑎13 when [𝑆] = 0 and tends to the value 𝑎12/𝑎14 as [𝑆] gets large. From

calculation of the derivative, it is clear that the expression decreases monotonically as [𝑆] increases

if 𝑎12/𝑎14 < 𝑎11/𝑎13, whereas the expression increases monotonically if 𝑎11/𝑎13 < 𝑎12/𝑎14.

In either case, the concentration ratio [𝑆𝑃 ]/[𝑆] is trapped between two-sided robust upper bounds.
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Expanding the expressions for 𝑎11, 𝑎12, 𝑎13, and 𝑎14 we find that, if

𝑘4→1(𝑘2→1 + 𝑘2→3) < 𝑘2→1(𝑘4→1 + 𝑘4→3), (2.22)

then

𝑎11
𝑎13

= 𝑘1→2𝑘2→3
𝑘2→1𝑘3→4

< [𝑆𝑃 ]
[𝑆] <

𝑘1→2𝑘2→3(𝑘4→1 + 𝑘4→3)
𝑘3→4𝑘4→1(𝑘2→1 + 𝑘2→3) = 𝑎12

𝑎14
.

(2.23)

Similarly, if

𝑘2→1(𝑘4→1 + 𝑘4→3) < 𝑘4→1(𝑘2→1 + 𝑘2→3), (2.24)

then

𝑎11
𝑎13

= 𝑘1→2𝑘2→3
𝑘2→1𝑘3→4

> [𝑆𝑃 ]
[𝑆] >

𝑘1→2𝑘2→3(𝑘4→1 + 𝑘4→3)
𝑘3→4𝑘4→1(𝑘2→1 + 𝑘2→3) = 𝑎12

𝑎14
.

(2.25)

These results suggest that certain biochemical combinations are unsuitable for implementing

a robust upper bound on one of the substrate forms. In particular, robust upper bounds are lost

when the only substrate form produced from the ternary complex is required to bind second in the

formation of the ternary complex (e.g., in network v only 𝑆𝑃 is produced from the ternary com-

plex, but the binding order is 𝑆 then 𝑆𝑃 ). Interestingly, we find that such conditions do lead to

bounds on the concentration ratio of the substrate modification forms, a type of robustness that has

not been noted previously. As such, this asymmetry appears to have important consequences for

robustness.
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2.3.4 Hybrid robustness (Networks iii and vi)

We turn now to network iii. Inspection of its invariant shows that it resembles that for network v,

analyzed in the previous section. It has the same terms, and the invariant can be reorganized into the

same form as Eq. (2.21). There is, however, one significant difference. We have 𝑎11, 𝑎12, 𝑎13 > 0,

but 𝑎14 is of indeterminate sign. We must therefore distinguish two possibilities. If 𝑎14 < 0,

there is a vertical asymptote at a positive value of [𝑆] and hence a robust upper bound with 0 <

[𝑆] < −𝑎13/𝑎14. In this parameter region, network iii behaves like network iv. If 𝑎14 > 0,

however, the vertical asymptote occurs at a negative, unphysiological value of [𝑆]. Network iii then

behaves like network v and exhibits robust two-sided bounds on the concentration ratio. (We ignore

the case 𝑎14 = 0, again on the grounds that such fine tuning is unlikely to occur.) Network iii

and (by symmetry) network vi therefore exhibit hybrid robustness, with different robust behaviors

in different regions of the parameter space. The precise details of the parameter regions and the

bounds are given in Tables 2.1 and 2.2.

2.3.5 Absolute concentration robustness (Networks ix and x)

The full network and the eight sub-networks in Fig. 2.4 all contain a complete set of reactions in-

volving the binary enzyme-substrate complexes. We now consider the two networks in Fig. 2.5A ,in

which only one binary enzyme-substrate complex is formed and, accordingly, the ternary complex

is formed in only one way. These networks are symmetric under interchange of 𝑆 and 𝑆𝑃 , and it is

only necessary to analyze one of them. The Gröbner basis (or a simple ad-hoc calculation) indicates

that network ix has a linear invariant of the form

[𝑆] = 𝑘4→1(𝑘6→5 + 𝑘6→7)
𝑘5→6𝑘6→7

. (2.26)
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Eq. (2.26) shows ACR in 𝑆, which can also be deduced using the Shinar-Feinberg Theorem 189. The

deficiency of the network is one, and a pair of non-terminal nodes (4 and 5) differ by only the single

species 𝑆. The network thus exhibits ACR in 𝑆.

Figure 2.5: Reac on networks leading to ACR and robust ra os. A Reac on networks that exhibit ACR in 𝑆 or 𝑆𝑃 .
B Reac on network involving only binary complexes that exhibits a robust ra o of the substrate forms. This network
is the “full network” for a bifunc onal enzyme with a shared ac ve site ac ng on a monomeric substrate. Excluded
reac ons are shown in light gray; the actual reac ons in the sub-network are black. Nodes are labeled as in Fig. 2.2.

We note that very small changes in reaction network structure can mean the difference between

ACR and a robust upper bound. For instance, the only difference between network ix (which has

ACR) and network iv (which has a robust upper bound) is the absence of node 2.

2.3.6 Robust concentration ratio (Network xi)

Up to this point, our focus has been on bifunctional enzymes that have separate, non-interacting

active sites that are far enough apart to permit the simultaneous binding of two substrate molecules.

Many regulatory bifunctional enzymes, however, have only a single active site for both activities or

have active sites that are too close together to permit simultaneous binding 240,10. Such enzymes are

not able to form a ternary complex when acting on a monomeric substrate and therefore give rise

to a full network that contains only four nodes (Fig. 2.5B). As shown in the accompanying Math-

ematica notebook, the following linear invariant in [𝑆] and [𝑆𝑃 ] can be derived using a Gröbner
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calculation:
𝑘1→2𝑘2→3(𝑘4→1 + 𝑘4→3)[𝑆]

−𝑘3→4𝑘4→1(𝑘2→1 + 𝑘2→3)[𝑆𝑃 ] = 0.
(2.27)

Rearrangement of Eq. (2.27) yields

[𝑆𝑃 ]
[𝑆] = 𝑘1→2𝑘2→3(𝑘4→1 + 𝑘4→3)

𝑘3→4𝑘4→1(𝑘2→1 + 𝑘2→3) . (2.28)

Eq. (2.28) indicates that the relative amounts of modified and unmodified substrate will stay the

same in all positive steady states. This ratio is a form of robustness that has not been noted before

and could indicate a previously unrecognized advantage conferred by certain bifunctional enzyme

systems.

2.3.7 Absence of ACR in networks other than ix and x

It is logically possible that a network might exhibit ACR in addition to another form of robustness

such as an upper bound on concentration. We therefore checked that there is no possibility of ACR

in any of the networks in the compendium besides ix and x. We find that, if a network has an in-

variant involving both 𝑆 and 𝑆𝑃 , then neither of these variables can exhibit ACR. For instance, if

𝑆 exhibits ACR, then substituting for the absolute value of [𝑆] in the invariant imposes a polyno-

mial constraint on [𝑆𝑃 ], which in turn can take only a finite number of values. However, the total

amount of substrate in the system can be made arbitrarily large. Since the concentrations of enzyme-

substrate complexes are limited by the total amount of enzyme, the only way for this to happen is if

either [𝑆] or [𝑆𝑃 ] becomes arbitrarily large. This contradiction shows that 𝑆 cannot exhibit ACR.

Accordingly, neither the full network nor any of the networks in Fig. 2.4 exhibit ACR in either vari-

able.
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2.3.8 Experimental tests

To the best of our knowledge, there are no existing experimental demonstrations of a robust sub-

strate ratio in a bifunctional enzyme system. As such, identification and characterization of bifunc-

tional enzyme systems satisfying the assumptions of network xi should be of particular future in-

terest. The two-component EnvZ/OmpR osmoregulatory system in E. coli does meet the basic

assumptions of quadrant II (shared active site, monomeric substrate) but has been shown experi-

mentally to exhibit ACR 15. Imposition of additional assumptions on network xi, including initial

autophosphorylation of EnvZ, can lead to networks with ACR 15,191.

The framework developed here also offers the attractive possibility of distinguishing bifunctional

enzyme mechanisms by measurements undertaken at steady state, without use of advanced bio-

chemical or structural techniques and without the need for fitting parameter values to data. Here

we outline a candidate experimental strategy. Our suggested approach involves measurement of

[𝑆] and [𝑆𝑃 ] following incubation in vitro of a purified bifunctional enzyme with its substrate,

under conditions in which the system can reach a steady state 139, and testing whether the appropri-

ate invariant is satisfied. Quantification of [𝑆] and [𝑆𝑃 ] can be accomplished by western blotting

with antibodies specific for each substrate form or by mass spectrometry with an exogenous heavy-

isotope or internal peptide standard 143,67,203. Mass spectrometry has become a standard method for

detection of post-translational modifications and has been used to quantify modification form dis-

tributions in several systems, including CDK1/2 and ERK 138,143,168. Because the invariants found here

do no depend on the total amounts of enzyme or substrate, these can be chosen arbitrarily over a

wide range, without the need for high precision in setting up the reaction conditions. This feature

also permits the substrate to be taken in sufficient excess over the enzyme so that dissociation of the

enzyme-substrate complexes, which is difficult to prevent under normal experimental conditions,

does not introduce much error into the measurement of [𝑆] and [𝑆𝑃 ]. An advantage of bifunc-
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tional enzymes for such “systems biochemistry” is that it is not necessary to incubate two competing

enzymes. Although straightforward in principle, simultaneous incubation can lead to technical

complications in practice because of unexpected interactions between the two enzymes in vitro.

The statistical issues that arise in testing invariants against experimental data have been addressed

by Harrington et al. 81, who built upon our previous work 139. Their technique involves transfor-

mation of model variables so that the locus of points satisfying the invariant lies on a hyperplane

regardless of parameter values. The transformed input data, which is obtained from the measured

[𝑆] and [𝑆𝑃 ] values, can then be deemed consistent or inconsistent with a given steady-state invari-

ant depending on distance from this hyperplane. Such parameter-independent model assessment

enables confirmation or rejection of robustness even in systems for which measurements of rate con-

stants have not been made.

A natural first experiment would be to undertake such measurements for a well-studied system

that satisfies the assumptions of the full model (network 0), such as the mammalian 6-phosphofructo-

2-kinase/fructose-2,6-bisphosphatase involved in glycolytic regulation, and confirm that Eq. (2.11) is

satisfied. It might eventually be possible to make mechanistic predictions about poorly character-

ized bifunctional enzyme systems by measuring [𝑆] and [𝑆𝑃 ] and determining which invariant in

the compendium holds. For instance, measurement of a robust ratio could suggest that a regulatory

enzyme has a shared active site even in the absence of detailed structural data.

2.4 Discussion

Modification/demodification bifunctional enzymes are found in diverse cellular networks. Many of

these networks regulate core transitions, such as flux partitioning at a metabolic branch point, which

require coherent regulation. As such, bifunctional enzymes are used to maintain robust control of

network output. Our analysis has confirmed that bifunctionality confers robustness to total enzyme
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levels regardless of mechanistic details. As we have discussed previously234,43, this robustness can

have important physiological consequences, including preventing incoherent behavior in tissues due

to cell-to-cell variations in protein expression levels 193.

We have also identified several further insights, including that it is an oversimplification to think

of biochemical concentration robustness as a single concept. Rather, it appears that multiple types

of robust control can be implemented by biochemical reaction networks involving bifunctional

enzymes. We have identified the mechanistic requirements for achieving five different types of ro-

bustness. The invariant involving [𝑆] and [𝑆𝑃 ] provides a general means to determine the type of

robustness that a network exhibits. Furthermore, the type of robustness is highly dependent on the

biochemical mechanism. Adding or removing just a single node from a reaction network can rad-

ically change the type of robustness. Additionally, a single network may exhibit different types of

robustness depending on the numerical values of its parameters, as in networks iii and vi. We now

consider several extensions and implications of the analysis, including the possibility of engineering

biochemical robustness, treatment of non-Michaelis-Menten reaction mechanisms, and the advan-

tages of adopting an “invariant-centric” viewpoint in theoretical biochemistry.

Engineered robustness. Section 3.8 outlines a minimal set of experiments to validate the core pre-

dictions of the invariants. Once this validation has been achieved, it might be possible to use our

results to design modified or synthetic networks that exhibit a particular type of robustness. For in-

stance, modification of the E. coli glyoxylate bypass regulatory machinery could yield a novel system

exhibiting a robust substrate ratio. Reversible phosphorylation of IDH by the bifunctional isoci-

trate dehydrogenase kinase/phosphate (IDHKP) partitions flux between the glyoxylate bypass and

the full TCA cycle 122,48. E. coli IDHKP has a single active site for both its kinase and phosphatase

activities 240, and IDH forms an obligate homodimer95, which places it outside the scope of the net-

works in our compendium. However, mutation of one of the IDH phosphorylation sites, which

potentially could be achieved by constructing a tandem dimer of one wild-type and one mutant
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subunit 29, would make it a functional monomer. This modified system would be described by net-

work xi and therefore exhibit a robust ratio (i.e., constant [𝐼𝐷𝐻]/[𝐼𝐷𝐻𝑃 ]), whereas our previ-

ous steady-state analysis predicted different robustness for the wild-type network48. Biochemical

analysis of the mutant system would thus provide a stringent test of a key prediction from the com-

pendium.

Treatment of non-Michael -Menten reaction networks. We have assumed here that both forward

and reverse modification follow the Michaelis-Menten reaction scheme. This is the standard as-

sumption in the literature and is nearly universally followed. As we have pointed out elsewhere234,43,77,

however, if the enzyme-substrate complex can release product, on thermodynamic grounds the

product must be able to rebind the enzyme. Michaelis and Menten could assume a simplified re-

action scheme because they measured reaction rates in the absence of product76. In the context of

modification and demodification cycles, each enzyme may encounter substantial amounts of prod-

uct with some attendant degree of rebinding. A more realistic scheme is

𝐸 + 𝑆 ⇌ 𝐸𝑆 → 𝐸𝑃 ⇌ 𝐸 + 𝑃, (2.29)

which allows for product rebinding while still being irreversible overall, as would be expected under

many physiological conditions for forward post-translational modification and reverse demodifica-

tion. In previous work, we have developed mathematical methods for analyzing systems with such

physiologically-realistic reaction schemes, allowing for multiple intermediates and branching path-

ways234,43,77. For a bifunctional enzyme system, there is still an invariant between [𝑆] and [𝑆𝑃 ] even

when modification and demodification take place with arbitrarily complicated reactions schemes.

This invariant, however, can become very complicated, with its degree increasing with the complex-

ity of the reaction mechanism. In particular, the invariant may no longer be cubic, and analysis of

its shape by the methods used for network 0 becomes more difficult. The analysis presented here,
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despite being restricted to the classical Michaelis-Menten scheme, should be considered an essential

first step towards the technically more challenging problem of dealing with more realistic biochem-

istry. We stress, moreover, that analysis of reaction schemes beyond Michaelis-Menten is still in its

infancy, and the vast majority of studies in the literature continue to assume Michaelis-Menten ki-

netics.

Invariants in biochemical analys . Our analysis of the reaction network compendium demonstrates

that invariants can be a helpful tool for studying biochemical systems at steady state. For each of the

twelve networks, the invariant in [𝑆] and [𝑆𝑃 ] reveals the kind of robustness that the network ex-

hibits. Cubic invariants are found for networks 0, i, and ii, in which the ternary complex is formed

by random-order binding. Quadratic invariants are found for networks iii to viii, in which the

ternary complex is formed by ordered binding. Linear invariants are found for networks ix and x,

in which only one of the binary complexes is formed, and for network xi, in which no ternary com-

plex is formed. Invariants involving both [𝑆] and [𝑆𝑃 ] rule out the possibility of ACR but allow

for robust upper bounds on concentration (networks 0, i, ii, iv and viii), robust two-sided bounds

on concentration ratio (networks v and vii), hybrid behavior between these two types of robust-

ness (networks iii and vi), or a robust concentration ratio (network xi). ACR arises only for the two

networks in which the invariant involves just one of the substrate forms (networks ix and x).

ACR has been widely discussed in the literature following the pioneering insights of Shinar and

Feinberg 190. We found that asymmetry in the reactions involving the binary complexes is required

for ACR. In the two networks with ACR (ix and x in Fig. 2.5A), the bifunctional enzyme forms a

ternary complex but can only form a binary complex with 𝑆 or 𝑆𝑃 , not both. To the best of our

knowledge, no known biochemical networks exhibit these characteristics. It is possible, however,

that such a network structure could be implemented if each active site on the bifunctional enzyme

had a massively different affinity for the substrate depending on whether the other site was already

occupied. This scenario would be analogous to the avidity effect observed for bifunctional enzymes
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acting on multimeric substrates 83. It might also be possible to modulate relative affinity artificially

with a small molecule, suggesting the possibility that drugs could be developed to promote or inter-

fere with robust control.

Despite the limited number of networks that give rise to ACR, ACR is a useful conceptual frame-

work for understanding one common type of biological robustness. To that end, demonstrations of

approximate ACR (i.e., when the steady-state concentration of a variable is only approximately, not

exactly, constant) have been made in several networks, including network iv 192. To show approxi-

mate ACR, Shinar et al. assumed that the substrate is present in large excess over the bifunctional

enzyme, 𝑆𝑇 ≫ 𝐸𝑇 , and that total substrate is large compared to certain aggregated parameters.

(They proposed network iv as a model of the IDH/IDHKP system, for which there is experimental

evidence that 𝑆𝑇 ≫ 𝐸𝑇
23,151.) In our context, approximate ACR can be obtained by substituting

[𝑆𝑃 ] ≈ 𝑆𝑇 − [𝑆], (2.30)

which holds when enzyme-substrate complexes can be ignored (𝑆𝑇 ≫ 𝐸𝑇 ), into Eq. (2.19). It

is then possible to show using a Taylor expansion that [𝑆] is approximately constant when 𝑆𝑇 is

sufficiently large. The invariants we derived can therefore be used as starting points for investigating

approximate ACR in many specific systems.

In addition to providing a systematic mathematical language for classifying the different types of

robustness, invariants also yield tighter bounds on the robustness than we were able to obtain from

ad hoc algebraic manipulation of the underlying differential equations (Fig. 2.3). We were puzzled

by this unexpected discrepancy. Our best explanation for it is that the method of Gröbner bases dis-

tills all the algebraic information that is present in the underlying equations and yields the simplest

possible algebraic relationship between [𝑆] and [𝑆𝑃 ]. It appears that ad hocmanipulation of the

equations, while intuitively reasonable in terms of our biochemical understanding, may not take
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into account all the information in the system as a whole. It is possible that some sequence of ma-

nipulations not motivated by biochemical understanding might yield the optimal bounds. We were

unable to find any such sequence, however, and the ability to pick out the variables of interest (in

this case [𝑆] and [𝑆𝑃 ]) and to eliminate all others using Gröbner bases provides a powerful capabil-

ity for analyzing biological systems at steady state.

The difficulty with using invariants is calculating them. The method of Gröbner bases can always

be used in principle, but in practice it becomes computationally infeasible for networks that are

only slightly more complicated than the ones studied here. This is particularly so when parameters

are treated symbolically, as we have done. In other work, we have developed efficient methods for

generating a restricted class of invariants 112. For modification and demodification systems, such as

the Goldbeter-Koshland loop, invariants can be calculated using the so-called linear framework75,

which allows invariants to be written down irrespective of the complexity of the enzyme reaction

mechanisms 234,43. Software packages designed specifically for computational algebraic geometry,

such as Singular and Macaulay246,70, have also enabled efficient calculation of invariants for more

complicated polynomial systems. Development of new methods for calculating invariants remains

an important challenge. Efficient methods could allow for steady-state algebraic analysis of entire

metabolic or signaling networks, complementing existing probabilistic landscape approaches 126.

An “invariant-centric” viewpoint should enable a deeper investigation of robustness in biochemical

networks than has been possible previously.
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Chapter Summary

Background:The yeast Saccharomyc cerevisiae relies on the high-osmolarity glycerol (HOG) signal-

ing pathway to respond to increases in external osmolarity. The HOG pathway is rapidly activated

under conditions of elevated osmolarity and regulates transcriptional and metabolic changes within

the cell. Under normal growth conditions, however, a three-component phospho-relay consisting of

the histidine kinase Sln1, the transfer protein Ypd1, and the response regulator Ssk1 represses HOG

pathway activity by phosphorylation of Ssk1. This inhibition of the HOG pathway is essential for

cellular fitness in normal osmolarity. Nevertheless, the extent to and mechanisms by which inhibi-

tion is robust to fluctuations in the concentrations of the phospho-relay components has received

little attention.

Results: We established that the Sln1-Ypd1-Ssk1 phospho-relay is robust—it is able to maintain inhi-

bition of the HOG pathway even after significant changes in the levels of its three components. We

then developed a biochemically realistic mathematical model of the phospho-relay, which suggested

that robustness is due to buffering by a large excess pool of Ypd1. We confirmed experimentally that
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depletion of the Ypd1 pool results in inappropriate activation of the HOG pathway.

Conclusions: We identified buffering by an intermediate component in excess as a novel mechanism

through which a phospho-relay can achieve robustness. This buffering requires multiple compo-

nents and is therefore unavailable to two-component systems, suggesting one important advantage

of multi-component relays.
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3.1 Background

The high-osmolarity glycerol (HOG) pathway (Fig. 3.1) of the budding yeast Saccharomyc cere-

visiaemediates cellular response to increased external osmolarity 88,180. A key component of the

HOG pathway is a mitogen-activated protein (MAP) kinase cascade. Within the kinase cascade,

the MAP3Ks Ssk2 and Ssk22 phosphorylate the MAP2K Pbs2, which in turn phosphorylates the

MAP kinase Hog1. Phospho-Hog1 then regulates transcriptional and metabolic changes that in-

crease production and accumulation of the compatible solute glycerol. Mounting a rapid response

to increased osmolarity is essential to yeast survival 87,133. Accordingly, S. cerevisiae can activate the

HOG pathway within one minute of experiencing an osmotic shock 167. Yeast can also effectively

respond to rapid periodic oscillations (with frequencies up to 0.0046 Hz) between low and high

external osmolyte concentrations 87.

Despite its importance during periods of increased osmolarity, unintended activation of the

HOG pathway during growth in normal osmolarity conditions is severely deleterious 136,117. The

Sln1-Ypd1-Ssk1 three-component phospho-relay is responsible for maintaining inactivation of the

HOG pathway under normal conditions. This three-component phospho-relay is a variant of the

two-component signaling systems used by many prokaryotes for osmoregulation, chemotaxis, and

other key cellular processes. Sln1 is active in vivo as a membrane-bound dimer 136. Under normal

osmolarity conditions, Sln1 autophosphorylates on a histidine residue and then irreversibly trans-

fers the phosphate to an aspartate in its response regulator (RR) domain (Fig. 3.2A). Aspartate-

phosphorylated Sln1 binds to the histidine-containing phospho-transfer (HPt) protein Ypd1 and

reversibly transfers its phosphate to Ypd1 (Fig. 3.2B). Finally, phospho-Ypd1 transfers its phosphate

to dimeric Ssk1, preventing it from interacting with Ssk2 (or the functionally redundant Ssk22)

and inhibiting HOG pathway activity 167,135,92. The sequence of phosphate transfers in the three-

component relay is summarized in Fig. 3.2A. In response to osmotic shock, the phospho-relay is
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Figure 3.1: Structure of the Sln1-Ypd1-Ssk1 relay and the HOG MAPK pathway. Under normal growth condi-
ons, Sln1 ac vates Ypd1, which in turn inhibits Ssk1. Increased osmolarity inhibits Sln1, resul ng in ac va on of

Ssk1 and of the MAP kinase Hog1 through the upstream MAP3Ks Ssk2 and Ssk22 and the MAP2K Pbs2. Ac vated
Hog1 regulates transcrip onal and metabolic changes within the cell that increase produc on and reten on of glyc-
erol.
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inactivated, and Ssk1 is rapidly dephosphorylated through an as-yet unknown mechanism. Unphos-

phorylated Ssk1 then activates Ssk2 and Ssk22, leading to induction of the HOG pathway 88,180. It

is thus the essential controller of HOG pathway activity, and variations in its concentration could

compromise fitness.

There is limited existing experimental evidence that the phospho-relay is able to maintain robust

phosphorylation of Ssk1 and inactivation of the HOG pathway despite changes in the levels of some

pathway components 117,92,200. We undertook a comprehensive characterization of the sensitivity

of HOG pathway activation to changes in the expression levels of the phospho-relay proteins Sln1,

Ypd1, and Ssk1. We systematically under- and overexpressed the three proteins using the GEV artifi-

cial induction system, which allows for rapid and nearly gratuitous induced expression of individual

yeast genes 146. We found that the phospho-relay maintains inactivation of the HOG pathway even

after moderate perturbation of Sln1, Ypd1, and Ssk1.

We developed a detailed, biochemically realistic mathematical model of the HOG pathway three-

component phospho-relay to elucidate the mechanism underlying this robustness (Fig. 3.2C). Our

model incorporates extensive structural and mechanistic information about the phospho-relay and

considers nearly all possible interactions between the three relay proteins. We used mass-action ki-

netics and algebraic calculations to characterize the steady-state behavior of the model. Steady-state

algebraic models are a useful alternative to existing computational models of the HOG pathway

for understanding robust behavior 87,117,115. Unlike numerical simulations 87,117,115, algebraic manipu-

lations can be done without ever assigning specific values to the parameters (i.e., the rate constants

in the reaction network), many of which are difficult or impossible to measure experimentally74.

This advantage enabled us to design and analyze a more biochemically realistic model. A steady-

state approximation is appropriate because previous studies have shown that activation of the HOG

pathway does not vary under normal growth conditions 87,133,115,90,89.

Our steady-state analysis predicted that relative levels of dephosphorylated Ssk1 depend solely on
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Figure 3.2: Biochemically realistic model of the HOG pathway three-component phospho-relay in S. cere-
visiae. A Cartoon diagram of the phospho-relay indica ng the quaternary structure of each component and the four
relevant phosphoryla on sites. Phospho-transfer proceeds from Sln1 (a er autophosphoryla on on H576 and trans-
fer to D1144) to Ypd1 to Ssk1, as indicated by the numbers in circles. B Crystal structure of Ypd1 (green) in com-
plex with the response regulator domain of Sln1 (Sln1-R1, red). Drawn from data presented in Ref.232. C Reac on
network diagram describing our model of the phospho-relay. The network includes nearly all possible interac ons
between the three proteins subject to the biochemical assump ons outlined in the main text. For clarity, the reac on
network is color-coded to indicate the groups of reac ons involved in each phosphoryla on event. 𝑆 denotes Sln1,
𝑌 denotes Ypd1, and 𝐾 denotes Ssk1. Phosphorylated residues are denoted by 𝑝, unphosphorylated residues by 𝑜.
D Directed graph describing the subnetwork involving phosphoryla on and dephosphoryla on of Ssk1. The graph
contains four loops that are connected as a branched tree.
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Ypd1 levels and that robustness is achieved by maintaining Ypd1 in large excess. We experimentally

tested this prediction by perturbing protein expression levels so as to deplete this buffering pool of

Ypd1. All such perturbations compromised the ability of the phospho-relay to inhibit the HOG

pathway, leading to hyperactivation in normal osmolarity conditions. The presence of a large buffer-

ing pool of an intermediate phospho-relay component is a previously underappreciated mechanism

for robustness and suggests a possible advantage of a three-component relay over a two-component

system.

3.2 Results and Discussion

3.2.1 Inhibition of HOG pathway signaling is robust to moderate overexpres-

sion of phospho-relay components.

Inappropriate HOG pathway activation during normal osmolarity growth unnecessarily alters tran-

scription and metabolism 117,92,200. To assess the robustness of HOG pathway inhibition by the

three-component phospho-relay, we created strains capable of overexpressing Sln1, Ypd1, and Ssk1 in

response to 𝛽-estradiol. For these overexpression experiments, we used diploid strains homozygous

for the GEV artificial transcription factor 146. GEV consists of the Gal4 DNA-binding domain, the

estrogen receptor, and the VP16 activation domain. Upon treatment with the hormone 𝛽-estradiol,

GEV rapidly translocates to the nucleus, where it activates transcription from promoters contain-

ing the Gal4 DNA-binding target sequence. The GEV system enables rapid induction of individual

yeast genes with limited off-target effects 146. To make a given phospho-relay gene GEV-inducible,

we placed it under the control of theGAL1 promoter (SLN1/P𝐺𝐴𝐿1-SLN1, YPD1/P𝐺𝐴𝐿1-YPD1,

and SSK1/P𝐺𝐴𝐿1-SSK1), as described previously 146.

Inappropriate activation of the HOG pathway is known to cause a growth defect 117,92,200. We

therefore measured growth of these GEV strains after induction with 𝛽-estradiol at a range of con-
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centrations to screen for HOG pathway hyperactivity. A strain carrying an inducible allele of Pbs2

(P𝐺𝐴𝐿1-PBS2/PBS2) was used as a control because Pbs2 overexpression is known to cause severe

growth defects from inappropriate activation of the HOG pathway 117. As shown in Fig. 3.3A, strains

overexpressing Pbs2 exhibited a measurable growth defect, while strains overexpressing components

of the phospho-relay (Sln1, Ypd1, and Ssk1) showed no significant change.

We also assayed for Hog1 phosphorylation following GEV induction of phospho-relay compo-

nents to obtain direct evidence that moderate overexpression does not cause HOG pathway hyper-

activation. We used overexpression of Pbs2 and Ssk2 (also known to cause hyperactivation of the

HOG pathway 117) as positive controls. After 30 minutes of GEV induction, there was no detectable

increase in Hog1 phosphorylation in strains overexpressing phospho-relay components (Fig. 3.3B).

In contrast, Pbs2 and Ssk2 overexpression caused phosphorylation of Hog1. Interestingly, overex-

pression of the Ssk2 homolog Ssk22 had the strongest effect on Hog1 phosphorylation.

We then constructed diploid strains with a single inducible copy of the HOG phospho-relay gene

of interest and a single P𝑆𝑇 𝐿1-YFP reporter to assay for HOG pathway transcriptional activity in

response to overexpression of relay components. Stl1 is a glycerol/H+ symporter whose expression is

strongly upregulated in response to osmotic shock61. We overexpressed all three relay components,

Pbs2, and Ssk22. Here we used Ssk22 as a control instead of Ssk2 because it showed a strong effect

on Hog1 phosphorylation in the previous experiment. After 120 minutes of induction with 10 𝜇M

𝛽-estradiol, Ssk22 and Pbs2 overexpression led to HOG-dependent transcription from the STL1

promoter, as indicated by an increase in YFP fluorescence (Fig. 3.4). Over the same period of time,

overexpression of the phospho-relay components (Sln1, Ypd1, and Ssk1) caused almost no transcrip-

tion from the STL1 promoter. After 19 hours, overexpression of Ssk1 and Sln1 did increase expres-

sion of YFP from the 𝑃𝑆𝑇 𝐿1-YFP reporter. These effects on longer time scales may have been due

to factors beyond Ssk1 and Sln1 overexpression, however, as there was a population expressing YFP

even in the control strain at 19 hours.
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Figure 3.3: Moderate overexpression of phospho-relay components does not activate the HOG pathway. A
Homozygous GEV diploid strains with a single inducible copy of a phospho-relay gene were grown to satura on in
different concentra ons of 𝛽-estradiol. The op cal density (OD600) a er 13 hours of growth is plo ed. Overex-
pression of Pbs2 caused a growth defect at higher concentra ons of 𝛽-estradiol, while no significant growth defects
were observed following overexpression of relay components (beyond the defect in the wild-type due to overex-
pression of Gal4 target genes) . Each point represents the mean and standard devia on over four replicates. BWe
assayed for Hog1 phosphoryla on using an an body specific to doubly phosphorylated Hog1 to confirm that moder-
ate overexpression of phospho-relay components does not lead to ac va on of the HOG pathway. Overexpression
of phospho-relay components using a satura ng dose (10 𝜇M) of 𝛽-estradiol did not lead to Hog1 phosphoryla on.
Overexpression of the posi ve controls Ssk22, Ssk2, and Pbs2, however, led to clear upregula on of Hog1 phospho-
ryla on a er 30 minutes of induc on. Total Hog1 is shown as a loading control.
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Figure 3.4: Moderate overexpression of phospho-relay components causes mild activation of HOG pathway
transcriptional targets on long timescales. STL1 is a gene induced in response to ac ve Hog1. We replaced one
copy of the STL1 gene with yEVenus in homozygous GEV strains to create a P𝑆𝑇𝐿1-yEVenus transcrip onal re-
porter of HOG pathway ac vity. We used flow cytometry to analyze yEVenus expression in cells at the start of the
experiment and at 2 hours and 19 hours a er induc on with 10 𝜇M 𝛽-estradiol. Pbs2 and Ssk22 overexpression
caused the strongest ac va on of the HOG pathway transcrip onal reporter. Cell counts are plo ed against the
natural log of their fluorescence signal [a.u.].
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3.2.2 Construction of a biochemically realistic model of the HOG pathway

phospho-relay.

Growth, phosphorylation, and transcriptional measurements of HOG pathway activity all indicated

that HOG pathway activation is robust to fluctuations in the Sln1-Ypd1-Ssk1 phospho-relay com-

ponents. These results prompted us to investigate the mechanistic basis of this robustness using a

biochemical model. The reaction network underlying our model (Fig. 3.2C) has 37 nodes and in-

volves 13 species. In this section we discuss the biochemical justification for key assumptions in the

model.

There exist high-resolution crystal structures of Ypd1 alone and in complex with the Sln1 receiver

domain(Fig. 3.2B) 198,232. Genetic and biochemical evidence suggest that Sln1 forms an obligate ho-

modimer and that Ypd1 can interact with either half of the dimer 136,214, which implies that forma-

tion of a Ypd1-Sln1(dimer)-Ypd1 ternary complex is possible. Accordingly, we include Sln1 in the

reaction network as a dimer with four relevant phosphorylation sites. The Sln1 dimer is referred to

as 𝑆𝐻1𝐷1𝐻2𝐷2, where H1 and D1 denote the phosphorylatable histidine and aspartate residues

in one half of the dimer and H2 and D2 denote the corresponding residues in the other half. The

dimer is allowed to autophosphorylate on either histidine residue. Phospho-transfer from the histi-

dine to the aspartate in the RR domain is treated as irreversible. A reverse reaction is included with

all histidine autophosphorylation steps to account for possible hydrolysis of the phosphate prior

to transfer 180,100. Each half of the dimer is assumed to be independent from the other. Coincident

phosphorylation events (e.g., 𝑆𝑂𝑂𝑂𝑂 forming 𝑆𝑃𝑂𝑃𝑂 in one step) are therefore considered to be

unlikely and are excluded from the model. Following these assumptions, the model includes nine

different forms of free Sln1 that are interconverted as shown in the reaction network.

In the second leg of the phospho-relay, any Sln1 phospho-form with at least one phosphorylated

aspartate is allowed to reversibly associate with unphosphorylated monomeric Ypd1 (𝑌 ) to form
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a series of binary complexes (𝑌 𝑆𝑂𝑂𝑂𝑃 , 𝑌 𝑆𝑂𝑃𝑂𝑂, 𝑌 𝑆𝑃𝑂𝑂𝑃 , 𝑌 𝑆𝑂𝑃𝑃𝑂, and 𝑌 𝑆𝑂𝑃𝑂𝑃 ).

Sln1-Ypd1 phospho-transfer has been shown to be reversible98. As such, all reactions that produce

phospho-Ypd (𝑌𝑃 ) are treated as reversible. No assumption is made about which half Ypd1 binds

to in the 𝑌 𝑆𝑂𝑃𝑂𝑃 binary complex because the halves of the Sln1 dimer are considered to be indis-

tinguishable. Accordingly, the 𝑌 𝑆𝑂𝑃𝑂𝑃 complex is allowed to form from either 𝑌𝑃 + 𝑆𝑂𝑂𝑂𝑃

or 𝑌𝑃 + 𝑆𝑂𝑃𝑂𝑂. Additionally, 𝑌 𝑆𝑂𝑃𝑂𝑃 can bind to a second 𝑌 molecule to form a ternary

complex (𝑌 𝑆𝑂𝑃𝑂𝑃 𝑌 ) that produces 𝑌𝑃 using either of the Sln1 phospho-aspartate residues.

Phospho-Ypd1 then binds to and phosphorylates Ssk1, which is modeled as a dimer with two

phosphorylation sites (𝐾𝑂𝑂)92. The two monophosphorylated forms of Ssk1, which are known

to be fully inactive92, are assumed to be identical (i.e., 𝐾𝑃𝑂 = 𝐾𝑂𝑃 ). 𝑌𝑃 can form a complex

with 𝐾𝑂𝑂, leading to the production of 𝐾𝑂𝑃 , and in turn 𝑌𝑃 can bind to 𝐾𝑂𝑃 and transfer a

phosphate to produce 𝐾𝑃𝑃 . The network includes one further interaction between Ypd1 and Ssk1

deduced from kinetic data. The half-life of phospho-Ssk1 in vitro has been measured to be dramat-

ically different with and without the presence of Ypd1 (over 40 hours vs. 13 minutes, respectively),

suggesting that Ypd1 binds to 𝐾𝑂𝑃 and 𝐾𝑃𝑃 to prevent hydrolysis of the phosphate 100,99. Accord-

ingly, the reaction network includes the reversible formation of dead-end complexes between Ypd1

and phospho-Ssk1. Finally, unstabilized 𝐾𝑃𝑃 and 𝐾𝑂𝑃 are allowed to lose phosphates via spon-

taneous hydrolysis. Inclusion of these hydrolysis reactions ensures that there is a complete cycle for

Ssk1 modification/demodification and that the system can reach a stable steady state. We emphasize,

however, that spontaneous hydrolysis of complexed Ssk1 is likely not the mechanism for rapid de-

phosphorylation of large quantities of Ssk1 in response to osmotic shock. The mechanism for this

rapid activation remains unknown but is irrelevant for our model, which is restricted to yeast grow-

ing in steady-state normal osmolarity conditions.
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3.2.3 Derivation of the key invariant.

Robust inactivation of the HOG pathway requires that only a small fraction of total Ssk1 (𝐾𝑇 ) be

in the active (𝐾𝑂𝑂) modification form at steady state. The goal of this section is to derive a simple

steady-state expression (an invariant) for the ratio of active to total Ssk1. We find an invariant of the

form

[𝐾𝑂𝑂]
𝐾𝑇

= 1
1 + 1𝛾 [𝛼[𝑌𝑃 ] + 𝛽[𝑌𝑃 ]2 + [𝑌 ](𝛼′[𝑌𝑃 ] + 𝛽′[𝑌𝑃 ]2)] , (3.1)

where the coefficients are combinations of the rate constants. In this section we derive Eq. 3.1, and in

the following section we discuss experimental tests of its predictions.

The subnetwork involving Ssk1 contains four loops, which are linked in a branched tree (Fig. 3.2D).

It is a general feature of such networks that, at steady state, each individual loop is at steady state, ir-

respective of any other loops in which the components participate73,3.

If each individual loop is at steady state, then the forward flux through each loop must be bal-

anced by the backward flux, which yields the following four equations:

𝑘51[𝐾𝑂𝑃 ] = 𝑘43[𝑌𝑃 𝐾𝑂𝑂]

𝑘52[𝐾𝑃𝑃 ] = 𝑘48[𝑌𝑃 𝐾𝑂𝑃 ]

𝑘45[𝑌 𝐾𝑂𝑃 ] = 𝑘44[𝑌 ][𝐾𝑂𝑃 ]

𝑘50[𝑌 𝐾𝑃𝑃 ] = 𝑘49[𝑌 ][𝐾𝑃𝑃 ].

(3.2)

Because the intermediate complexes 𝑌𝑃 𝐾𝑂𝑂 and 𝑌𝑃 𝐾𝑂𝑃 are also at steady state, we can write

𝑘43[𝑌𝑃 𝐾𝑂𝑂] = 𝑘41[𝑌𝑃 ][𝐾𝑂𝑂] − 𝑘42[𝑌𝑃 𝐾𝑂𝑂]

𝑘48[𝑌𝑃 𝐾𝑂𝑃 ] = 𝑘46[𝑌𝑃 ][𝐾𝑂𝑃 ] − 𝑘47[𝑌𝑃 𝐾𝑂𝑃 ].
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from which we deduce that

[𝑌𝑃 𝐾𝑂𝑂] = 𝑘41
𝑘42+𝑘43

[𝑌𝑃 ][𝐾𝑂𝑂]

[𝑌𝑃 𝐾𝑂𝑃 ] = 𝑘46
𝑘47+𝑘48

[𝑌𝑃 ][𝐾𝑂𝑃 ].
(3.3)

Substituting Eq. 3.3 into Eq. 3.2, we obtain expressions for 𝐾𝑂𝑃 , 𝐾𝑃𝑃 , 𝑌 𝐾𝑂𝑃 , and 𝑌 𝐾𝑃𝑃 in

terms of 𝐾𝑂𝑂, 𝑌 , and 𝑌𝑃 . From Eq. 3.3 we already have expressions for 𝑌𝑃 𝐾𝑂𝑂 and 𝑌𝑃 𝐾𝑂𝑃 in

terms of 𝐾𝑂𝑂 and 𝑌𝑃 . As such, we are able to calculate the total amount of Ssk1 (𝐾𝑇 ) in terms of

just 𝐾𝑂𝑂, 𝑌 , and 𝑌𝑃 . We have

𝐾𝑇 = [𝐾𝑂𝑂] + [𝐾𝑂𝑃 ] + [𝐾𝑃𝑃 ] + [𝑌𝑃 𝐾𝑂𝑂] + [𝑌𝑃 𝐾𝑂𝑃 ] + [𝑌 𝐾𝑂𝑃 ] + [𝑌 𝐾𝑃𝑃 ].

Substituting for the individual terms, we obtain

𝐾𝑇 = [𝐾𝑂𝑂] [1 + 1
𝛾 (𝛼[𝑌𝑃 ] + 𝛽[𝑌𝑃 ]2 + (𝛼′[𝑌𝑃 ] + 𝛽′[𝑌𝑃 ]2) [𝑌 ])] ,

where

𝛼 = 𝑘41𝑘45𝑘50𝑘52(𝑘43 + 𝑘51)(𝑘47 + 𝑘48)

𝛽 = 𝑘41𝑘43𝑘45𝑘46𝑘50(𝑘48 + 𝑘52)

𝛼′ = 𝑘41𝑘43𝑘44𝑘50𝑘52(𝑘47 + 𝑘48)

𝛽′ = 𝑘41𝑘43𝑘45𝑘46𝑘48𝑘49

𝛾 = 𝑘45𝑘50𝑘51𝑘52(𝑘42 + 𝑘43)(𝑘47 + 𝑘48).

The relative concentration of 𝐾𝑂𝑂 is thus given by the invariant in Eq. 3.1.

The tree of loops structure of the Ssk1 network has an important consequence. It implies that

the steady-state ratio of active to total Ssk1 is independent of the upstream biochemistry (i.e., the
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mechanistic details of the various Sln1 and Ypd1 reactions) as long as some process exists to gener-

ate positive levels of 𝑌 and 𝑌𝑃 . In that case, the ratio will always be given by Eq. 3.1, although the

numerical value will of course differ depending on steady-state concentrations of 𝑌 and 𝑌𝑃 . The

implications of this result, including its suggestion that robustness in the HOG pathway is indepen-

dent of putative Sln1 bifunctionality, are considered in the conclusion.

3.2.4 Breakdown of robustness due to depletion of the Ypd1 pool.

The invariant derived from our mathematical model (Eq. 3.1) suggests that Ypd1 levels are critical

to robustness. The denominator of the invariant is quadratic in the concentration of free 𝑌𝑃 and

linear in the concentration of free 𝑌 . Provided that the upstream network favors production of 𝑌𝑃

over 𝑌 and that there is substantially more Ypd1 than Ssk1, the denominator of Eq. 3.1 will be large,

and the relative concentration of 𝐾𝑂𝑂 will be maintained at a low level. This situation allows for

considerable under- or overexpression of pathway components without spurious activation of the

HOG pathway, in agreement with our experimental findings.

The invariant predicts that massive overexpression of Ypd1 should not cause phosphorylation of

Hog1. In fact, additional Ypd1 would drive the [𝐾𝑂𝑂]
𝐾𝑇

ratio even closer to zero, lowering the amount

of unphophorylated Ssk1 required for HOG pathway activation. In contrast, Ypd1 underexpres-

sion should increase the ratio, potentially compromising fitness due to inappropriate activation of

the HOG pathway. Similarly, massive overexpression of Ssk1 should deplete free 𝑌 and 𝑌𝑃 due to

increased levels of the four intermediate complexes (𝑌𝑃 𝐾𝑂𝑂, 𝑌𝑃 𝐾𝑂𝑃 , 𝑌 𝐾𝑂𝑃 , and 𝑌 𝐾𝑃𝑃 ).

Under the assumption of tight binding between Ypd1 and Ssk1 in each of these complexes, which

is well-supported by existing kinetic data 100,99, very little free Ypd1 will be present at steady state if

there is much more Ssk1 than Ypd1. As such, Eq. 3.1 predicts that the ratio will be higher following

massive overexpression of Ssk1 than under wild-type conditions.

We experimentally validated these three predictions. The GEV system can achieve at most a 10-
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fold increase in protein expression from a single inducible allele 146. We created haploid GEV yeast

strains carrying high-copy 2𝜇 plasmids with a GEV-inducible allele (P𝐺𝐴𝐿1-GENE) of a gene of

interest, which allowed us to test the model prediction that massive overexpression of Ssk1, but not

of Ypd1, should lead to inappropriate HOG pathway activation. These high-copy yeast plasmids are

estimated to be present at 15-50 copies per cell 219,111,54,33.

We measured the growth of these strains in different concentrations of 𝛽-estradiol to assay for

growth defects that might be due to HOG pathway hyperactivation. Massive overexpression of both

Sln1 and Ssk1 caused a growth defect over a range of 𝛽-estradiol concentrations, but the strain with

Ypd1 overexpressed grew as well as a wild-type strain carrying only the empty vector (P𝐺𝐴𝐿1 2𝜇

scURA3) (Fig. 3.5A). Examination of growth over a finer range of 𝛽-estradiol concentrations indi-

cated that overexpression of Ssk1 caused a more severe growth defect than overexpression of Sln1

(Fig. 3.5B). These defects were also visible on solid media (Fig. 3.5C). As such, extreme overexpres-

sion of Ssk1 compromises fitness.

We again assayed phospho-Hog1 levels to check if overexpression of Sln1 and Ssk1 causes activa-

tion of the HOG pathway in normal osmolarity conditions (Fig. 3.6). We measured Hog1 phospho-

rylation levels after GEV-induction of relay components and of the positive controls Pbs2 and Ssk22

from a multi-copy plasmid. Overexpression of Pbs2, Ssk22, and Ssk1 caused a significant change in

Hog1 phosphorylation after 30 minutes (Fig. 3.6B). Although some Hog1 phosphorylation was ob-

served after overexpression of Sln1, the increase was insignificant. Interestingly, overexpression of

Ypd1 did not cause an increase in the level of phosphorylated Hog1. In fact, levels of Hog1 phospho-

rylation were reduced in the Ypd1 overexpression strain (𝑝 = 0.0246, two-way ANOVA).

We could not perform underexpression experiments in a ypd1∆ background because deletion of

Ypd1 is lethal. To underexpress Ypd1, we instead sporulated the diploid strain (P𝐺𝐴𝐿1-YPD1/YPD1)

containing a wild-type copy of YPD1 and a single copy under the control of P𝐺𝐴𝐿1 onto media

containing 10 nM 𝛽-estradiol. We reasoned that 10 nM 𝛽-estradiol would give sufficient expression
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Figure 3.5: Massive overexpression of phospho-relay components leads to growth defects. A Haploid GEV
strains carrying a high-copy plasmid with an inducible HOG pathway gene were grown in different concentra ons
of 𝛽-estradiol. The OD600 a er 36 hours of growth is plo ed as a func on of 𝛽-estradiol concentra on. Each
point represents the mean and standard devia on of four replicates. Overexpression of Sln1 and Ssk1 (but not Ypd1)
caused a growth defect. B The same strains were grown over a finer tra on of 𝛽-estradiol concentra ons. The
OD600 a er 36 hours is plo ed. At this resolu on, it is clear that the growth defect from Ssk1 overexpression is
more severe than the growth defect from Sln1 overexpression at low 𝛽-estradiol concentra ons. C The same strains
were frogged onto plates containing different concentra ons of 𝛽-estradiol. Massive overexpression of Sln1 and
Ssk1 again caused a growth defect comparable to that from overexpression of Pbs2. In all experiments, the parent
strain carrying the empty vector plasmid [2𝜇 𝑃𝐺𝐴𝐿1 scURA3] was used as a nega ve control.
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Figure 3.6: Growth defects following massive overexpression of phospho-relay components are due to activa-
tion of the HOG pathway. AWe assayed for Hog1 phosphoryla on a er overexpression of relay components
(Sln1, Ypd1, Ssk1) and posi ve controls (Pbs2, Ssk22). The parental strain carrying the empty plasmid vector was
used as a nega ve control. BWe quan fied the amount of phosphorylated Hog1 (rela ve to Hog1) in five biological
replicates of this experiment. Error bars represent the standard error. Pbs2, Ssk22, and Ssk1 caused a significant (∗)
change in Hog1 phosphoryla on levels a er overexpression for 30 minutes (𝑝 = 0.0395, 0.0096, and 0.0224,
respec vely; paired t-test). Hog1 phosphoryla on levels were also significantly lower in the Ypd1 overexpression
strain (𝑝 = 0.0246, two-way ANOVA).
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Figure 3.7: Underexpression of Ypd1 causes a severe growth defect. A diploid homozygous GEV strain carrying
one inducible allele of Ypd1 (YPD1/P𝐺𝐴𝐿1-YPD1) was sporulated onto 10 nM 𝛽-estradiol, and individual spores
were frogged onto plates containing different concentra ons of 𝛽-estradiol. At low concentra ons of 𝛽-estradiol,
spores carrying the inducible allele (P𝐺𝐴𝐿1-YPD1, row 2 and row 4) exhibited a growth defect due lower levels of
Ypd1 and hyperac va on of the HOG pathway. Spores carrying the wild-type allele (row 1 and row 3) showed no
growth defect.

of Ypd1 for cell growth, which was confirmed by observation of four viable spores. We then grew

these spores on media containing a range of 𝛽-estradiol concentrations (Fig. 3.7). Ypd1 underexpres-

sion caused a clear growth defect compared to the wild-type control on 0 nM and 5 nM 𝛽-estradiol,

indicating that Ypd1 underexpression is toxic. In contrast, underexpression of Sln1 and Ssk1 did not

cause a growth defect (Supplemental Fig. B.S1).

3.2.5 The growth defect following Sln1 overexpression is only partially due

to HOG pathway activation.

As discussed above, we observed a slight but non-significant increase in Hog1 phosphorylation fol-

lowing massive overexpression of Sln1 (Fig. 3.6). We therefore investigated whether the growth de-

fect in response to Sln1 overexpression is only partially due to HOG pathway activation by creating

yeast strains null for SSK1. Activation of the HOG cascade through the Sln1 branch requires Ssk1, so
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in ssk1∆ strains it is not possible for Sln1 overexpression to activate the HOG pathway.

Overexpression of Sln1 from a 2𝜇 plasmid using GEV was still detrimental to growth in the

ssk1∆ strain (Fig. 3.8), indicating that the growth defect due to Sln1 overexpression is only partially

due to HOG pathway activation. This result held both for growth in liquid cultures (Fig. 3.8A) and

on solid media (Fig. 3.8B). It is consistent with Sln1 overexpression causing a smaller effect on Hog1

phosphorylation levels (Fig. 3.6).

3.3 Conclusions

Robustness of the Sln1-Ypd1-Ssk1 phospho-relay is essential to prevent spurious activation of the

HOG pathway, which severely compromises yeast fitness. We established that the phospho-relay is

robust to perturbations in the concentrations of the three relay components. A theoretical analysis

suggested that a large pool of the intermediate component Ypd1 can buffer fluctuations in other

pathway components to maintain robustness. This suggestion was consistent with earlier published

measurements indicating that Ypd1 is at least 5 times more abundant than Ssk1 at normal expression

levels 117,68. Although Ypd1 may also bind to the protein Skn7, combined levels of Ssk1 and Skn7

have been measured to be below total Ypd1 levels68. Our subsequent experiments confirmed that

depletion of this buffering pool of Ypd1 leads to inappropriate activation of the HOG pathway.

The differential expression of Ypd1 and Ssk1 enables phosphorylation of excess Ssk1 and stabi-

lization of the new phospho-Ssk1, buffering HOG pathway activation to fluctuations in Ssk1 levels.

This novel mechanism of robustness suggests an advantage of a three-component architecture over a

two-component one. In particular, the implementation of an analogous buffering strategy in a two-

component system would be difficult because it would require expressing the sensor histidine kinase

at very high levels. This situation might lead to imprecise sensing and various other off-target effects.

In contrast, the use of an intermediate transfer protein enables robust buffering with both the sen-
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Figure 3.8: Growth defects following Sln1 overexpression are not completely due to HOG pathway activation.
AWe assayed growth in wild-type and ssk1∆ strains overexpressing Sln1 in response to 𝛽-estradiol or carrying
an empty P𝐺𝐴𝐿1 vector control. Dele on of Ssk1, which prevented HOG pathway ac va on by Sln1, par ally
alleviated the growth defect due to Sln1 overexpression. B Growth of cells on plates containing 10 𝜇M 𝛽-estradiol
indicated that ssk1∆ reduced the toxicity of Sln1 overexpression.
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sor and response regulator expressed at comparable levels. Our work has thus identified a potential

mechanism for circumventing a trade-off between efficient sensing and robust control. There are

other possible advantages for a three-component architecture, including combinatorial control of re-

sponse regulators by sensor proteins through a common phosphotransfer protein or segregation of

sensing and activation functions between the nucleus and cytoplasm. Intriguingly, deletion of YPD1

has recently been shown to cause constitutive activation of the HOG pathway in Candida albicans,

suggesting that its buffering capacity might also be important in this organism 142.

Robustness in real biological systems is necessarily approximate and apt to be compromised at ex-

treme expression levels of cellular components. In many systems, however, it has proven difficult to

characterize where robustness breaks down and to reconcile such results with mathematical models,

which often predict exact robustness 189. Our combined theoretical and experimental results specify

a single condition (Ypd1 in large excess) for robust regulation of the HOG pathway.

The link between bifunctionality and robustness is well-established 189,83,82,48,43, and it is known

that bifunctionality of EnvZ is essential to robustness in Escherichia coli osmoregulation 15,191. As

such, it is intriguing that our model suggests that robustness in S. cerevisiae osmoregulation is not

dependent on bifunctionality of Sln1. It is important to emphasize, however, that bifunctionality

would not compromise robustness. Rather, the model indicates that any upstream process that

produces non-zero levels of 𝑌 and 𝑌𝑃 should enable the same fundamental behavior predicted by

Eq. 3.1. The possibility that Sln1 exhibits phosphatase activity warrants further experimental investi-

gation.
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3.4 Methods

3.4.1 Yeast strains and media.

All yeast strains used in this study are listed in Supplemental Table B.S1. The homozygous GEV

diploid strain, which served as the wild-type background strain for all diploid overexpression exper-

iments, was created by mating haploid GEV strains yMM598 and yMM1101 146 and picking zygotes

to create yMM1104. As described previously 146, diploid yeast strains capable of overexpressing the

desired HOG pathway protein from a single locus (yMM1263, yMM1272, yMM1259) were created

by transforming69 the homozygous GEV diploid strain yMM1104 with the KanMX-P𝐺𝐴𝐿1 cassette

amplified from yMM1100 genomic DNA using appropriate oligonucleotide pairs. Transformants

were verified by colony PCR and sequencing.

Yeast strains containing 2𝜇 plasmids for massive overexpression of pathway components (yMM1313-

yMM1318) were constructed using recombination-mediated plasmid construction 132,153 to generate

the overexpression plasmids pMM330-pMM334 in vivo (as described below). Positive transformants

were selected for and maintained on SC-Ura media69.

Yeast strains containing the P𝑆𝑇 𝐿1-YFP reporter of HOG pathway activity and one estradiol-

inducible allele of a HOG pathway gene (yMM1296, yMM1298, yMM1300, yMM1301, yMM1304,

yMM1305) were constructed by transforming the heterozygous diploid GEV yeast strains (yMM1104,

yMM1272, yMM1264, yMM1259 yMM1286, yMM1287) already containing an inducible allele

with the product of PCRing yECitrine-HphMX off plasmid pMM280 using appropriate oligonu-

cleotides. The oligonucleotides contained homology such that the STL1ORF was replaced with the

yECitrine-HphMX cassette. Transformants were verified by colony PCR, and expression of YFP in

1M sorbitol was assayed.

Yeast strains null for the SSK1 gene (ssk1∆) were created by deleting the SSK1ORF using appro-

priate oligonucleotide pairs to amplify KanMX from pMM131 and transforming it into yMM630.
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Transformants were selected for drug resistance and verified by colony PCR and sequencing.

Standard yeast media was used as noted. Low fluorescence yeast media was prepared as described

previously 187.

3.4.2 Plasmid construction.

All plasmids used in this study are listed in Supplemental Table B.S2. Plasmid pMM329 (P𝐺𝐴𝐿1

scURA3 2𝜇) was constructed by PCR of the nativeGAL1 promoter from genomic DNA prepared

from yMM1100 using appropriate primers. This promoter was ligated in pMM12 between the re-

striction sites KpnI and XhoI (scURA3 2𝜇) 194. The resulting plasmid served as a template to cre-

ate a series of overexpression plasmids with different HOG pathway genes under the control of

theGAL1 promoter using yeast recombination-mediated plasmid construction 132,153. Appropriate

primer pairs were used to amplify Pbs2, Ssk22, Sln1, Ypd1, and Ssk1, respectively, from yMM1100 ge-

nomic DNA. These PCR products were then co-transformed with pMM329 linearized with XhoI

and SalI. The primer pairs used to amplify the HOG pathway genes contained homology with the

pMM329 backbone such that the gene of interest was integrated after P𝐺𝐴𝐿1 to create a P𝐺𝐴𝐿1-

HOGGENE plasmid (pMM330-pMM334). Positive transformants in which the plasmid had been

repaired were selected for on SC-Ura media. Plasmids were purified from these transformants and

verified by sequencing.

3.4.3 Overexpression growth experiments on solid media.

Yeast strains were grown overnight to saturation in appropriate media (YPD or SC-Ura media to

maintain plasmids). These saturated cultures were serially diluted in 10-fold increments and frogged

onto YPD or SC-URA plates containing 0 nM, 10 nM, 100 nM, 1 𝜇M, or 10 𝜇M 𝛽-estradiol (Tocris

Biosciences). These plates were incubated at 30∘C for two days before imaging.
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3.4.4 Overexpression growth experiments using plate reader.

Yeast strains were grown overnight to saturation in YPD or SC-Ura media. In the morning, each

strain was diluted 1:2000 into 200 𝜇L of the same media containing 0 nM, 100 nM, 1 𝜇M, or 10

𝜇M of 𝛽-estradiol in a well of a 96-well flat-bottom plate (Costar). Each strain/estradiol combina-

tion was run in four replicates on the same plate. Growth curves were generated using a Synergy H1

microplate reader (BioTek). Cells were grown at 30∘C with continuous, double-orbital (555 cpm)

shaking, and OD600 was measured every 20 minutes. Growth rates were calculated from the growth

curves using spline-fits determined with the R package grofit 109. OD was plotted at the time points

indicated in the figure legends.

3.4.5 Underexpression experiments by diploid sporulation.

Diploid GEV strains yMM1104 (control), yMM1259 (SLN1/KanMX-P𝐺𝐴𝐿1-SLN1), yMM1263

(SSK1/KanMX-P𝐺𝐴𝐿1-SSK1), yMM1264 (SSK1/KanMX-P𝐺𝐴𝐿1-SSK1), and yMM1272 (YPD1/KanMXrev-

P𝐺𝐴𝐿1-YPD1) were sporulated in 1% potassium acetate for 3 days and dissected onto YPD plates

containing 10 nM 𝛽-estradiol. Two spores from each tetrad contained the wild-type HOG pathway

gene (Sln1, Ypd1, or Ssk1), while the other contained the same gene under the control of theGAL1

promoter (KanMX-P𝐺𝐴𝐿1-SSK1, KanMX-P𝐺𝐴𝐿1-SLN1, KanMX-P𝐺𝐴𝐿1-YPD1). After all spores

had grown to a sufficient size, they were diluted into YPD and frogged onto YPD plates containing

0 nM, 5 nM, 10 nM, 100 nM, 1 𝜇M, or 10 𝜇M 𝛽-estradiol. Spores were allowed to grow at 30∘C for 2

days prior to imaging.

3.4.6 P𝑆𝑇 𝐿1-yEVenus induction and flow cytometry.

We created diploid GEV strains that carried both an inducible HOG gene under the control of

P𝐺𝐴𝐿1 promoter and a HOG pathway transcriptional reporter (P𝑆𝑇 𝐿1-yEVenus) to assay for

68



downstream transcriptional activation in response to overexpression of various HOG pathway pro-

teins. Strains were grown with agitation in low fluorescence media at 30∘C to mid-log (Klett 80), at

which point 200 𝜇l of cell culture was sampled for flow cytometry by adding it to 800 𝜇l of cold

PBS + 0.1% Tween 20 stored at 4 ∘C. Each culture was induced by adding 𝛽-estradiol to a final con-

centration of 10 𝜇M. Cultures were sampled for flow cytometry after induction with 𝛽-estradiol at

𝑇 = 2 hours and 𝑇 = 19 hours. Fluorescence was analyzed by flow cytometry on a BD LSRII

Multi-Laser Analyzer with HTS (BD Biosciences).

3.4.7 Preparation of protein extracts.

We measured levels of phosphorylated Hog1 following both moderate and massive overexpression

of pathway components. For the moderate overexpression experiments, diploid GEV yeast strains

yMM1104, yMM1263, yMM1259, yMM1272, and yMM1287, which each contained one estradiol-

inducible copy of a HOG pathway gene, were grown to mid-log (Klett 80) in YPD at 30∘C with

shaking. To assess the effect of massive overexpression of HOG pathway proteins, yeast strains con-

taining the P𝐺𝐴𝐿1-HOGGENE scURA3 2𝜇 overexpression plasmids (yMM1313-yMM1318) were

grown in SC-Ura media to mid-log (Klett 80) at 30∘C with shaking. For all strains, at 𝑇 = 0 expres-

sion of the gene of interest was induced by addition of 10 𝜇M 𝛽-estradiol (final concentration). At

indicated timepoints, 1.5ml of culture was sampled.

Protein was prepped from samples immediately after each time point. Each sample was cen-

trifuged (1320 RPM) and the supernatant aspirated. The resulting cell pellet was resuspended in

100 𝜇l of 1X sample buffer (Invitrogen) with 𝛽-mercaptoethanol (final concentration of 10%), pro-

tease inhibitor (Roche), and phosphatase inhibitor (Fisher Scientific). Samples were heated at 95∘C

for 5 minutes, vortexed for 2 minutes, and then rapidly frozen in liquid nitrogen and stored at -20∘C.
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3.4.8 Western blotting.

Prior to western blotting, samples were thawed and centrifuged at 1320 RPM for 5 minutes. They

were run on 4-10% Bis-Tris gels (Invitrogen) and transferred to PVDF membranes (Invitrogen) by

electrophoresis at 13 V for 4 hours. Membranes were blocked for 1 hour at room temperature with

agitation in 1X TBS, 0.1% Tween-20, and 5% milk. Membranes were then probed with primary

antibody overnight at 4∘C.

The following antibodies were used to detect phosphorylated Hog1, total Hog1, and actin, respec-

tively: anti-phospho-p38 MAPK rabbit monoclonal antibodies (Cell Signaling Technology #9215),

anti-c-myc goat polyclonal antibodies (Santa Cruz Biotechnology sc-6815), and anti-𝛽-actin antibody

(Abcam ab8224). All primary antibodies were diluted 1:1000 in 1X TBS, 0.1% Tween-20, and 5%

milk. Following incubation with the primary antibody, membranes were washed (4 × 5 minutes)

with TBST (1X TBS, 1% Tween-20) and then incubated for 1 hour at room temperature with the

appropriate secondary antibody conjugated to HRP (anti-rabbit IgG (Cell Signaling #7074, 1:5000

dilution), rabbit anti-goat IgG (Santa Cruz sc-2768, 1:5000 dilution), and anti-mouse IgG (Abcam

ab97023, 1:20000 dilution), respectively). All secondary antibodies were diluted in 5% milk, 1X

TBS, and 1% Tween-20. After incubation with the secondary antibody, membranes were washed

4 × 5 minutes with 5% milk, 1X TBS, and 1% Tween-20.

Western blots were quantified using chemiluminescence. Membranes were developed using the

Pierce Supersignal Femto kit following the manufacturer’s protocol. Chemiluminescence was quan-

tified using HyBlot CL Autoradiography film. Developed film was scanned on a Epson Perfection

4490 Photo Scanner in transmission mode. Protein levels were quantified by densitometry using the

Gel Analysis plug-in in ImageJ 184.

Each membrane was probed for phospho-Hog1, beta-actin, and total Hog1 (in that order). After

the chemiluminescence assay but before re-blocking, the membrane was stripped by washing in
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stripping buffer (2 × 10 minutes), phosphate-buffered saline (2 × 10 minutes) and 1X TBS + 1%

Tween-20 (2 × 5 minutes). Stripping buffer contained 15 g glycine, 1 g SDS, and 10 mL Tween 20 in

1 L ultrapure water, with the pH adjusted to 2.2 using concentrated HCl.
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4
Lack of evidence for substrate channeling or

flux between wild-type and mutant

isocitrate dehydrogenase to produce 2-HG
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Chapter Summary

Monoallelic point mutations in the cytosolic, NADP+-dependent enzyme isocitrate dehydrogenase

1 (IDH1) cause increased production of the oncometabolite 2-hydroxyglutarate (2-HG) in multi-

ple cancers. In the vast majority of IDH1 mutant tumors, there is retention of one wild-type (WT)

IDH1 allele. Several groups have proposed that retention of this WT allele is pro-tumorigenic by

facilitating substrate channeling through a WT/mutant IDH1 heterodimer, with the WT subunit

generating a local supply of 𝛼-ketoglutarate and NADPH that can then be consumed by the mu-

tant subunit to produce 2-HG 165,222. Here we demonstrate that the increase in 2-HG production

observed in IDH1 mutant cells with co-expression of WT IDH1 is indeed associated with the for-

mation of WT/mutant IDH1 heterodimers. From analysis of a crystal structure of the WT/R132H

IDH1 heterodimer and in vitro kinetic parameters for 2-HG production, however, we calculate that

substrate channeling between subunits is biophysically implausible. We also find that putative car-

bon substrate flux between WT and mutant IDH1 is inconsistent with the results of isotope tracing

experiments in cancer cells harboring an endogenous, monoallelic IDH1 mutation. Finally, we use a

mathematical model of WT/mutant IDH1 heterodimers to estimate that the NADPH/NADP+ ra-

tio is higher in the cytosol than in the mitochondrion. These findings argue against substrate supply

being limiting for 2-HG production by cytosolic mutant IDH1, and suggest that the retention of a

WT allele in IDH1 mutant tumors is not due to a requirement for carbon or cofactor flux between

WT and mutant IDH1.
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4.1 Introduction

The metabolic enzymes isocitrate dehydrogenase 1 (IDH1) and 2 (IDH2) are mutated in numerous

cancers, including glioma, acute myeloid leukemia (AML), chondrosarcoma, and cholangiocarci-

noma 158,235,140,223,5,22. These mutations confer a neomorphic activity for the NADPH-dependent

reduction of 𝛼-ketoglutarate (𝛼-KG) to 𝑅(-)-2-hydroxyglutarate (2-HG), an oncometabolite that

is believed to competitively inhibit a range of 𝛼-KG-dependent enzymes involved in epigenetic reg-

ulation42,71,223. A small-molecule inhibitor of mutant IDH2 was recently approved for treatment

of IDH2-mutant AML, and other inhibitors of both mutant IDH1 and IDH2 are in clinical trials

for cancer 237,204. 2-HG is also an established biomarker of disease burden in multiple IDH mutant

malignancies 21,44.

With few exceptions, mutations in IDH1 are monoallelic with retention of a wild-type (WT)

allele. Explanations for retention of the WT allele in tumors remain controversial. One possible

reason is that mutant IDH might deplete cellular NADPH levels 128,66. In this context, retention

of a WT IDH allele could mitigate the depletion of NADPH, minimizing toxic accumulation of

ROS or impairment of biosynthetic capacity. As the kinetics of the NADPH-consuming reaction

of mutant IDH proteins are slow relative to the NADPH-producing reactions of WT IDH and of

other enzymes42,223,71, however, 2-HG production may not be sufficient to deplete NADPH except

in engineered cell systems with mutant IDH1 overexpressed.

Alternatively, a retained WT subunit could be critical for optimum 2-HG production by a mu-

tant subunit as part of a WT/mutant IDH heterodimer. Ward et al. showed previously that for the

cytosolic isoform IDH1, but not the mitochondrial isoform IDH2, retention of the WT allele in

cells is indeed important for maximizing 2-HG production by the mutant 222. Others have disputed

these findings based on experiments performed with transfected cells in culture 175. There exist, how-

ever, rare human glioblastoma samples with IDH1 mutations in which the WT IDH1 allele is even-
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tually lost. In these patient-derived samples, there is a nearly 10-fold decrease in intra-tumor 2-HG

concomitant with loss of the WT allele 105. In vitro assays of 𝛼-KG and NADPH consumption in

IDH mutant cell lysates have also suggested synergy between the WT and mutant IDH activities42.

Several explanations have been proposed for the dependency of mutant IDH1 activity on WT

IDH1. It is possible that the enzymatic activity of WT/mutant heterodimers is intrinsically superior

to that of mutant/mutant homodimers, as suggested by some studies of recombinant IDH1 pro-

teins 24,25. Others, however, have found no advantage for the recombinant IDH1 heterodimer 124. Al-

ternatively, the WT-dependence might be due to substrate channeling or some other form of coop-

erativity between the WT and mutant subunits, as previously proposed 222,12. Pietrak et al. demon-

strated that both the WT activity for oxidative decarboxylation of isocitrate and the mutant activity

for reduction of 𝛼-KG to 2-HG remain intact in a WT/mutant IDH1 heterodimer, suggesting that

channeling could be involved 165. The dependence of 2-HG production on WT IDH1 might also

reflect differences in substrate availability in the cytosol and mitochondria, as levels of 𝛼-KG and

NADPH may differ between compartments.

Here we report a lack of evidence for substrate channeling or metabolic flux between WT and

mutant IDH1. We first considered the possibility that 𝛼-KG and NADPH are produced and main-

tained in a protected pool around the heterodimer by the WT subunit. On the basis of existing

structural evidence and in vitro IDH1 enzyme kinetics, we calculate that such channeling is biophys-

ically implausible, even for densely packed IDH1 heterodimers. After ruling out substrate chan-

neling, we then characterized the extent of all carbon flux through WT IDH1. Using stable isotope

tracing, we show that 2-HG is predominantly derived from glutamine in IDH1 mutant cancer cells,

with no need to invoke flux of 𝛼-KG between subunits. Finally, through quantitative modeling of

IDH1 WT/mutant heterodimers, we estimate the mitochondrial to cytosolic NADPH/NADP+

ratio, which suggests that NADPH is unlikely to be limiting for the production of 2-HG by mutant

IDH1 in the cytosol.
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4.2 Results

4.2.1 Co-expression of WT and mutant IDH1 increases 2-HG production and

is associated with the formation of WT/mutant IDH1 heterodimers

WT IDH1 in the cytosol can produce 𝛼-KG and NADPH. Mutant IDH1 consumes 𝛼-KG and

NADPH, producing the oncometabolite 2-HG and regenerating NADP+ (Fig. 4.1A). Most cancer-

associated IDH1 mutations occur in monoallelic fashion, with retention of one WT IDH1 allele

in the tumor cells. It was shown previously that co-expression of WT and R132H mutant IDH1 in

cells results in greater 2-HG production than expression of equimolar amounts of mutant IDH1

alone 222. In these prior experiments, however, the generation of WT/mutant IDH1 heterodimers

was not formally demonstrated. Here we confirm previous findings that the co-expression of WT

and mutant IDH1 increases 2-HG production (Fig. 4.1B). In HEK 293T cells already expressing

endogenous WT IDH1, expression of increasing amounts of FLAG-tagged R132H mutant IDH1

resulted in increasing 2-HG production. Co-expression of Myc-tagged WT IDH1 further enhanced

the production of 2-HG, consistent with previous findings 222. In addition, we show that the ex-

ogenous co-expression of WT and mutant IDH1 resulting in enhanced 2-HG production is asso-

ciated with the formation of WT/mutant IDH1 heterodimers in cells. 48 h following transfection

with FLAG-tagged R132H mutant IDH1 or FLAG-tagged R132H mutant IDH1 and Myc-tagged

WT IDH1, cells either were quenched rapidly in 80% MeOH for subsequent metabolite extrac-

tion, or lysed and subjected to FLAG-immunoprecipitation. Myc-tagged WT IDH1 was found to

co-precipitate with FLAG-tagged R132H mutant IDH1 in cells in which they were co-expressed

(Fig. 4.1B).
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Figure 4.1: 2-HG production in the cytoplasm requires WT IDH1 activity. A Schema c of the WT and neo-
morphic reac ons catalyzed by the WT/mutant IDH1 heterodimer. WT IDH1 catalyzes the NADP+-dependent
oxida ve decarboxyla on of isocitrate to 𝛼-KG. Mutant IDH1 reduces 𝛼-KG to the oncometabolite 2-HG. The
dashed arrows indicate poten al opportuni es for substrate channeling between the WT and mutant subunits of
the IDH1 heterodimer. B FLAG-tagged R132H mutant IDH1 (at various doses), FLAG-tagged R132H mutant IDH1
plus Myc-tagged WT IDH1, or empty vector were transfected into HEK-293T cells. Cells were harvested 48 h post-
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WT R132H
𝐾𝑀 , isocitrate (𝜇M) 6.88 ± 0.97 𝐾𝑀 , 𝛼-KG (𝜇M) 988 ± 77
𝐾𝑀 , NADP+ (𝜇M) 6.79 ± 0.31 𝐾𝑀 , NADPH (𝜇M) 1.36 ± 0.39
𝑘𝑐𝑎𝑡 (s−1) 3.10 ± 0.14 𝑘𝑐𝑎𝑡 (s−1) 0.0666 ± 0.0016

Table 4.1: In vitro kine cs of WT and R132H IDH1. All uncertainty values are standard errors.

4.2.2 In vitro kinetic characterization of IDH1

A number of recent studies have reported in vitro kinetic parameters for WT IDH1 and for various

oncogenic mutants42,236,165,171,25,12. There is substantial variability in the values reported; for instance,

measurements of 𝑘𝑐𝑎𝑡 for the WT enzyme range from 8.6 to 44,000 s−1, and from 0.19 to 1,000 s−1

for R132H IDH1. To investigate this discrepancy and to obtain values for mathematical modeling,

we measured the in vitro kinetics of recombinant WT and R132H IDH1 (Table 4.1). The parame-

ters obtained are in close agreement with the prior values reported in two studies of the enzymatic

mechanism of IDH1 165,171 and are used for all subsequent calculations.

4.2.3 Substrate channeling is biophysically implausible

As discussed above, the neomorphic reaction catalyzed by mutant IDH1 requires 𝛼-KG and NADPH,

both of which are produced in the WT reaction (Fig. 4.1A). As such, it has been suggested that cy-

toplasmic 2-HG synthesis might be enhanced by the local production of 𝛼-KG and NADPH in

WT/mutant heterodimers, and that this effect might explain the dramatic reduction of 2-HG levels

following loss of the WT enzyme 222. As an initial test of this hypothesis, we performed a biophysical

analysis of putative substrate channeling between the WT and mutant subunits.

A crystal structure of the IDH1 WT/R132H heterodimer at 3.2 Å resolution has been reported

previously (Fig. 4.2A) 236. The structure reveals that there is no physical association between the

active sites of the WT and the mutant, suggesting that any interaction would be due to a local el-

evation of [𝛼-KG] and [NADPH] around each heterodimer. We first examined diffusion of 𝛼-
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KG and NADPH away from the WT active site to assess the feasibility of achieving local enrich-

ment. From inspection of the crystal structure, we estimated that the straight-line distance be-

tween the two active sites is approximately 37.3 Å. Assuming 𝐷𝛼𝐾𝐺 = 6.7 × 10−10 m2/s and

𝐷𝑁𝐴𝐷𝑃𝐻 = 4.1 × 10−10 m2/s (see Experimental Procedures) and three-dimensional diffusion

governed by

𝑡 = < 𝑥2 >
6𝐷 ,

it would take just 3.5 ns and 5.7 ns for 𝛼-KG and NADPH, respectively, to travel the distance be-

tween the active sites. In 15 s, the time required for one turnover of the mutant enzyme, both sub-

strates could travel over 3000 times further than the inter-site distance. This simple calculation sug-

gests that the local and bulk cytoplasmic concentrations of 𝛼-KG and NADPH are likely equili-

brated on catalytically relevant timescales. As our estimate for inter-site distance is based on a crystal

structure, it does not account for possible dynamic changes in the conformation of the two sub-

units, which could bring the active sites into closer proximity. It is plausible that such shifts do

occur in the IDH1 heterodimer, as certain inhibitors of the mutant enzyme are known to bind to

an allosteric pocket on the WT subunit, and the activity of WT IDH1 is controlled in part by the

highly flexible 𝛼10 regulatory element 233,231. Any dynamic change, however, would have to reduce

the straight-line distance by at least several orders of magnitude for local elevation of substrate con-

centration to be relevant.

Packing of enzymes into dense clusters has been suggested to enable channeling even in the ab-

sence of physical association of active sites. Castellana et al. reported a detailed theoretical analysis of

such channeling by agglomeration 30. Using their framework, we investigated whether 𝑁 = 4000

IDH1 heterodimers confined in a sphere with radius 𝑟 = 40 nm (i.e., at the dense-packing limit

𝑛𝑚𝑎𝑥 = 25 mM) could efficiently channel 𝛼-KG and NADPH. Efficient channeling requires that
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Figure 4.2: Biophysical evaluation of putative substrate channeling between WT and R132H IDH1 subunits.
A Crystal structure of the WT/R132H IDH1 heterodimer. The WT subunit is colored green, the mutant yellow.
Residue 132 is colored blue in both subunits. Isocitrate (black) and NADP(H) (red) are bound in the respec ve
ac ve sites. Drawn from data reported in236. B Channeling by enzyme agglomera on is infeasible for the IDH1
WT/R132H heterodimer. Plot of the ra o of the processing rate to escape rate as a func on of 𝐾𝑀 (for either
𝛼-KG or NADPH) and 𝑘𝑐𝑎𝑡 for 𝑁 = 4000 heterodimers clustered in a sphere with radius 𝑟 = 40 nm.

the processing rate

𝑅𝑃 = 3𝜅𝑁
4𝜋𝑟3

exceed the escape rate

𝑅𝐸 = 𝐷
𝑟2 ,

where 𝜅 is the catalytic efficiency of the enzyme. For this calculation, we do not need to make any

assumptions about the relative positions of the WT and mutant active sites. The 𝑅𝑃 /𝑅𝐸 ratio for

carbamoyl phosphate synthetase and aspartate carbamoyl transferase in Escherichia coli, a system for

which Castellana et al. obtained experimental evidence of channeling by agglomeration, is approx-

imately 9.5 30. In contrast, we calculated ratios of 4.0 × 10−8 and 4.7 × 10−3 for the processing

of 𝛼-KG and NADPH, respectively, by the dense IDH1 cluster. Further analysis indicated that sub-

micromolar 𝐾𝑀 values would be required for both substrates to achieve parity given the relatively

slow 𝑘𝑐𝑎𝑡 for R132H IDH1 (Fig. 4.2B).
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4.2.4 2-HG production in IDH1 mutant cancer cells is predominantly from

glutamine and can be explained without carbon flux between WT and

mutant subunits

The most direct route of 2-HG production from glucose involves production of cytosolic 𝛼-KG by

WT IDH1, followed by consumption of this 𝛼-KG by mutant IDH1 to generate 2-HG. In contrast,

2-HG production by mutant IDH1 from glutamine-derived 𝛼-KG can occur without production of

𝛼-KG by WT IDH (Fig. 4.3A). We grew HT1080 fibrosarcoma cells, which harbor an endogenous

IDH1 mutation, either in glucose-free media supplemented with uniformly labeled glucose([U-13C]

glucose), or in glutamine-free media supplemented with uniformly labeled glutamine ([U-13C]

glutamine). As shown in Supplemental Fig. C.S1, [U-13C] glucose can be converted via glycolysis

to pyruvate with three 13C atoms (M+3 pyruvate), which subsequently can enter the TCA cycle

as M+2 acetyl-CoA, with further metabolism to M+2 citrate and M+2 isocitrate. Cytosolic pools

of M+2 isocitrate can be converted by WT IDH1 to M+2 𝛼-KG, which finally can be reduced to

M+2 2-HG. When we followed the fate of glucose carbon by growing HT1080 cells in media with

U-13C glucose (and unlabelled glutamine), we found minimal incorporation of glucose-derived

carbon into 2-HG (Fig. 4.3B). In contrast, [U-13C] glutamine can be converted via glutaminolysis

to fully labeled M+5 𝛼-KG, which can then be reduced to fully labeled M+5 2-HG. Comparing 2-

HG production from labeled glucose and labeled glutamine therefore provides information about

the extent of carbon flux between the WT to mutant subunits in the IDH1 heterodimer (Fig. 4.3A).

For HT1080 cells grown in media with U-13C glutamine (and unlabelled glucose), we found that

nearly the entire 2-HG pool was labeled with carbon derived from glutamine (Fig. 4.3B), suggesting

minimal importance of inter-subunit flux.
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Figure 4.3: In vivo evaluation of 2-HG production kinetics. A Schema cs of expected labeling when cells are
grown on glucose uniformly labeled with 13C (U-13C glucose) or on glutamine uniformly labeled with 13C (U-13C
glutamine). U-13C glucose is converted to doubly labeled isocitrate, 𝛼-KG, and 2-HG. U-13C glutamine is converted
to fully labeled 𝛼-KG and 2-HG. Dashed arrows indicate that one or more intermediate reac ons have been omi ed
from the diagram for clarity. The red arrow indicates possible flux of labeled 𝛼-KG derived from U-13C glucose. B
Kine cs of the labeling of 2-HG with 13C over 24 h of growth on U-13C glucose or U-13C glutamine. M0 ⋯ M6
refer to the number of labeled carbon atoms. C andD Kine cs of the labeling of citrate, 𝛼-KG, and succinate with
13C over 24 h of growth on U-13C glucose (C) and U-13C glutamine (D). The color scheme is the same as in B.
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4.2.5 Evidence for a branched TCA cycle in cancer cells harboring an IDH1

mutation

Further analysis of the labeling data from IDH1 mutant HT1080 cells revealed that traditional TCA

cycle metabolites were not labeled in a pattern consistent with a complete TCA cycle. HT1080 cells

labeled with [U-13C] glucose had significant accumulation of M+2 citrate, as predicted (Fig. 4.3C).

However, minimal label was found in the downstream TCA cycle metabolites 𝛼-KG or succi-

nate, even after 24 h of labeling. In contrast, cells labeled with [U-13C] glutamine exhibited ro-

bust production of fully labeled 𝛼-KG (M+5 𝛼-KG), as predicted, and exhibited further oxidative

metabolism through the TCA cycle to M+4 succinate and then to M+4 citrate (Fig. 4.3D). This

M+4 citrate was not further metabolized to make a complete TCA cycle, as indicated by minimal

accumulation of M+3 𝛼-KG or M+2 succinate, even at later time points. Minimal accumulation of

M+5 citrate was observed, consistent with minimal net flux from 𝛼-KG to citrate through reductive

carboxylation. Overall, these data demonstrate minimal net flux from citrate to 𝛼-KG in these cells.

Oxidative metabolism of either glucose or glutamine-derived carbon can generate citrate, but signif-

icant metabolism of citrate through aconitase and IDH does not appear to occur in these cells under

standard culture conditions. Instead, most citrate can be metabolized to cytosolic acetyl-CoA and

oxaloacetate by ATP citrate lyase (Supplemental Fig. C.S1).

4.2.6 Estimation of compartment-specific NADPH levels

In addition to converting isocitrate to 𝛼-KG, WT IDH1 also produces cytosolic NADPH, which

could potentially be limiting for 2-HG production by mutant IDH1. Rigorous determination

of compartment-specific NADPH levels and NADPH/NADP+ ratios, however, is technically

challenging. We sought therefore to estimate [NADPH] in the cytosol and mitochondria using

quantitative modeling of IDH heterodimers. To this end, we developed a biochemically realistic
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parameter class rate constants value
𝑘𝑜𝑛, NADP+ 𝑘1, 𝑘8 1.00 × 108 𝜇M−1s−1

𝑘𝑜𝑛, isocitrate 𝑘3, 𝑘5 1.00 × 108 𝜇M−1s−1

𝑘𝑜𝑓𝑓 , NADP+ 𝑘2, 𝑘9 676 s−1

𝑘𝑜𝑓𝑓 , isocitrate 𝑘4, 𝑘9 685 s−1

𝑘𝑐𝑎𝑡, WT 𝑘7 3.10 s−1

𝑘𝑜𝑛, NADPH 𝑘10 1.00 × 108 𝜇M−1s−1

𝑘𝑜𝑛, 𝛼-KG 𝑘12 1.00 × 108 𝜇M−1s−1

𝑘𝑜𝑓𝑓 , NADPH 𝑘11 136 s−1

𝑘𝑜𝑓𝑓 , 𝛼-KG 𝑘13 9.88 × 104 s−1

𝑘𝑐𝑎𝑡, R132H 𝑘14 0.0666 s−1

Table 4.2: Kine c parameters for reac on network in Fig. 4.4.

mathematical model of the IDH1 WT/mutant heterodimer. The model involves 11 species - IDH1

(denoted E), isocitrate (denoted I), 𝛼-KG, NADP+, NADPH, 2-HG, and five enzyme-substrate

complexes - and 16 reactions, each with a corresponding kinetic parameter. Fig. 4.4 shows the full

reaction network diagram, and Table 4.2 lists numerical estimates for the rate constants (see Exper-

imental Procedures for details of parameter estimation). Following recent experimental studies of

the IDH1 enzyme mechanism 171, we model the WT reaction as random sequential, so that either

isocitrate or NADP+ may bind first to form an E⋅I⋅NADP+ ternary complex (module 1), and the

neomorphic reaction as ordered sequential, with NADPH and then 𝛼-KG binding to the enzyme

to form an E⋅𝛼KG⋅NADPH ternary complex (module 2). The production of 2-HG by the IDH1

heterodimer occurs in vivo as part of a larger metabolic network. To make the network an open sys-

tem, we include reactions for the zero-order synthesis of isocitrate and first-order degradation of

2-HG by processes not explicitly modeled (module 3). For simplicity, any reactions involving 𝛼-

KG, NADP+, or NADPH that occur independent of the IDH1 heterodimer are excluded from the

model.

Following mass-action kinetics, the reaction network in Fig. 4.4 gives rise to a system of 11 ordi-

nary differential equations, which reduce at steady state to a polynomial system. The goal of this
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Figure 4.4: Biochemically realistic mathematical modeling of IDH1 heterodimers. Reac on network diagram for
a detailed mechanis c model of WT IDH1 (1) and mutant IDH1 (2). The WT conversion of isocitrate to 𝛼-KG is as-
sumed to follow a random-order, ternary complex mechanism. The mutant conversion of 𝛼-KG to 2-HG is assumed
to follow an ordered sequen al mechanism, with NADPH binding before 𝛼-KG. The reac ons in group 3 reflect
the synthesis of isocitrate and 𝛼-KG and degrada on of 2-HG by processes not explicitly modeled. 𝐸 denotes the
WT/mutant IDH1 heterodimer, and 𝐼 denotes isocitrate.

section is to derive a steady-state expression for [NADPH] in terms of just [I], [𝛼-KG], [NADP+],

and the rate constants, which, in combination with literature values for metabolite concentrations,

enables estimation of the ratio of mitochondrial to cytosolic NADPH ([NADPH]𝑚/[NADPH]𝑐).

At steady state, production and consumption of each of the binary enzyme-substrate complexes

involved in the WT reaction (E⋅NADP+ and E⋅I) must balance, so that we have

𝑘1[E][NADP+] + 𝑘6[E ⋅ NADP+ ⋅ I] = (𝑘2 + 𝑘5[𝐼]) [E ⋅ NADP+] (4.1)

and

𝑘3[E][I] + 𝑘9[E ⋅ NADP+ ⋅ I] = (𝑘4 + 𝑘8[NADP+]) [E ⋅ I]. (4.2)
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Similarly, production and consumption of the ternary complex E⋅NADP+⋅I must balance, so

𝑘5[I][E ⋅ NADP+] + 𝑘8[NADP+][E ⋅ I] = (𝑘6 + 𝑘7 + 𝑘9) [E ⋅ NADP+ ⋅ I]. (4.3)

Using Eqs. 4.1 and 4.2 in Eq. 4.3 yields an expression for the ternary complex in terms of [E], [I], and

[NADP+]:

[E ⋅ NADP+ ⋅ I] = [E][I][NADP+] (𝑘3𝑘8 (𝑘2 + 𝑘5[I]) + 𝑘1𝑘5 (𝑘4 + 𝑘8[NADP+]))
𝑘5[I] (𝑘4 (𝑘7 + 𝑘9) + 𝑘7𝑘8[NADP+]) + 𝑘2 (𝑘4 (𝑘6 + 𝑘7 + 𝑘9) + (𝑘6 + 𝑘7) 𝑘8[NADP+]) . (4.4)

The mutant reactions can be analyzed in an analogous fashion. From steady-state balance of the

binary ([E⋅NADPH]) and ternary ([E⋅𝛼-KG⋅NADPH]) complexes, we have

𝑘10[E][NADPH] + 𝑘13[E ⋅ 𝛼-KG ⋅ NADPH] = (𝑘11 + 𝑘12[𝛼-KG]) [E ⋅ NADPH]

and

𝑘12[𝛼-KG][E ⋅ NADPH] = (𝑘13 + 𝑘14) [E ⋅ 𝛼-KG ⋅ NADPH],

which together give

[E ⋅ NADPH] = (𝑘10(𝑘13 + 𝑘14) [E][NADPH]
𝑘11 (𝑘13 + 𝑘14) + 𝑘12𝑘14[𝛼-KG] . (4.5)

Finally, balance of production and consumption of [NADPH] gives

𝑘11[E ⋅ NADPH] + 𝑘7[E ⋅ NADP+ ⋅ I] = 𝑘10[E][NADPH]. (4.6)
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Using Eqs. 4.4 and 4.5 in Eq. 4.6 yields

[NADPH] = 𝑘7[I] (𝑘11 (𝑘13 + 𝑘14) + 𝑘12𝑘14[𝛼-KG]) [NADP+] (𝑘3𝑘8 (𝑘2 + 𝑘5[I]) + 𝑘1𝑘5 (𝑘4 + 𝑘8[NADP+]))
𝑘10𝑘12𝑘14[𝛼-KG] (𝑘5[I] (𝑘4 (𝑘7 + 𝑘9) + 𝑘7𝑘8[NADP+]) + 𝑘2 (𝑘4 (𝑘6 + 𝑘7 + 𝑘9) + (𝑘6 + 𝑘7) 𝑘8[NADP+])) ,

(4.7)

as desired. Eq. 4.7 can also be obtained directly from a Gröbner basis calculation (see Experimental

Procedures for details). Crucially, the expression is independent of [E] and of the concentrations of

the various enzyme-substrate complexes, which are inaccessible to measurement.

In contrast to IDH1, the enzymatic mechanism of the mitochondrial isoform IDH2 has not been

charactered in detail. It is plausible, however, that WT/R172K IDH2 heterodimers, which are struc-

turally analogous to WT/R132H IDH1, can be modeled by the reaction network in Fig. 4.4. Mak-

ing this assumption, [NADPH]𝑚/[NADPH]𝑐 can be estimated from just Eq. 4.7 and mitochon-

drial and cytosolic values for [I], [𝛼-KG], and [NADP+]. Using a novel technique for absolute

quantification of mitochondrial matrix metabolites, Chen et al. recently reported compartment-

specific concentrations of cis-aconitate (25 𝜇M matrix, 800 𝜇M whole-cell), 𝛼-KG (150 𝜇M, 1200

𝜇M), and NADP+ (30 𝜇M, 75 𝜇M) , but not of NADPH 31. Using the cis-aconitate values as a

proxy for [I] and assuming that cytosolic metabolite concentrations are well-approximated by the

whole-cell measurements, we calculate [NADPH]𝑚/[NADPH]𝑐 = 0.10. As Chen et al. reported

[NADP+]𝑚/[NADP+]𝑐 = 0.40, this estimate implies ([NADPH]𝑚/[NADP+]𝑚)/([NADPH]𝑐/[NADP+]𝑐)

= 0.25.

4.3 Discussion

A nearly universal feature of IDH1 mutant cancers is the retention of a WT IDH1 allele. This monoal-

lelic nature of IDH1 mutations was initially difficult to reconcile with the observation that IDH

mutations result in loss of function for WT activity (conversion of isocitrate to 𝛼-KG) 235. A initial
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explanation for this paradox invoked a dominant negative mechanism, whereby a mutant IDH1 sub-

unit would heterodimerize with and inhibit the activity of a WT IDH1 subunit. This mechanism

was suggested to promote tumorigenesis due to decreased 𝛼-KG levels and a resultant increase in

HIF-1𝛼 expression 238. In assays of isocitrate-dependent NADPH production in lysates from HEK

293T cells co-expressing WT and mutant IDH1, however, no appreciable inhibition of WT enzyme

activity was found42. In these same lysates, 𝛼-KG-dependent NADPH consumption consistent

with a gain of function for a reductive activity was observed. This mutant IDH1 activity was also

enhanced with co-expression of WT IDH142, suggesting that the mutant IDH1 activity facilitated a

novel reaction rather than a mere reversal of the normal WT oxidative decarboxylation of isocitrate.

This neomorphic activity of mutant IDH1 was found to be the NADPH-dependent reduction of

𝛼-KG to the oncometabolite 2-HG, which is a common feature of the vast majority of recurrent

IDH1/2 mutations in cancer42,71,223. Explanations for the observed synergism between WT and mu-

tant IDH1, however, are controversial.

It was subsequently confirmed that co-expression of WT and mutant IDH1 greatly enhanced 2-

HG production compared to mutant IDH1 expression alone 222. The importance of retained WT

IDH1 to 2-HG production by mutant IDH1 was also demonstrated in studies of IDH1 mutant

glioma samples exhibiting spontaneous loss of the WT allele 105. Frequently invoked models to ex-

plain the retention of a WT IDH1 allele invovle either substrate channeling or bulk metabolic flux

between WT and mutant subunits in an IDH1 heterodimer 222,12,165

The data presented here argue against both of the above models. It remains critical, however, to

understand how WT and mutant IDH synergize in vivo in human cancers. We present evidence that

the primary carbon source for 2-HG production in a cancer cell line harboring an endogenous IDH1

mutation is glutamine. In a direct metabolic pathway involving glutamine → glutamate → 𝛼-KG

→ 2-HG, there is no need to invoke flux through a WT IDH subunit to account for 2-HG produc-

tion. Consistent with our results, Salamanca et al. recently reported that the majority of 2-HG pro-
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duced by IDH both in cultured cancer cells and in vivo is derived from glutamine, facilitating in vivo

monitoring approaches for IDH mutant solid tumors with hyperpolarized [1-13C] glutamine 181. In

contrast to us and to Salamanca et al., Gelman et al. reported that both glucose and glutamine car-

bon contribute substantially to 2-HG production by mutant IDH166. Gelman et al. relied on cells

that were engineered to express the IDH1 mutation artificially, while we and Salamanca et al. per-

formed metabolic tracing experiments in cell lines harboring naturally occurring IDH1 mutations at

the endogenous locus, possibly accounting for the divergent results obtained.

13C labeling approaches, however, do not address the source of required redox cofactors. It may

still be possible that WT IDH1 is necessary for generating an optimum local supply of NADPH

for 2-HG production by mutant IDH1 in the cytosol. We estimate here, however, that the ratio of

NADPH/NADP+ is higher in the cytosol than in the mitochondrial matrix, which suggests that, if

NADPH production by a WT IDH subunit were essential for a mutant IDH subunit to produce

2-HG, it would be at least as important for mitochondrial IDH2 as for cytosolic IDH1. Arguing

against this prediction is the prior report that the WT IDH2 allele is dispensable for mutant IDH2-

dependent 2-HG production in cells 222. Several groups have also reported loss of the WT IDH2

allele in IDH2 mutant tumors, suggesting that WT IDH2 is dispensable in vivo 157,164. We conclude

that metabolic flux of either carbon substrate or redox cofactors between WT and mutant IDH does

not contribute substantially to 2-HG production in cancer.

An alternative, not mutually exclusive, explanation for the retention of one WT IDH1 allele in

IDH1 mutant tumors is that the WT/mutant IDH1 heterodimer may harbor a structural or bio-

chemical advantage over mutant/mutant IDH1 homodimers in vivo. Initial studies with recombi-

nant IDH proteins were not universally supportive of this hypothesis 124, although subsequent data

have prompted reconsideration. In particular, Brooks et al. demonstrated a lower 𝐾𝑀 for 𝛼-KG

in the WT/mutant IDH1 heterodimer than in the R132H/R132H homodimer 25. In light of the evi-

dence we present against inter-subunit flux, the possibility of intrinsic biochemical superiority of the
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heterodimer, perhaps involving allosteric modulation of the mutant subunit by the WT 231, warrants

further consideration. This possibility is of particular importance given that many recently devel-

oped inhibitors of mutant IDH act at the dimerization interface. For IDH1, it has been reported

that the R132H mutation destabilizes a regulatory segment (the 𝛼10 helix) at the interface where

several inhibitors bind 231. With ongoing trials of IDH inhibitors, one might predict that tumors will

evolve therapeutic resistance through mechanisms involving both the mutant and WT IDH alleles,

potentially at residues impacting the dimer interface.

4.4 Experimental Procedures

4.4.1 Cell culture

HT1080 fibrosarcoma cells (which harbor an endogenous, monoallelic R132C IDH1 mutation) and

HEK 293T cells (which lack endogenous IDH mutations) were cultured routinely in Dulbecco’s

modified Eagle’s medium (DMEM), 10% fetal bovine serum, 25 mM glucose, and 6 mM glutamine.

For metabolite tracing experiments, DMEM without glutamine or pyruvate (Gibco) and with 10%

dialyzed FCS was supplemented with 4 mM [U-13C]-L-glutamine (Aldrich 605166). DMEM with-

out glucose or pyruvate (Gibco) was supplemented with 10 mM [U-13C]-D-Glucose (Cambridge

Isotope Laboratories CLM-1396). All cells were in logarithmic growth phase during the entire pe-

riod of labeling.

4.4.2 Metabolite extraction and GC-MS analysis

Following gentle removal of culture medium from proliferating cells, cells were rapidly quenched

with 80% methanol pre-chilled to -80 °C. For experiments where absolute quantification of 2-HG

was performed, this 80% methanol was spiked with a M+5 internal standard of 𝑅(-)-2-HG contain-

ing five deuterium atoms (𝐷-2-hydroxyglutaric-2,3,3,4,4-d5 acid; details for synthesis are provided
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in 222). Following incubation at -80 °C for at least 30 min, cell extracts in 80% MeOH were collected,

sonicated, and centrifuged at 14,000 g for 20 min at 4 °C to remove precipitated protein. Super-

natants next were dried under nitrogen gas, redissolved in 20 𝜇l MOX reagent (Thermo Scientific),

and heated at 37 °C for 90 min, followed by addition of 25 𝜇l of tert-butyldimethylchlorosilane (t-

BDMS; Regis Technologies) and heating at 60 °C for 60 min. Derivatized samples were analyzed

by GC-MS using a DB-35MS column (30.25 mm i.d., Agilent J&W Scientific) installed in an Ag-

ilent 7890A gas chromatograph (GC) interfaced with an Agilent 5975C mass spectrometer (MS).

Mass isotopomer distributions were determined by integrating metabolite ion fragments and cor-

rected for natural abundance using in-house algorithms adapted from60 and described in further

detail in 125. Absolute 2-HG levels were obtained by quantifying the peak area of the ion at m/z 433,

formed through the loss of a t-butyl group (-57 amu) from the molecular ion tri-TBDMS-2-HG,

and normalizing to the peak area of the m/z 438 ion (representing the analogous derivative of the d5-

2-HG internal standard spiked at known concentration) and the total cellular protein as measured

by BCA.

4.4.3 Protein harvest and quantitation, western blot, and immunoprecip-

itation

Cells were lysed 48 h following transfection with mammalian protein extraction reagent (Pierce)

supplemented with protease inhibitor cocktail (Complete Mini, EDTA-free, Roche 11-836-170-001)

and phosphatase inhibitor cocktails 2 and 3 (Sigma). Lysates were sonicated with 2 x 30 s pulses and

then centrifuged at 14,000 g for 20 min at 4 °C. Supernatants were subsequently collected and as-

sessed for protein concentration with BCA Protein Assay (Pierce). For western blotting, lysates were

separated by SDS-PAGE on 10% polyacrylamide gels, transferred to PVDF membranes, and blocked

in 5% non-fat milk in PBS containing 0.2% Tween-20. Primary antibodies used were: anti-IDH1

(Santa Cruz sc-49996, 1:200 dilution), anti-IDH2 (Abcam ab55271, 1:500), anti-HSP70 (Cell Signal-
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ing 48729, 1:1000), anti-FLAG (Cell Signaling 2368, 1:10,000), and anti-Myc tag (Babco, clone 9e10,

1:1000). Detection was performed with horseradish-peroxidase-conjugated anti-rabbit, anti-mouse,

or anti-goat antibodies (GE Healthcare NA934V, GE Healthcare NA931V, and Santa Cruz sc-2020,

all 1:10,000 dilution).

For immunoprecipitation experiments, concentrated cell lysates in M-PER lysis buffer contain-

ing protease inhibitors as above was diluted to 500 𝜇l total volume with hypotonic lysis buffer (20

mM HEPES, 5 mM KCl, 1 mM MgCl2, pH 7.0) and supplemented with dithiothreitol (DTT) to

5 mM. Anti-FLAG M2 affinity gel resin (Sigma A220, lot SLBG5784V, 20 𝜇l beads) was washed in

hypotonic lysis buffer plus protease inhibitor. 40 𝜇l of washed bead suspension was mixed with 500

𝜇l of diluted whole cell lysate, centrifuged for 3 min at 1000 rpm at 4 °C, then washed twice with

hypotonic lysis buffer and protease inhibitor. Elution weas performed by resuspending beads gently

in 3 𝜇l of 5 mg/ml 3x FLAG peptide (Sigma F4799) and 97 𝜇l hypotonic lysis buffer plus protease

inhibitor plus DTT, rotating 30 min at 4 °C, then centrifugation for 1 min at 21,000 g. The super-

natant from this final spin was saved as the eluate and separated by SDS-PAGE as above.

4.4.4 Plasmid construction and transfection

The cDNA clone of human IDH1 (BC012846.1) was obtained from American Type Culture Collec-

tion. R132H IDH1 point mutation was generated as previously described 25. FLAG or Myc tags were

added to the C termini of the open reading frames by standard PCR techniques, as detailed in 222.

Integrity of constructs was confirmed by direct sequencing prior to transfection into HEK 293T

cells in pCMV-Sport6 expression vector using Lipofectamine 2000, according to the manufacturer’s

instructions.
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4.4.5 In vitro kinetics of WT and R132H IDH1

N-terminally 6xHis-tagged recombinant IDH1 (WT or R132H) was expressed from pET28a(+) in

BL21 E. coli by inducing an OD600 = 0.7 culture with 0.5 mM Isopropyl 𝛽-D-1-thiogalactopyranoside

for 6 h at room temperature. IDH1 was batch purified using Ni-NTA agarose beads (Qiagen), and

purified protein was dialyzed against 50 mM Tris, pH 7.5, 10 mM MgCl2, 25 mM NaCl, 20% glyc-

erol, 0.15% 𝛽-mercaptoethanol. Enzyme concentration was determined by Bradford assay using a

bovine serum albumin standard. Enzymatic activity was monitored by a change in absorbance at

340 nm, corresponding to production or consumption of NADPH. Each reaction was carried out

at room temperature in a 100 𝜇L volume containing buffer (100 mM Tris-HCl, pH 7.5, 1.3 mM

MnCl2) and varying concentrations of substrates. To assay WT IDH1 activity, 10 ng of enzyme was

included in each reaction, and either NADP+ was titrated in the presence of 1 mM DL-isocitrate, or

DL-isocitrate was titrated in the presence of 1 mM NADP+. (The enzyme is specific to D-isocitrate,

so the effective concentration of D-isocitrate is half that of total DL-isocitrate.) To assay R132H

IDH1 activity, 10 𝜇g of enzyme was included in each reaction, and either 𝛼-KG was titrated in the

presence of 500 𝜇M NADPH, or NADPH was titrated in the presence of 10 mM 𝛼-KG. For each

assay, activity was compared to that of a ‘no-enzyme’ control reaction. 𝐾𝑚 and 𝑘𝑐𝑎𝑡 values were de-

termined by fitting the initial-rate data to the Michaelis-Menten model in GraphPad Prism (Graph-

Pad Software, Inc.).

4.4.6 Parameter estimation

Kinetic parameters for the mathematical model of 2-HG production (𝑘1 ⋯ 𝑘14) were estimated

from the data in Table 4.1. The parameters fall into 10 major classes, on-rate and off-rate (for isoci-

trate and NADP+) and catalytic rate for the WT reaction, and on-rate and off-rate (for 𝛼-KG and

NADPH) and catalytic rate for the neomorphic reaction. Within a particular class, all parameters
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are assumed to have an identical value. We set the on-rates for both reactions to 1 × 108 M−1s−1,

a standard value for diffusion-limited interactions 37. We set the catalytic rate constants for WT and

R132H equal to the 𝑘𝑐𝑎𝑡 values that we determined experimentally (Table 4.1). Finally, we calcu-

lated off-rates from the on-rates, catalytic rates, and experimentally determined Michaelis-Menten

constants according to the formula:

𝐾𝑀 = 𝑘𝑜𝑓𝑓 + 𝑘𝑐𝑎𝑡
𝑘𝑜𝑛

.

Estimation of diffusion coefficients. Diffusion coefficients for 𝛼-KG and NADPH were computed

using the Stokes-Einstein equation

𝐷 = 𝑘𝐵𝑇
6𝜋𝜂𝑟,

where 𝑇 is the temperature, 𝜂 is the dynamic viscosity, 𝑟 is the molecular radius, and 𝑘𝐵 is the

Boltzmann constant. We set 𝑇 = 310 K and 𝜂 = 1.0 kg m−1 s−1. To determine 𝑟, we computed

molecular volume using the formula of Abraham and McGowan,

𝑉 = Σ𝑉𝑎 − 6.56Σ𝑁𝑏,

where 𝑉𝑎 is the volume of constituent atoms and 𝑁𝑏 is the number of covalent bonds 1. This method

yielded radii of 3.4 × 10−10 m and 5.5 × 10−10 m for 𝛼-KG and NADPH, respectively, corre-

sponding to 𝐷𝛼−𝐾𝐺 = 6.7 × 10−10 m2/s and 𝐷𝑁𝐴𝐷𝑃𝐻 = 4.1 × 10−10 m2/s. The calculated

values are close to experimentally determined literature values for the diffusion coefficients of re-

lated molecules such as citrate and NADH 201,85,182.
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4.4.7 Algebraic calculations

All algebraic calculations were done in Mathematica 9.0 (Wolfram Research). Gröbner basis calcu-

lations on the steady-state polynomial system were performed following the procedure described

previously in 139 and applied to a prior mathematical analysis of bacterial IDH48. In brief, we com-

puted a lexicographically ordered Gröbner basis for the 11 polynomials using the built-in Mathemat-

ica function GroebnerBasis. The variable ordering was [E ⋅ NADPH ⋅ 𝛼-KG], [E ⋅ NADP+ ⋅ I], [E

⋅ I], [E ⋅ NADPH], [E ⋅ NADP+], [E], [I], [𝛼-KG], [2-HG], [NADP+], and [NADPH]. Eq. 4.7

follows directly from one of the terms of the Gröbner basis.
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Model discrimination for Ca2+-dependent

regulation of myosin light chain kinase in
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Chapter Summary

Excitation-contraction coupling in smooth muscle is mediated by the Ca2+- and calmodulin-dependent

regulation of myosin light chain kinase. The precise mechanism of this regulation remains a mat-

ter of debate, and several mathematical models have been proposed for the interaction of the three

species. These models have previously been analyzed at steady state primarily by numerical simu-

lation of differential equations, for which parameter values must be estimated from data and con-

strained to satisfy detailed balance at thermodynamic equilibrium. Here we use the linear frame-

work for timescale separation to demonstrate that models of this general kind can be solved analyti-

cally for an equilibrium steady state, without having to determine numerical values for parameters.

This analysis leads to parameter-independent methods for discriminating between the models, for

which we propose experiments that could be feasibly performed with existing technology.
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5.1 Introduction

Smooth muscle is non-striated, involuntary muscle that surrounds hollow organs such as the stom-

ach, intestines, bladder, and uterus. As with skeletal and cardiac muscle, the contraction of smooth

muscle is a Ca2+-dependent process 224,91,177. The specific mechanisms of contractile regulation,

however, are distinct in smooth muscle, which does not contain troponin. In response to various

contractile agonists, Ca2+ enters the cytosol and binds to the multifunctional protein calmodulin

(CaM), which has four Ca2+ binding sites, two on the N-terminus and two on the C-terminus

(Fig. 5.1A) 217. Binding of Ca2+-CaM to myosin light chain kinase (MLCK) induces a conforma-

tional change that displaces an autoinhibitory sequence from the MLCK catalytic domain. Ac-

tivated MLCK then phosphorylates a 20 kD light chain of myosin, which initiates actin/myosin

cross-bridge cycling and contraction.

Several theoretical models have been proposed for the interaction of Ca2+, CaM, and MLCK.

Binding of Ca2+ at either end of CaM is highly cooperative40,218,16, and most models therefore as-

sume two binding sites for CaM, one N-terminal and one C-terminal, each of which can bind two

Ca2+ ions in a single step. Without further restrictions, these assumptions give rise to a ternary

model in which 2 × Ca2+ and MLCK may bind to CaM in any order (“model 1,” Fig. 5.1B) 26,57.

Several simplified models have also been suggested on the basis of additional biochemical assump-

tions. Fajmut et al. 2005b proposed a six-state model in which Ca2+ binding to the C-terminus, but

not the N-terminus, obligately precedes binding of MLCK (“model 2,” Fig. 5.1C) 58, consistent with

the order-of-magnitude difference in affinity for Ca2+ between the two domains 218,185,96. Finally,

an ordered-sequential mechanism, in which Ca2+ must be bound at both the C-terminus and N-

terminus of CaM prior to the binding of MLCK, has also been proposed (“model 3,” Fig. 5.1D) 113.

In addition, variants of these models have been incorporated into much larger reaction networks

describing agonist-induced Ca2+ mobilization and the physiology of airway smooth muscle 130,221,56.
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Figure 5.1: Proposed models of the Ca2+- and CaM-dependent activation of MLCK. A Crystal structure at
1.08 Å resolu on of an MLCK pep de (gray) bound to CaM (orange). Two Ca2+ (green dots) are bound at the N-
terminus and two at the C-terminus. Drawn from data reported by Valen ne et al. 2006 217. B Equilibrium graph
of the eight-state (full) model proposed by Brown et al. 1997 and Fajmut et al. 2005a. The nota on for equilib-
rium graphs is described in the text. C Equilibrium graph of the six-state model proposed by Fajmut et al. 2005b.
D Equilibrium graph of the five-state (sequen al) model proposed by Kato et al. 1984. The graphs in C and D are
trunca ons of the graph in B; the omi ed edges and ver ces are colored light gray. In all graphs CaM denotes free
calmodulin, and M denotes free MLCK. The subscripts 𝑁 and 𝐶 indicate that Ca2+ is bound to CaM at the N-
terminus and C-terminus, respec vely, and the subscript 𝑀 indicates that MLCK is bound. Free [𝐶𝑎2+] is denoted
by 𝑥. Two Ca2+ ions are assumed to bind CaM simultaneously, following the conven on of earlier models.
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There is experimental support for the assumptions of both the full and the truncated models.

Activation of MLCK is known to require the binding of four Ca2+ to CaM, which was the origi-

nal justification for the ordered-sequential model41,20. There is mounting evidence, however, that

MLCK can bind apo CaM and CaM in complex with two Ca2+, which suggests that the full model

or the six-state model might provide a more biochemically realistic description 26,106,228. Previous

analyses of the models have tended to rely on numerical simulation of the systems of ordinary dif-

ferential equations that arise from the underlying reactions under the assumption of mass-action ki-

netics. Such simulations require that numerical values be estimated for all parameters in the model.

Furthermore, since the binding and unbinding is assumed to take place within a system that is closed

overall, without external sources of matter or energy, the steady state is one of thermodynamic equi-

librium, so that paramter values must be constrained to satisfy detailed balance. Fajmut et al. 2005a

and 2005b used numerical simulation to calculate the expected fraction of bound to total MLCK at

steady state for the full and six-state models, with kinetic parameters drawn from in vitro biochem-

ical data in the literature. They found that either model could reproduce an experimental binding

curve acquired using a FRET-based sensor 57,58,64. Kato et al. 1984 did report a mathematical binding

analysis of the simplest (ordered-sequential) model at steady state but did not consider any other

models for comparison 113.

We point out here that it is unnecessary to simulate any of these models to determine their steady-

state behavior at thermodynamic equilibrium. Steady states can be readily calculated analytically

without advance knowledge of the numerical values of any parameters. The advantage of such a

mathematical analysis, in contrast to numerical simulation, is that it reveals precisely how the steady

state depends on the parameters of the system and on the total amounts of the various components.

In turn, this information suggests parameter-independent ways in which the different models can be

discriminated.
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5.2 Results

5.2.1 Equilibrium binding analysis of three models of Ca2+- and CaM-dependent

activation of MLCK

Our mathematical analysis relies on the graph-based linear framework for timescale separation de-

veloped in75,147, which should be consulted for more details; for a review, see77, and for other ap-

plications, see43,3,55. Briefly, the framework can be applied to a timescale separation, in which a sub-

system is taken to operate sufficiently fast with respect to its environment that it can be assumed to

have reached steady state. The steady-state assumption is then used to eliminate the components of

the sub-system, in the sense of expressing their steady-state concentrations in terms of the param-

eters and the concentrations of components in the environment that may be interacting with the

sub-system. Here the sub-system is taken to be the various forms of CaM, and it is the steady-state

concentrations of these forms that are to be determined in this way.

Biochemical reactions typically give rise to nonlinear dynamics, as is the case for binding reac-

tions. However, this nonlinear dynamics can sometimes be rewritten as a linear dynamics arising

from a graph with directed edges and labels on the edges. Such a graph for model 1 resembles that

shown in Fig. 5.1B, but its edges and labels have been simplified to reflect thermodynamic equilib-

rium, as explained below. The vertices of the graph represent the components of the sub-system (the

different forms of CaM), while the edges represent the biochemical reactions that inter-convert these

components through interaction with components in the environment outside the sub-system.

The nonlinearity is incorporated into the edge labels, which may be complex expressions containing

both typical parameters, such as rate constants, as well as the free concentrations of the interacting

components in the environment. Here these interacting environmental components are Ca2+ and

MLCK, whose free concentrations are denoted in the graph by 𝑥 and [𝑀], respectively.
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The linear dynamics arising from the graph is common to all applications of the linear frame-

work. In contrast, the nonlinearity in the labels must be dealt with in different ways depending on

the specific application. Here a conservation law for the total amount of MLCK, denoted M𝑡𝑜𝑡, is

used to determine the free concentration of MLCK, while it is assumed as an approximation that

the free concentration of Ca2+ does not change as a result of binding. In this case, the free concen-

tration of Ca2+ is effectively the same as its total concentration. This is a reasonable approximation

if the number of free molecules is large compared to the number bound and has been assumed in all

previous studies 57,58,113.

Since only the steady state is analyzed here, it is not necessary to write down the linear dynamics

that governs the approach to the steady state. Provided that the linear framework graph is strongly

connected, so that any two vertices can be joined by a contiguous path of directed edges, the steady

state is unique up to a scalar factor. A specific steady state can be calculated from the structure of

the graph in terms of the edge labels. The unknown scalar factor is removed by normalizing to the

total concentration of material in the graph, which in the present case is the total amount of CaM,

denoted CaM𝑡𝑜𝑡. The normalization to CaM𝑡𝑜𝑡 gives rise to the typical algebraic structure for the

steady state of each component of the sub-system, as a rational expression in the edge labels.

A second conservation law describes how CaM𝑡𝑜𝑡 is composed from the various forms of CaM

represented by the vertices of the graph. The interplay between the conservation laws for M𝑡𝑜𝑡 and

CaM𝑡𝑜𝑡 resolves the remaining nonlinearities in the system, as we will see below.

If the steady state is one of thermodynamic equilibrium, as it is for the models considered here,

then the steady state is equivalent to what is derived from equilibrium statistical mechanics, with

the denominator in the rational expressions being the partition function. (One of the advantages

of the linear framework is that it can also be applied away from thermodynamic equilibrium 55.)

When considering binding and unbinding reactions at thermodynamic equilibrium, the steady state

depends only on the association constants, given by the ratio of the binding on-rate to the unbind-
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ing off-rate. Accordingly, the linear framework graphs in this paper have been simplified to show a

single edge in the direction of binding, labeled with the ratio of the binding label to the unbinding

label.

In more detail, Fig. 6.1B shows the simplified linear framework graph for the model of Fajmut

et al. 2005a (model 1). CaM is assumed to have two sites for binding of 2 × Ca2+ and one site for

binding of M, so that there are 23 = 8 vertices in the graph. The association constants for binding

of Ca2+ and M are denoted 𝐾1, ⋯ , 𝐾12. The graphs for models 2 and 3 are truncations of the

graph for model 1, as shown in Fig. 5.1C and D (omitted vertices and edges are colored light gray).

Throughout the following analysis, we use square brackets to denote concentration at steady state.

The labeling we have used is particularly convenient for calculating steady states, for which there

is a simple rule at thermodynamic equilibrium. For instance, taking the unbound form of CaM as

the reference vertex, the steady-state concentration of any vertex can be calculated from [𝐶𝑎𝑀] by

choosing any contiguous path of directed edges from CaM to that vertex and multiplying the labels

along the path. For instance, taking the path from CaM to CaM𝑁 to CaM𝑁𝐶 to CaM𝑁𝐶𝑀 , the

steady-state concentration of the active complex, CaM𝑁𝐶𝑀 , is given by

[𝐶𝑎𝑀𝑁𝐶𝑀 ] = (𝐾2𝐾7𝐾10[𝑀]𝑥4) [𝐶𝑎𝑀].

There are, of course, many paths from which to choose. It is a consequence of thermodynamic equi-

librium that all such paths give the same result, which implies relationships among the equilibrium

constants that arise from detailed balance and the cycle condition75. For instance, taking instead the

path from CaM to CaM𝑀 to CaM𝐶𝑀 to CaM𝑁𝐶𝑀 , we see that detailed balance requires

𝐾2𝐾7𝐾10 = 𝐾1𝐾5𝐾9 .

It is not necessary to impose these relationships for the calculations made below, but they can always
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be used to reorganize the resulting formulas using association constants found on equivalent paths.

It is now straightforward to write down analytic expressions for two quantities of potential ex-

perimental interest, the ratio of the active complex (CaM𝑁𝐶𝑀 ) to M𝑡𝑜𝑡, which we call 𝐴1, and the

ratio of all bound MLCK to M𝑡𝑜𝑡, which we call 𝐹1. These two quantities are the focus of previous

computational analyses 177,57,58. For the full model, we have the following two conservation laws:

CaM𝑡𝑜𝑡 = [𝐶𝑎𝑀] + [𝐶𝑎𝑀𝑀 ] + [𝐶𝑎𝑀𝑁 ] + [𝐶𝑎𝑀𝐶 ]

+ [𝐶𝑎𝑀𝑁𝑀 ] + [𝐶𝑎𝑀𝐶𝑀 ] + [𝐶𝑎𝑀𝑁𝐶 ] + [𝐶𝑎𝑀𝑁𝐶𝑀 ]

= [𝐶𝑎𝑀] (1 + 𝐴(𝑥) + 𝐵(𝑥)[𝑀])

(5.1)

and

M𝑡𝑜𝑡 = [𝑀] + [𝐶𝑎𝑀𝑀 ] + [𝐶𝑎𝑀𝑁𝑀 ] + [𝐶𝑎𝑀𝐶𝑀 ] + [𝐶𝑎𝑀𝑁𝐶𝑀 ]

= [𝑀] (1 + 𝐵(𝑥)[𝐶𝑎𝑀]) ,
(5.2)

where

𝐴(𝑥) = (𝐾6 + 𝐾10) 𝑥2 + 𝐾7𝐾10𝑥4

𝐵(𝑥) = 𝐾9 + (𝐾4𝐾6 + 𝐾10𝐾11) 𝑥2 + 𝐾2𝐾7𝐾10𝑥4.

Thus, after canceling [𝑀], we have

𝐴1 = [𝐶𝑎𝑀𝑁𝐶𝑀 ]
M𝑡𝑜𝑡

= 𝐾2𝐾7𝐾10𝑥4[𝐶𝑎𝑀]
1 + 𝐵(𝑥)[𝐶𝑎𝑀] (5.3)

and

𝐹1 = M𝑏𝑜𝑢𝑛𝑑
M𝑡𝑜𝑡

= 𝐵(𝑥)[𝐶𝑎𝑀]
1 + 𝐵(𝑥)[𝐶𝑎𝑀]. (5.4)
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Eqs. 5.3 and 5.4 are expressed in terms of [𝐶𝑎𝑀], which is difficult to measure or manipulate

directly in an experiment. We can, however, determine this quantity using the conservation law for

total CaM (Eq. 5.1). Eqs. 5.1 and 5.2 are both independently of first order in [𝐶𝑎𝑀] and in [𝑀]

(since MLCK binds only once to CaM), despite being highly nonlinear in 𝑥. It is therefore straight-

forward to solve these equations for [𝐶𝑎𝑀] and [𝑀] in terms of 𝑥. We find that [CaM] satisfies a

quadratic equation,

[𝐶𝑎𝑀]2 + 𝑏1[𝐶𝑎𝑀] + 𝑐1 = 0, (5.5)

whose coefficients can be expressed in terms of 𝑥 as

𝑏1 = 1 + 𝐴(𝑥) + 𝐵(𝑥) (M𝑡𝑜𝑡 − CaM𝑡𝑜𝑡)
(1 + 𝐴(𝑥)) 𝐵(𝑥)

𝑐1 = − CaM𝑡𝑜𝑡
(1 + 𝐴(𝑥)) 𝐵(𝑥).

A quadratic equation of the form shown in Eq. 5.5 has a single positive real root if, and only if, its

constant term is negative. 𝐴(𝑥) and 𝐵(𝑥) are positive for all positive values of the equilibrium

constant and of 𝑥, so Eq. 5.5 has one positive real root. Substituting this root into Eq. 5.3 gives, as a

function of 𝑥,

𝐴1(𝑥) = 2𝐾2𝐾7𝐾10CaM𝑡𝑜𝑡𝑥4

𝑝1 + √𝑝2
, (5.6)

where

𝑝1 = 𝑑1 + 𝑑2𝑥2 + 𝑑3𝑥4

𝑝2 = 𝑑4 + 𝑑5𝑥2 + 𝑑6𝑥4 + 𝑑7𝑥6 + 𝑑8𝑥8 .

Here 𝑑1, ⋯ , 𝑑8 are algebraic expressions in the equilibrium constants and the conserved totals.
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Throughout the paper, the full expressions for coefficients of this kind are listed in the Methods,

with the details of their calculation provided in a SupplementaryMathematica notebook.

Similarly, we have

𝐹1(𝑥) = 2𝐵(𝑥)CaM𝑡𝑜𝑡
𝑝1 + √𝑝2

. (5.7)

Eqs. 5.6 and 5.7 give 𝐴1 and 𝐹1 as functions of 𝑥, in terms of the 𝐾s and the conserved totals

(CaM𝑡𝑜𝑡 and M𝑡𝑜𝑡). The free concentrations of CaM and MLCK, which are inaccessible to mea-

surement, have been eliminated.

Models 2 and 3 can be analyzed in an identical fashion, so that we have

𝐴2(𝑥) = 2𝐾2𝐾7𝐾10CaM𝑡𝑜𝑡𝑥4

𝑝3 + √𝑝4

and

𝐹2(𝑥) = 2CaM𝑡𝑜𝑡 (𝐾4𝐾6𝑥2 + 𝐾2𝐾7𝐾10𝑥4)
𝑝3 + √𝑝4

,

where 𝑝3 and 𝑝4 have the same algebraic form as 𝑝1 and 𝑝2, respectively. For model 3 there is only

a single complex with MLCK bound (CaM𝑁𝐶𝑀 ) and therefore no distinction between 𝐴 and 𝐹 .

We have

𝐴3(𝑥) = 𝐹3(𝑥) = 2𝐾2𝐾7𝐾10CaM𝑡𝑜𝑡𝑥4

𝑝5 + √𝑝6
,

where 𝑝5 and 𝑝6 again have the same algebraic form as 𝑝1 and 𝑝2, respectively.

These algebraic expressions for 𝐴1(𝑥), ⋯ , 𝐴3(𝑥) and 𝐹1(𝑥), ⋯ , 𝐹3(𝑥) can be used to calcu-

late the dependence of MLCK activation and binding on 𝑥. Fig. 5.2 shows plots of 𝐴(𝑥) and 𝐹(𝑥)

for the three models, assuming the reference values for 𝐾1, ⋯ , 𝐾12 given in Fajmut et al. 2005a
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Figure 5.2: Binding curves for the three models. 𝐾1, ⋯, 𝐾12 were set to the reference values given in Fajmut et
al. 2005a, and M𝑡𝑜𝑡 and CaM𝑡𝑜𝑡 were both set to 2 𝜇M.A Frac on of ac ve MLCK (CaM𝑁𝐶𝑀 ) as a func on of
𝑥 for the three models in Fig. 5.1. B Frac on of bound MLCK as a func on of 𝑥 for the three models in Fig. 5.1.

and setting M𝑡𝑜𝑡 = CaM𝑡𝑜𝑡 = 2 𝜇M 57.

The curves in Fig. 5.2 are the primary predictions reported in Fajmut et al. 2005a and 2005b from

numerical simulation of the underlying systems of ordinary differential equations 57,58. As we have

shown here, numerical simulation is not required, however, and the functional form of steady-state

quantities like 𝐴 and 𝐹 may be calculated with the 𝐾 parameters and the conserved totals treated

symbolically. Parameter values need only be estimated to plot the expressions for 𝐴 and 𝐹 calcu-

lated above, as in Fig. 5.2.

5.2.2 Parameter-independent criteria for model discrimination

A main goal of our analysis is to identify a minimal set of experimental tests that could distinguish

between the three proposed models of MLCK activation, without recourse to numerical fitting

of parameter values. For reasons of experimental convenience that will be discussed in greater de-

tail below, our analysis here focuses on the predicted 𝐹 ratios (i.e., fraction of MLCK bound). We

propose a two-step approach that could first differentiate model 1 from models 2 and 3 and then

differentiate model 3 from models 1 and 2.
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We note that there is a constant term (i.e., a term that is not dependent on 𝑥) in the numerator of

𝐹1 but not of 𝐹2 and 𝐹3. Setting 𝑥 = 0 in the relevant expressions, we find that

𝐹1(0) = 2𝐾9CaM𝑡𝑜𝑡

1 + 𝐾9 (M𝑡𝑜𝑡 + CaM𝑡𝑜𝑡) + √1 + 2𝐾9 (CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡) + 𝐾2
9 (CaM𝑡𝑜𝑡 − M𝑡𝑜𝑡)2

,

(5.8)

which is evidently positive, while

𝐹2(0) = 𝐹3(0) = 0.

This difference is illustrated in Fig. 5.2B, where models 2 and 3, but not model 1, shows vanish-

ingly low levels of bound MLCK at 𝑥 < 10 nM. Assuming the parameter values and initial con-

ditions used in previous numerical simulations 57, we calculate that, according to model 1, approxi-

mately 12% of MLCK would be bound to CaM in 1 nM Ca2+, compared to less than 0.01% accord-

ing to models 2 or 3. It is also clear from Eq. 5.8 that 𝐹1(0) is an increasing function of CaM𝑡𝑜𝑡, so

that its value can be increased by raising the level of total CaM. For their simulations, Fajmut et al.

2005a set M𝑡𝑜𝑡 = CaM𝑡𝑜𝑡 = 2 𝜇M, but, with M𝑡𝑜𝑡 = 2 𝜇M and CaM𝑡𝑜𝑡 = 20 𝜇M, approxi-

mately 59% of MLCK would be bound at 𝑥 = 1 nM according to model 1. Thus, an experimental

test of model 1 could involve measurement of MLCK binding in a Ca2+-free buffer, with CaM avail-

able in large excess over MLCK.

Furthermore, Eq. 5.8 shows that 𝐹1(0) depends on the single equilibrium constant (𝐾9), which

Fajmut et al. 2005a set to 0.078 𝜇M−1 after consideration of several experimental measurements 26,130,216.

The experimental values reported, however, vary over several orders of magnitude, from 0.0037

𝜇M−1 to 1 𝜇M−1. For any value of 𝐾9 within this range, it is still possible to discriminate model 1

from models 2 and 3 by measuring MLCK binding in low Ca2+; for instance, with 𝐾9 = 0.0037
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𝜇M−1, M𝑡𝑜𝑡 = 2 𝜇M, CaM𝑡𝑜𝑡 = 20 𝜇M, and 𝑥 = 10 nM, we calculate from model 1 that

approximately 7% of MLCK would be bound, compared to negligible levels according to models 2

and 3. Of course, the fraction bound could be increased by having total CaM in even larger excess.

If model 1 were falsified by the above test, it would then be necessary to distinguish between mod-

els 2 and 3, which is challenging to do on the basis of the binding of wild-type CaM to MLCK. For

a CaM mutant with impaired Ca2+ binding at the N-terminus, however, we can give a parameter-

independent criterion to differentiate between the corresponding models 2 and 3. Fig. 5.3 shows

three additional graphs, corresponding to models 1, 2, and 3, respectively, for a mutant that is unable

to bind Ca2+ at its N-terminus. The fraction of bound MLCK for model 1 of the mutant, denoted

with a superscript asterisk, is given by

𝐹 ∗
1 (𝑥) = 2CaM𝑡𝑜𝑡 (𝐾9 + 𝐾4𝐾6𝑥2)

𝑝7 + √𝑝8
,

where 𝑝7 is a polynomial in 𝑥 of degree two and 𝑝8 a polynomial in 𝑥 of degree four, whose coeffi-

cients are combinations of the equilibrium constants, M𝑡𝑜𝑡, and CaM𝑡𝑜𝑡. Similarly, we have

𝐹 ∗
2 (𝑥) = 2𝐾4𝐾6CaM𝑡𝑜𝑡𝑥2

𝑝9 + √𝑝10
,

where 𝑝9 and 𝑝10 have the same algebraic structure as 𝑝7 and 𝑝8, respectively. For model 3, how-

ever, there are no longer any reactions involving MLCK binding, so self-evidently

𝐹 ∗
3 (𝑥) = 0.
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For models 1 and 2, MLCK binding is maximized in the high Ca2+ limit, for which we have

lim
𝑥→∞

𝐹 ∗
1 = lim

𝑥→∞
𝐹 ∗

2

= 2𝐾4CaM𝑡𝑜𝑡

1 + 𝐾4 (CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡) + √1 + 2𝐾4 (CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡) + 𝐾2
4 (CaM𝑡𝑜𝑡 − M𝑡𝑜𝑡)2

.

(5.9)

As such, we calculate, assuming the reference parameter values, that approximately 84% of MLCK

would be bound in 1 mM Ca2+, which could be increased to 99% by increasing CaM𝑡𝑜𝑡 to 20 𝜇M.

In the reference parameter set, 𝐾4 = 16.7 𝜇M−1 on the basis of a single experimental measure-

ment 26, and 𝐾6 = 0.47 𝜇M−1, which is on the low end of a range of empirical values considered

by Fajmut et al. 2005a 57. Even with both parameters decreased by three orders of magnitude, models

1 and 2 still predict 25% binding, assuming M𝑡𝑜𝑡 = 2 𝜇M, CaM𝑡𝑜𝑡 = 20 𝜇M, and 𝑥 = 1 mM.

Accordingly, the second discrimination test could involve measurement of MLCK binding in a high

concentration of Ca2+, with mutant CaM in excess over MLCK.

5.2.3 Limiting behavior of the models in low and high Ca2+

In the previous section, we derived expressions for the fraction of MLCK bound in zero Ca2+(for

model 1) and in the high-Ca2+limit (for models 1 and 2 with an N-terminal mutant). Eqs. 5.8 and 5.9

have identical algebraic structure, with the sole difference being the equilibrium constant that ap-

pears in the expression. This similarity is not coincidental. In both limits, the reaction network ef-

fectively reduces to a bimolecular reaction, between either MLCK and apo CaM (in zero Ca2+) or

MLCK and CaM with both Ca2+-binding sites occupied (in high Ca2+). For a general reaction of

the form

CaM + M
𝐾⇀↽ CaM𝑀 ,
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Figure 5.3: Comparison of the three models for CaM mutant with impaired Ca2+ binding at the N-terminus.
A Equilibrium graph of the eight-state (full) model proposed by Fajmut et al. 2005a for mutant. B Equilibrium graph
of the six-state model proposed by Fajmut et al. 2005b for mutant. C Equilibrium graph of the five-state (sequen-
al) model proposed by Kato et al. 1984 for mutant. The nota on follows Fig. 5.1. D Frac on of bound MLCK as a

func on of 𝑥 for the three models for mutant CaM. The parameter values are the same as for Fig. 5.2.
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there is of course only a single complex involving MLCK (CaM𝑀 ). Following the usual procedure,

we find that

𝐹 = [𝐶𝑎𝑀𝑀 ]
M𝑡𝑜𝑡

= 2𝐾CaM𝑡𝑜𝑡

1 + 𝐾 (CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡) + √1 + 2𝐾 (CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡) + 𝐾2 (CaM𝑡𝑜𝑡 − M𝑡𝑜𝑡)2
,

which matches the limiting behavior of the more complicated models.

5.3 Discussion

The main predictions of our mathematical analysis are in principle testable using existing experi-

mental technology. Several FRET-based biosensors have been developed for monitoring the bind-

ing of Ca2+-CaM to MLCK. These sensors typically consist of two variants of green fluorescent

protein tethered by the MLCK binding sequence from CaM, so that binding of Ca2+-CaM disrupts

interaction between the fluorescent protein pair and reduces FRET64,176,34. Such sensors have en-

abled the characterization of MLCK localization and binding in a number of cell culture systems,

as well as in vivo using a transgenic biosensor mouse 34,97,137. Of particular interest, Geguchadze et

al. showed that sensor fluorescence tracked phosphorylation of the myosin regulatory light chain

in HEK-293T cells, suggesting that their sensor might be useful for quantitative profiling of MLCK

activation64.

Following the analysis presented in the previous section, failure to detect binding of CaM to

MLCK in the absence of Ca2+ would be sufficient to falsify model 1. Such an experiment could

be performed using any of the previously developed biosensors, ideally in vitrowith purified sen-

sor and CaM (so as to maintain as precise control as possible over the Ca2+ concentration in the

buffer). As detailed above, assuming the reference parameter values in Fajmut et al. 2005a 57, we cal-

culate according to model 1 that approximately 12% of MLCK would be bound to CaM in 1 nM
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Ca2+ (compared to less than 0.01% for models 2 or 3), a difference which is readily detectable using

existing sensors 57,64. There is already limited experimental evidence against model 1; in lysates of cells

stably expressing their biosensor, Geguchadze et al. observed no binding at 𝑥 = 2.5 nM64.

Discriminating between models 2 and 3 would require binding measurements with a mutant

CaM that exhibits impaired Ca2+ binding at the N-terminus. The structural and functional prop-

erties of CaM have been studied extensively by site-directed mutagenesis, and there are standard

strategies for disabling CaM EF-hands without major disruption to the rest of the protein65,163. For

an appropriate mutant (such as D20A and D56A for human CaM) measurement of non-negligible

binding at any reasonably high 𝑥 would be sufficient to falsify model 3, completing the two-step

model discrimination strategy.

Our analysis thus demonstrates that the three models, notwithstanding their numerous similar-

ities, give rise to distinct, experimentally testable predictions about the systems’s steady-state behav-

ior. In contrast to previous computational studies of MLCK activation, these predictions are based

entirely on algebraic calculations that treat the equilibrium constants symbolically. Inspection of

the analytic formulas resulting from these calculations enabled us to identify predictions that are

true regardless of the precise numerical values of the parameters, which could not be achieved from

numerical simulation alone. In addition to clarifying the relationship between proposed models

of CaM/MLCK interaction, variants of our approach should be useful for discriminating between

unordered and ordered binding models in diverse physiological contexts.

5.4 Methods

All conclusions are based on algebraic calculations. A copy of aMathematica notebook (Wolfram

Research, Inc., v. 9.0.1.0) containing the main calculations is provided as Supplementary Infor-

mation. The various coefficients that arise from algebraic analysis of the models are listed below.

113



Throughout this section we denote CaM𝑡𝑜𝑡 + M𝑡𝑜𝑡 as 𝑇1 and CaM𝑡𝑜𝑡 − M𝑡𝑜𝑡 as 𝑇2.

For model 1, 𝑝1 = 𝑑1 + 𝑑2𝑥2 + 𝑑3𝑥4 and 𝑝2 = 𝑑4 + 𝑑5𝑥2 + 𝑑6𝑥4 + 𝑑7𝑥6 + 𝑑8𝑥8, with

𝑑1 = 1 + 𝐾9𝑇1

𝑑2 = 𝐾6 (1 + 𝐾4𝑇1) + 𝐾10 (1 + 𝐾11𝑇1)

𝑑3 = 𝐾7𝐾10 (1 + 𝐾2𝑇1)

𝑑4 = 1 + 2𝐾9𝑇1 + 𝐾2
9𝑇 2

2

𝑑5 = 2 (𝐾6 (1 + 𝐾9𝑇1 + 𝐾4 (𝑇1 + 𝐾9𝑇 2
2 )) + 𝐾10 (1 + 𝐾9𝑇1 + 𝐾11 (𝑇1 + 𝐾9𝑇 2

2 )))

𝑑6 = 𝐾2
6 (1 + 2𝐾4𝑇1 + 𝐾2

4𝑇 2
2 ) + 2𝐾6𝐾10 (1 + 𝐾4𝑇1 + 𝐾11 (𝑇1 + 𝐾4𝑇 2

2 ))

+ 𝐾10 (2𝐾7 (1 + 𝐾2𝑇1 + 𝐾9 (𝑇1 + 𝐾2𝑇 2
2 )) + 𝐾10 (1 + 2𝐾11𝑇1 + 𝐾2

11𝑇 2
2 ))

𝑑7 = 2𝐾7𝐾10 (𝐾6 (1 + 𝐾4𝑇1 + 𝐾2 (𝑇1 + 𝐾4𝑇 2
2 )) + 𝐾10 (1 + 𝐾2𝑇1 + 𝐾11 (𝑇1 + 𝐾2𝑇 2

2 )))

𝑑8 = 𝐾2
7𝐾2

10 (1 + 2𝐾2𝑇1 + 𝐾2
2𝑇 2

2 ) .

For model 2, 𝑝3 = 𝑑9 + 𝑑10𝑥2 + 𝑑11𝑥4 and 𝑝2 = 𝑑12 + 𝑑13𝑥2 + 𝑑14𝑥4 + 𝑑15𝑥6 + 𝑑16𝑥8,

with
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𝑑9 = 1

𝑑10 = 𝐾6 (1 + 𝐾4𝑇1) + 𝐾10

𝑑11 = 𝐾7𝐾10 (1 + 𝐾2𝑇1)

𝑑12 = 1

𝑑13 = 2 (𝐾6 (1 + 𝐾4𝑇1) + 𝐾10)

𝑑14 = 𝐾2
6 (1 + 2𝐾4𝑇1 + 𝐾2

4𝑇 2
2 ) + 2𝐾10 (𝐾6 (1 + 𝐾4𝑇1) + 𝐾7 (1 + 𝐾2𝑇1)) + 𝐾2

10

𝑑15 = 2𝐾7𝐾10 (𝐾6 (1 + 𝐾4𝑇1 + 𝐾2 (𝑇1 + 𝐾4𝑇 2
2 )) + (1 + 𝐾2𝑇1) 𝐾10)

𝑑16 = 𝐾2
7𝐾2

10 (1 + 2𝐾2𝑇1 + 𝐾2
2𝑇 2

2 ) .

For model 3, 𝑝5 = 𝑑17 + 𝑑18𝑥2 + 𝑑19𝑥4 and 𝑝6 = 𝑑20 + 𝑑21𝑥2 + 𝑑22𝑥4 + 𝑑23𝑥6 + 𝑑24𝑥8,

with

𝑑17 = 1

𝑑18 = 𝐾6 + 𝐾10

𝑑19 = 𝐾7𝐾10 (1 + 𝐾2𝑇1)

𝑑20 = 1

𝑑21 = 2 (𝐾6 + 𝐾10)

𝑑22 = 2𝐾10 (𝐾6 + 𝐾7 (1 + 𝐾2𝑇1)) + 𝐾2
6 + 𝐾2

10

𝑑23 = 2𝐾7𝐾10 (1 + 𝐾2𝑇1) (𝐾6 + 𝐾10)

𝑑24 = 𝐾2
7𝐾2

10 (1 + 2𝐾2𝑇1 + 𝐾2
2𝑇 2

2 ) .

For model 1 with impaired N-terminal Ca2+ binding, 𝑝7 = 𝑑25 +𝑑26𝑥2 and 𝑝8 = 𝑑27 +𝑑28𝑥2 +

𝑑29𝑥4, with
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𝑑25 = 1 + 𝐾9𝑇1

𝑑26 = 𝐾6 (1 + 𝐾4𝑇1)

𝑑27 = 1 + 2𝐾9𝑇1 + 𝐾2
9𝑇 2

2

𝑑28 = 2𝐾6 (1 + 𝐾9𝑇1 + 𝐾4 (𝑇1 + 𝐾9𝑇 2
2 ))

𝑑29 = 𝐾2
6 (1 + 2𝐾4𝑇1 + 𝐾2

4𝑇 2
2 ) .

For model 2 with impaired N-terminal Ca2+ binding, 𝑝9 = 𝑑30 + 𝑑31𝑥2 and 𝑝10 = 𝑑32 +

𝑑33𝑥2 + 𝑑34𝑥4, with

𝑑30 = 1

𝑑31 = 𝐾6 (1 + 𝐾4𝑇1)

𝑑32 = 1

𝑑33 = 2𝐾6 (1 + 𝐾4𝑇1)

𝑑34 = 𝐾2
6 (1 + 2𝐾4𝑇1 + 𝐾2

4𝑇 2
2 ) .

5.5 Acknowledgements

We thank Aldebaran Hofer, Yasemin Sancak, and Felix Wong for helpful discussions and comments

on the manuscript. J.P.D. was supported by a NSF Graduate Research Fellowship (GE1144152), and

J.W.B. and J.G. were supported by NSF grant 0856285.

116



6
A complex hierarchy of avoidance behaviors

in a single-cell eukaryote
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Chapter Summary

Complex behavior is usually associated with animals having nervous systems, but elementary forms

of learning, such as habituation or conditioning, occur in non-neural organisms and even in sin-

gle cells. In 1906, Herbert Spencer Jennings described, in the sessile ciliate Stentor roeseli, a hierar-

chy of responses to repeated stimulation, which are among the most complex behaviors ever re-

ported for a single cell. Widespread interest in these results has been undermined by claims of non-

reproducibility. These claims, however, were based on experiments not with S. roeseli but instead

with the motile ciliate Stentor coerule . We acquired and maintained the correct organism in labora-

tory culture and used micromanipulation and video microscopy to confirm Jennings’ observations.

S. roeseli exhibits avoidance behaviors in a characteristic hierarchy of bending, ciliary alteration, con-

traction, and detachment, which is distinct from habituation or conditioning. Despite significant

individual variation, the data support complex decision making by the organism. Such behavioral

complexity may have an evolutionary advantage in protist ecosystems, and the ciliate cortex may

have evolved to provide information processing capabilities for implementing such behavior prior to

the emergence of multicellularity. Our work resurrects Jennings’ biological insights and adds to the

list of exceptional features, including regeneration, genome rearrangement, codon reassignment, and

cortical inheritance, for which the ciliate clade is renowned. It suggests that learning may be a more

widespread phenotype, and may have had greater evolutionary significance, than has emerged from

studying metazoans.
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6.1 Introduction

Ciliates form a clade of single-cell eukaryotes with a cosmopolitan distribution in aquatic habitats.

They are highly diverse morphologically, varying in size from 10 𝜇m to 4.5 mm, and are character-

ized by their eponymous cilia used for locomotion and feeding, nuclear dimorphism (they possess

both transcriptionally-silent germline micronuclei and an active somatic macronucleus), and conju-

gation for sex 131. Their nearest relatives are the apicomplexans and dinoflagellates, with whom they

share the sub-cortical vesicles that characterize the alveolates (Fig. 6.1A) 131,52. Ciliates are thought to

have emerged more than two billion years ago, and the earliest known fossils date to the Vendian

period 127.

Stentor is a genus of trumpet-shaped heterotrich ciliates, of which several dozen species have been

described. Measuring up to several millimeters in length and visible to the naked eye, they are among

the largest known unicellular organisms. All species are covered with rows of cilia and have spe-

cialized ciliary bundles called “membranellae” at the broad end (Fig. 6.1B), which beat in unison to

generate a fluid vortex and draw prey organisms (such as bacteria, algae, and other ciliates) toward

the “mouth.” The feeding behaviors of Stentor vary between species, with some species more sessile

and others more motile. Among the best-known sessile species is Stentor roeseli, a mid-sized, color-

less organism that typically anchors itself to algal detritus through pseudopodia and a holdfast of

secreted mucus.

At the beginning of the 20th century, Herbert Spencer Jennings undertook an extensive study

of behavior in ciliates and other “lower organisms” 101,102. Of particular interest to Jennings was the

response of S. roeseli to repeated exposure to noxious stimuli. Using a fine capillary pipette, he de-

livered a suspension of carmine dye particles to the mouth of the organism, which would ingest the

particles inadvertently while attempting to continue normal feeding behavior. Jennings observed

that, in response to this stimulation, S. roeseli engaged in series of increasingly elaborate avoidance
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Figure 6.1: Ciliate evolution, morphology, and behavior. A Simplified phylogeny of well-known ciliate species
in rela on to several major branches of the eukaryo c phylogene c tree. Adapted from Refs.131,52,2. B Anatomical
sketch of S. coerule illustra ng the major morphological characteris cs of the species. Reprinted from Ref.215. C
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ons. Reprinted from Ref.215.
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behaviors - bending away, changes in the beat of the oral cilia, contraction, and detachment of the

holdfast - before ultimately swimming away (Fig. 6.1C). He noted that these behaviors were usu-

ally performed in the sequence listed above, with “easy” maneuvers (bending and ciliary reversal)

preceding more disruptive and energetically costly ones (contraction, detachment, and swimming).

These results suggest that S. roeselimay be capable of hierarchical responses, with the internal

state of the organism altered so that it responds differently depending on the history of past stimuli.

Such behavior is therefore indicative of learning, memory, and decision making. In light of the or-

ganism’s active engagement with the environment and the hierarchical organization of the steps in-

volved, the S. roeseli avoidance response remains among the most complex behaviors ever described

for a unicellular organism. It is important to emphasize, however, that complex behavior in aneu-

ral organisms and even single cells is not unprecedented 50. For instance, habituation to repetitive

mechanical, electrical, or chemical stimuli has been demonstrated in other species of Stentor, in the

ciliate Spirostomum ambiguum, and in mammalian PC12 cells 229,230,9,145.

Jennings’ observations have enjoyed a colorful history. In their day, they played a important role

in debates on the evolutionary origin of behavior and were taken as evidence of functional continu-

ity between unicellular organisms and metazoa with nervous systems 160. His work has continued

to attract interest and fascination to the present day, both within biology and for the general pub-

lic 179,202. Yet Jennings’ observations have also been dogged by questions of reproducibility, especially

among specialists in organismic learning 144. The primary basis for this skepticism is a 1967 replica-

tion attempt by Reynierse and Walsh, which found no evidence for Jennings’ hierarchical sequence

of avoidance behaviors 172. Their work, however, suffers from an important limitation that has been

overlooked in subsequent discussions of Stentor behavior. Reynierse and Walsh were unable to ob-

tain S. roeseli and instead used Stentor coerule , a larger species that is readily obtainable from com-

mercial supply companies. In contrast to the sessile S. roeseli, however, S. coerule strongly prefers

to be motile. As such, it is unsurprising that the S. coerule in Reynierse and Walsh’s experiments
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quickly became free-swimming before completing a sequence of prior avoidance behaviors 172.

Here we report a quantitative analysis of S. roeseli avoidance behavior. We obtained and cultured

S. roeseli and developed a modified version of Jennings’ stimulation protocol that permitted video

recording of responses in large numbers of organisms. We recorded videos of individual S. roeseli

engaging in all five behaviors described by Jennings, and we find, across the population of organ-

isms imaged, that contraction obligates precedes detachment. Furthermore, statistical analysis of

contraction frequencies suggests that aspects of the behavioral response are non-random, perhaps

reflecting complex information processing and internal changes in the organism over the course of

stimulation.

6.2 Results and Discussion

6.2.1 Identification of S. roeseli and experimental setup

We obtained S. roeseli from a protist supply company and cultured them in pond water as described

in the Methods. We confirmed their identity based on observation of a vermiform macronucleus

and colorless cortical granules and the absence of symbiotic algae, as specified in the taxonomic clas-

sification of heterotrich ciliates (Supplemental Fig. E.S1)62. To elicit and record S. roeseli avoidance

behavior, we constructed a custom microstimulation apparatus consisting of a Signatone microp-

ositioning system with an attached glass microinjection needle placed next to the stage of a Nikon

TE-200 inverted microscope equipped with a low magnification, long working distance objective

and a CCD camera (Supplemental Fig. E.S2A and Methods). Immediately prior to an experiment,

the microinjection needle was loaded with the stimulating agent and connected by tubing to an ele-

vated reservoir of pond water fitted with a two-way stopcock, so that a brief pulse of the agent could

be delivered by opening the stopcock. Organisms were transferred to a glass slide without disruption

of their holdfasts, and the tip of the needle was positioned in close proximity to the mouth of an
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individual organism (Supplemental Fig. E.S2B).

In our initial experiments, we found that stimulation of S. roeseliwith carmine powder sus-

pended in pond water, as used by Jennings 101,102, rarely elicited any avoidance behavior. Carmine

is a natural product derived from the wings of cochineal beetles, and it is possible that its precise

composition may have changed in the intervening century. After screening a variety of other partic-

ulate suspensions, we found that small polystyrene beads in aqueous suspension with 0.1% NaN3

reproducibly elicited avoidance behavior (Methods). These beads were used for all subsequent ex-

periments reported here.

6.2.2 Multi-step hierarchical sequences of avoidance behavior

We found that individual S. roeseli can engage in all five of Jennings’ avoidance behaviors when

stimulated with beads. Fig. 6.2A shows a sequence of still images that capture the sequence of

behaviors for a sample organism, in the same order described by Jennings. The temporal profile

of stimulation, as determined from inspection of the video (Methods), is given in the top right

of Fig. 6.2A, and the full video is provided as Supplemental Movie E.S1. These results provide

compelling evidence for the fundamental validity of Jennings’ verbal descriptions and Tatar’s later

sketches (Fig. 6.1C).

6.2.3 Behavioral heterogeneity and S. roeseli decision making

Jennings’ original publications contain only qualitative descriptions and drawings of “typical” S.

roeseli behavior, not quantitative data 101,102. To investigate the heterogeneity of Stentor behavior,

we recorded avoidance responses of a large number of organisms on 18 different days. After quality-

control review of the videos (Methods), we were left with 57 videos of 70 total organisms. We anno-

tated the avoidance behavior observed for each of these organisms, as summarized in Fig. 6.2B and
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Figure 6.2: Hierarchical avoidance behavior in S. roeseli. A Time-lapse imaging of the response of an individual
organism to s mula on with beads. Each of the eight images is labeled with the behavior observed and the me
elapsed (in seconds). In the first and penul mate images, the holdfast is indicated with a black arrow. Insets of the
first two frames (top) show changes in the the orienta on of the membranellae. Scale bars 100 𝜇m (main images)
and 50 𝜇m (inset). B Annotated behavior sequences for a small set of representa ve organisms. The full dataset
is provided in Supplemental Tables E.S1 and S2. C Z-scores for three behavioral sequences, compared to expected
values for a binomial distribu on in which either order is assumed to be equally likely.
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Supplemental Tables E.S1 and E.S2. Unsurprisingly, there was substantial heterogeneity in the indi-

vidual responses - for instance, not all organisms engaged in the full sequence of behaviors, nor were

all ultimately induced to detach and swim away.

Despite this heterogeneity, our quantitative analysis of S. roeseli behavior supports Jennings’

claim of an avoidance hierarchy. Of the 69 organisms that contracted at least once, 45 eventually de-

tached. For those 45 organisms, contraction invariably preceded detachment. Bending or alteration

of ciliary beat was observed in 43 organisms that also contracted and preceded the first contraction

for 38 of them (88%; Fig. 6.2C).

The design of our microstimulation apparatus and the complexities of recording Stentormove-

ment made it infeasible to deliver uniform pulses of beads to all organisms studied. As such, it is

possible that the observed heterogeneity reflects a consistent pattern of differential response to vari-

able conditions, rather than true heterogeneity in the organisms’ internal state and decision mak-

ing, which could complicate interpretation of the results (Fig. 6.3A). We reasoned that day-to-day

differences in the stimulation protocol (due to disassembly and reassembly of the microstimula-

tion apparatus) would be much greater than any intraday differences. Accordingly, we examined

the distribution of contractions prior to detachment across the 18 experimental days and found no

significant differences (Fig. 6.3B, 𝑝 = 0.116 by a Kruskal-Wallis H text). In addition, we were oc-

casionally able to stimulate two organisms at the same time (Supplemental Tables E.S1 and E.S2). In

these rare cases, we found that the two S. roeseli, despite receiving very similar stimuli, tended not to

exhibit identical avoidance responses. Supplemental Fig. E.S3 shows a sequence of still images of two

such organisms; the full video is provided as Supplemental Movie E.S2.

If the behavioral heterogeneity does indeed reflect differences in the internal state of the organ-

isms, it is instructive to consider the nature of S. roeseli “decision making.” To investigate whether

the decision to contract is a random process, we attempted to fit a Poisson distribution to the pre-

detachment contraction data (Fig. 6.3C). We find that there is a significant difference between the
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Figure 6.3: Day-to-day heterogeneity in S. roeseli behavior. A Cartoons illustra ng two possible explana ons in
the observed heterogeneity. In “scheme 1,” organisms respond differently because of fundamental differences in the
s mula on; in “scheme 2,” organisms make heterogeneous decisions in response to the same kind of s mulus. B Box
plot summarizing the number of contrac ons prior to detachment on each of the 18 experimental days. The red hori-
zontal bar denote the median number of contrac ons on that day, and the top and bo om of the blue boxes indicate
the 75th and 25th percen les, respec vely. Whiskers extend to the furthest non-outlier points, and outliers (defined
as >Q3 + 1.5IQR or <Q1 - 1.5IQR) are denoted by red crosses. One extreme outlier (an organism that contracted 17
mes) was excluded. 𝑁 = 68 organisms; the 𝑁 for each day is wri en under the boxes. C Distribu on of con-

trac ons prior to detachment is non-random. Plot of the experimentally observed distribu on (circles) and of a fi ed
Poisson distribu on with 𝜆 = 2.11 (black line). 𝑁 = 45 organisms.
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Poisson best-fit and experimental distributions (𝑝 = 4.49 × 10−6 by a 𝜒2 goodness-of-fit test),

suggesting that the decision to contract may be a regulated information processing task for S. roeseli.

In the wild, Stentor live in complex and dynamic aquatic environments, where prey organisms

may be available only intermittently and interspersed with debris 131. It is plausible to speculate that

the S. roeseli avoidance response is optimized to achieve a trade-off between easy feeding and self-

protection. Much remains to be understood, however, about the relationship between the avoid-

ance response and other S. roeseli behaviors. Complex, multi-step mating rituals have been reported

for many ciliates, and, although little is known about S. roeseli conjugation, S. coerule does have

at least two mating types 28,225,209. Perhaps putative S. roeselimating rituals share some common

elements with the five avoidance behaviors. The study of ciliate behaviors stands to benefit from

further observational work, likely coupled with molecular and genomic interrogation 196,197, a topic

considered in greater detail in the conclusion of this dissertation.

6.3 Methods

6.3.1 S. roeseli source and maintenance

Cultures of S. roeseliwere purchased from Sciento (Manchester, UK), which harvested the organ-

isms from a pond on the property of Whitefield Golf Club (83 Higher Lane, Whitefield, Manch-

ester, UK). The identity of the organisms in the cultures was confirmed by morphological examina-

tion (Supplemental Fig. E.S1). We maintained S. roeseli in pond water (Carolina Biological Supply

Company, Burlington, NC) supplemented with 50 mL/L soil-water supernant (Carolina) in loosely

covered glass flasks. Flasks were kept at room temperature in indirect sunlight. Organisms were fed

1 mL of dense cultures of Chilomon and Chlamydomon (Carolina) twice per week, and several

wheat seeds (Carolina) were added to the flasks promote bacterial growth. All behavior experiments

were performed on organisms purchased no more than two weeks beforehand.
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6.3.2 Stimulation of avoidance behavior

The original protocol of Jennings called for stimulation of organisms using an aqueous suspen-

sion of carmine particles 102. Carmine is a natural product extracted from cochineal insects. We were

unable to find any information about the source or method of production of Jennings’ carmine,

and we observed that commercially available carmine powder (Sigma-Aldrich, St. Louis, MO) sus-

pended in pond water elicited avoidance behavior in S. roeseli only infrequently. We therefore in-

vestigated other particulate suspensions as potential stimuli, including alumina, glass, sand, and

polystyrene beads. We found that fluorescent-red, carboxylate-modified polystyrene beads in aque-

ous suspension with 0.1% NaN3 (Sigma-Aldrich; mean diameter 2 μm) consistently elicited an avoid-

ance response when microinjected near the mouth of S. roeseli. These beads were used for all subse-

quent behavior experiments.

6.3.3 Needle pulling

Borosilicate glass capillaries with I.D. = 1.10 mm and O.D. = 1.5 mm (Sutter Instrument, Novato,

CA) were pulled into microinjection needles using a P-1000 Flaming/Brown micropipette puller

(Sutter). The following parameters were used for pulling: Heat 850, Pull 50, Velocity 80, Time 200,

Pressure 500. The pulled needle was then broken manually so that the tip diameter was approxi-

mately 50% smaller than the mouth of the organism (Supplemental Fig. E.S2B).

6.3.4 Microstimulation apparatus and behavior experiments

We built a custom apparatus to deliver controlled pulses of polystyrene beads directly to the mouth

of the organism (Supplemental Fig. E.S2). A Signatone S-931 micropositioner (Gilroy, CA) was

placed next to the stage of an inverted microscope on a lab jack. The glass needle was loaded with

the suspension of beads and connected to an elevated reservoir of pond water using Tygon tubing
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(United States Plastics Corporation, Lima, OH). The needle was then taped to the end of the mi-

cropositioner.

Prior to behavior experiments, organisms were removed from culture and placed on a glass slide

on the microscope stage without disrupting their attachment to algae. The needle was positioned

next to the mouth of the organism manually, and pulses of beads were generated by opening and

closing a two-way stopcock connected to the bottom of the reservoir (Bio-Rad Industries, Hercules,

CA).

6.3.5 Microscopy

All images were collected on a Nikon TE2000-U inverted microscope (Melville, NY) equipped with

a 4x Plan Apo objective lens (N.A. 0.1). An objective with low magnification and long working dis-

tance (30 mm) was required because of the substantial movement of the organisms during behavior

experiments. Images were acquired with a Hamamatsu ORCA-100 CCD camera (Hamamatsu City,

Japan) controlled by MetaMorph 7 software (Molecular Devices, Sunnyvale CA). For timelapse ex-

periments, images were collected at a rate of 7 frames per second, using an exposure time of 5 ms and

1x1 binning, with illumination light shuttered between acquisitions.

6.3.6 Analysis of videos

After completion of experimentation, all videos were reviewed manually, and poor-quality videos in

which either the organism or bead pulses were not visible were set aside. All of the remaining videos

were watched again by at least two of the authors to establish the consensus behavior sequences

(Supplemental Tables E.S1 and E.S2) and the approximate pulse times. Only behaviors that occurred

after initial stimulation were included in the annotations.
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7
Conclusion
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This dissertation considers five related case studies in cellular information processing, covering

topics such as robustness in biochemical networks, substrate channeling and metabolic flux in en-

zyme oligomers, ligand binding, and complex behavior by single-cell organisms, and attempts to

demonstrate the usefulness of quantitative analysis for linking form and function. The following

conclusion revisits several topics of general interest to the dissertation, with particular attention to

review of very recent literature and to follow-up theoretical and experimental work suggested by the

research presented in the main chapters.

7.1 Linking theory to experiment

Particular attention is given throughout to the interplay between mathematical modeling and exper-

imental validation. All of the models presented in Chapters 2-5 make clear, experimentally testable

predictions. For instance, the critical prediction of our model of the Sln1-Ypd1-Ssk1 phospho-relay is

that robust inactivation of the HOG pathway in low-osmolarity conditions requires a large excess of

Ypd1. In Chapter 3, we describe multiple experiments that validate this prediction both directly and

indirectly. We demonstrate that massive overexpression of Ssk1, which depletes Ypd1 indirectly by

increasing levels of intermediate complexes, leads to elevated phosphorylation of Hog1 and impaired

growth, and that direct underexpression of Ypd1 also impairs fitness. Subsequent to our work, Sto-

janovski et al. undertook a detailed computational and experimental analysis of Sln1-Ypd1 binding,

which also showed that indirect reduction of phospho-Ypd1 leads to low-osmolarity activation of

the HOG pathway206.

For the other models described in this dissertation, one or more key predictions remain to be

validated and therefore invite further experimental investigation. In Chapter 4, we present an inte-

grated analysis of 2-hydroxyglutarate (2-HG) production by oncogenic IDH1 mutants. Although

the primary focus of the chapter is the use of in vitro and in vivo kinetic measurements to character-
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ize putative substrate channeling and inter-subunit flux, this analysis motivated the development of

a biochemically realistic model of IDH1 heterodimers with potentially broader applications. From

this model we derive a polynomial invariant that relates the steady-state concentrations of NADPH,

NADP+, 𝛼-KG, and isocitrate. As mitochondrial matrix concentrations of NADP+, 𝛼-KG, and

isocitrate (but not of NADPH) were reported recently in a large-scale characterization of the “MI-

TObolome” 31, we used the invariant to estimate [NADPH]𝑚/[NADPH]𝑐. In combination with

the published data, this estimate implies ([NADPH]𝑚/[NADP]𝑚)/ ([NADPH]𝑐/[NADP]𝑐)

< 1, suggesting the intriguing possibility that NADPH pools may be more reduced in the cytosol

than in mitochondria. A direct test of this prediction would require measurement of mitochondrial

[NADPH], which could become feasible as methods for interrogating metabolic compartmentaliza-

tion increase in sophistication. Alternatively, it might be possible to test the constraints implied by

the invariant in vitro using a “systems biochemistry” approach, as described below in greater detail.

Our equilibrium binding analysis of calmodulin (CaM) and myosin light chain kinase (MLCK)

suggests a clear experimental strategy for distinguishing between competing models, which is de-

scribed in detail in Chapter 5. In contrast to some of the other biochemical systems we analyze, re-

search on CaM/MLCK is in a mature phase. The physiology of smooth muscle contraction is in

general well-understood, and the quantitative models we consider have been in the literature for

over a decade 224,91. Nevertheless, the usefulness and generalizability of these models has been ham-

pered by repeated attempts to fit them numerically to limited experimental datasets. We show in-

stead that a simple mathematical analysis can inform a two-step model discrimination strategy that

does not require estimation of any parameter values. We believe that it is feasible to carry out the

strategy using existing technology, and we hope that our analysis will inform future work in this

area.
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7.2 Systems biochemistry and polynomial invariants

In general, the polynomial invariants that we derive in Chapters 2, 3, and 4 (and in other previous

work, such as Ref.48) constrain the steady-state concentrations of a small number of species in the

appropriate reaction network. For instance, all of the invariants derived in Chapter 2 involve the

concentrations of just two species, unmodified and modified substrate. As such, the most direct

test of an invariant is to measure those concentrations following incubation with the appropriate

enzyme(s) for a length of time sufficient to reach steady state and then check if the algebraic rela-

tionship is satisfied. As noted in Chapter 2, checking if the relationship is satisfied raises non-trivial

statistical issues, for which various strategies have been proposed and, more recently, applied to real

biochemical data on the Wnt/𝛽-catenin signaling pathway 139,81,134. We refer to this kind of exper-

imental approach as “systems biochemistry,” as it involves in vitro characterization of systems of

multiple components (instead of a single enzyme and single substrate, as is common in traditional

biochemistry) 139. Although systems biochemical approaches have not been widely adopted, bifunc-

tional enzymes may prove to be a convenient test case, for reasons detailed in Chapter 2. Bifunc-

tionality obviates the need to co-incubate multiple enzymes, as would be required for analysis of a

standard Goldbeter-Koshland loop 234, and leads to invariants that are always independent of total

enzyme and total substrate. This second consideration means that total levels can be set purely for

experimental convenience.

7.3 Recent developments in enzyme bifunctionality and robustness

Many experimental demonstrations of robustness in bifunctional enzyme systems date to the 1970s

or 1980s 186,122,82. The recent interest in mathematical modeling of bifunctional enzymes, how-

ever, has prompted renewed experimental efforts as well, including detailed characterization of the

uridylyltransferase/uridylyl-removing bifunctional enzyme and of the PhoB/PhoR two-component
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sensor 104,103,63. As diverse bifunctional enzymes continue to be profiled in greater biochemical de-

tail, the compendium of invariants presented in Chapter 2 should be a useful guide to interpreting

their systems-level properties. Gu et al.’s recent work on the mammalian bifunctional 5-InsP7 ki-

nase/InsP8 phosphatase is an example of this approach in action72. Although they did not try to

demonstrate concentration robustness directly, Gu et al. characterized the kinetic and mechanistic

properties of the enzyme in sufficient detail to conclude, based on existing theoretical results, that

the system is robust72,208.

At the same time, advances continue to be made in theoretical approaches to biological robust-

ness, perhaps motivated in some part by the results described in Chapters 2 and 3. Interest in genome-

level analyses of robustness have led to the identification of new structural properties that are neces-

sary for concentration robustness and that hold for arbitrarily complicated networks, and improved

software tools for identifying robust motifs 51,119. On the basis of one such property, Eloundou-

Mbebi et al. predicted that more than 1,000 human metabolites may be maintained at a robust

concentration 51. Other recent work has focused on integrating biological notions of robustness with

related concepts from civil engineering, and on transient, time-dependent forms of concentration

robustness 159,53,6.

7.4 Elucidating the mechanisms of complex Stentor behavior

The molecular mechanisms underlying the Stentor avoidance behaviors described in Chapter 6 re-

main unexplored. Recent advances in the molecular biology and genomics of Stentor, however,

suggest that detailed mechanistic characterization of ciliate behavior may be feasible in the near fu-

ture. Although the distantly related ciliates Paramecium and Tetrahymenawere developed in the

mid-20th century as genetic model organisms, Stentor remains intractable for classical genetics , in

part because it is challenging to maintain dense cultures and induce frequent mating under labora-
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tory conditions 195. In an initial effort to circumvent this limitation, Slabodnick et al. demonstrated

in 2014 that standard RNA interference machinery is conserved in Stentor coerule and that gene

expression can be manipulated by feeding the organism bacteria expressing an appropriate double-

stranded RNA, as is routinely done for nematodes and planarians 196. These technical advances en-

abled Slabodnick et al. to identify the kinase Mob1 as an important regulator of S. coerule mor-

phogenesis and lay the foundation for further functional genetic analyses of Stentor 196. Addition-

ally, in 2017 the S. coerule macronuclear genome was sequenced 197, following prior reports of the

P. tetraureliamacronuclear genome sequence and the macronuclear and micronuclear genomes of

T. thermophile andOxytricha trifallax 11,49,80,210,32.

These enhanced genomic resources have already enabled large-scale characterization of the S.

coerule kinome, and transcriptomic profiling of injured Stentor at different stages of regenera-

tion 170,199,78. In terms of behavior, a natural first experiment would be to perform RNA sequencing

on organisms habituated to touch stimulation 229,230, or, more ambitiously, on groups of Stentor

that responded differently to our polystyrene bead stimulation (e.g., organisms that contracted once

prior to detachment vs. serial contractors).

In addition to the sophisticated information processing and integration needed for hierarchical

avoidance, aspects of Stentor behavior are impressive biomechanical feats. To break its holdfast and

swim away, an organism typically employs a violent “corkscrew” motion, the physics of which re-

main unexplored. Contraction is known to occur on millisecond timescales 150, perhaps relying on an

intricate “microtubule sliding” mechanism 94. Moreover, as we report in Chapter 6, the number of

contractions prior to detachment varies across the population with a non-Poissonian distribution,

suggesting that it is in some way a regulated process. Exploring the interplay between signaling and

mechanics in Stentor behavior is likely to be a fruitful endeavor, one that no doubt will require inte-

gration of the classical microsurgical methods pioneered by Tartar and De Terra with molecular and

genomic approaches 215,45.
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All calculations for Chapter 2 are detailed in an accompanyingMathematica notebook (“Ap-

pendixA_Mathematica_notebook.nb”). Running the notebook requires the additional package

“CRN-functions.m.”
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Supplemental Figure B.S1: Underexpression of Ypd1 but not other relay components causes a growth defect.
Diploid homozygous GEV strains carrying one inducible allele of a relay component (GENE/PGAL1-GENE) were
sporulated onto 10 nM 𝛽-estradiol and individual spores were frogged onto plates containing different 𝛽-estradiol
concentra ons. Only underexpression of Ypd1 causes a growth defect.
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Strain  Relevant Genotype Full Genotype Reference 
yMM598 Wild-type GEV Matα Matα (PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2 HAP1 leu2Δ0::PACT1-GEV-NatMX  McIsaac, et al. 

2011  
yMM630 Wild-type GEV ura3Δ Matα (PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2, HAP1 leu2Δ0::PACT1-GEV-NatMX ura3Δ:: HphMX4 McIsaac, et al. 

2011  
yMM1100 gal10Δ::KanMX  MAT a gal10Δ::KanMX his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0  Invitrogen 
yMM1101 Wild-type GEV Mata Mat a (PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2 HAP1 leu2Δ0::PACT1-GEV-NatMX  McIsaac, et al. 

(DBY12020) 

yMM1104 Wild-type GEV/GEV MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2  

This study 

yMM1259 GEV/GEV PGAL1-SLN1/SLN1 MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2 SLN1/KanMX-PGAL1-SLN1 

This study 

yMM1263 GEV/GEV PGAL1-SSK1/SSK1 MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2 SSK1/KanMX-PGAL1-SSK1 

This study 

yMM1264 GEV/GEV PGAL1-SSK1/SSK1 MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2 HAP1/HAP1 SSK1/KanMX-PGAL1-SSK1 

This study 

yMM1272 GEV/GEV  PGAL1-
YPD1/YPD1 

MAT a/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-
NatMX gal4Δ:: LEU2/gal4Δ::LEU2  YPD1/KanMX-PGAL1-YPD1 

This study 

yMM1277 GEV/GEV PGAL1-PBS2/PBS2 MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2 HAP1/HAP1 PBS2/KanMX-PGAL1-PBS2 

This study 

yMM1286 GEV/GEV PGAL1-PBS2/PBS2 MAT a/α HAP1+/HAP1+ (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ 
leu2Δ0::PACT1-GEV-NatMX gal4Δ:: LEU2/gal4Δ::LEU2  PBS2/KanMX-PGAL1-PBS2 

This study 

yMM1287 GEV/GEV PGAL1-
SSK22/SSK22 

MAT a/α HAP1+/HAP1+ (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ 
leu2Δ0::PACT1-GEV-NatMX gal4Δ:: LEU2/gal4Δ::LEU2  SSK22/KanMX-PGAL1-SSK22 

This study 

   This study 
yMM1296 Wild-type STL1/PSTL1-

yEVenus 
MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 

gal4Δ:: LEU2/gal4Δ::LEU2 HAP1/HAP1 STL1/PSTL1-yEVenus-HphMX 
This study 

yMM1298 STL1/PSTL1-yEVenus PGAL1-
YPD1/YPD1 

MATa/α (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::P ACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-NatMX 
gal4Δ:: LEU2/gal4Δ::LEU2 YPD1/KanMX-PGAL1-YPD1 STL1/PSTL1-yEVenus-HphMX 

This study 

yMM1300 STL1/PSTL1-yEVenus PGAL1-
SSK1/SSK1 

MAT a/α  (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-
NatMX gal4Δ:: LEU2/gal4Δ::LEU2  SSK1/KanMX-PGAL1-SSK1 STL1/PSTL1-yEVenus-HphMX 

This study 

yMM1301 STL1/PSTL1-yEVenus PGAL1-
SLN1/SLN1 

MAT a/α  (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-
NatMX gal4Δ:: LEU2/gal4Δ::LEU2 SLN1/KanMX-PGAL1-SLN1 STL1/PSTL1-yEVenus-HphMX 

This study 

yMM1304 STL1/PSTL1-yEVenus PGAL1-
PBS2/PBS2 

MAT a/α  (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-
NatMX gal4Δ:: LEU2/gal4Δ::LEU2  PBS2/KanMX-PGAL1-PBS2 STL1/PSTL1-yEVenus-HphMX 

This study 

yMM1305 STL1/PSTL1-yEVenus PGAL1-
SSK22/SSK22 

MAT a/α  (PGAL10+gal1)Δ:: loxP/ (PGAL10+gal1)Δ:: loxP  leu2Δ0::PACT1-GEV-NatMX/ leu2Δ0::PACT1-GEV-
NatMX gal4Δ:: LEU2/gal4Δ::LEU2 SSK22/KanMX-PGAL1-SSK22 STL1/PSTL1-yEVenus-HphMX 

This study 

yMM1313 [PGAL1-PBS2 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX [pMM330 
PGAL1-PBS2 scURA3 2µ ] 

This study 

yMM1314 [PGAL1-SSK22 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX [pMM331 
PGAL1-SSK22 scURA3 2µ ] 

This study 

yMM1315 [PGAL1-SLN1 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX [pMM332 
PGAL1-SLN1 scURA3 2µ ] 

This study 

yMM1316 [PGAL1-YPD1 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX4 [pMM333 
PGAL1-YPD1 scURA3 2µ ] 

This study 

yMM1317 [PGAL1-SSK1 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX4 [pMM334 
PGAL1-SSK1 scURA3 2µ ] 

This study 

yMM1318 [PGAL1 scURA3 2µ ] Matα (PGAL10+gal1)Δ:: loxP, gal4Δ::LEU2, HAP1 leu2Δ0:: PACT1-GEV-NatMX ura3Δ:: HphMX4 [pMM329 
PGAL1 scURA3 2µ ] 

This study 

yMM1333 ssk1Δ (PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2 HAP1 leu2Δ0::PACT1-GEV-NatMX ura3::HphMX ssk1:: KanMX This study 

yMM1335 ssk1Δ [PGAL1 scURA3 2µ ] (PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2 HAP1 leu2Δ0::PACT1-GEV-NatMX ura3::HphMX ssk1:: KanMX [pMM329 
PGAL1 scURA3 2µ] 

This study 

yMM1338 ssk1Δ [PGAL1-SLN1 scURA3 
2µ ] 

(PGAL10+gal1)Δ:: loxP gal4Δ:: LEU2 HAP1 leu2Δ0::PACT1-GEV-NatMX ura3::HphMX ssk1:: KanMX [pMM332 
PGAL1-SLN1 scURA3 2µ] 

This study 

Supplemental Table B.S1: Yeast strains used in this study.
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Plasmid ID Alias Description Reference 
pMM012 pRS426 scURA3 2µ Sikorski and Heiter, 1989 
pMM131 pFA6-KanMX KanMX Goldstein and McCusker, 1999 
pMM280 yVenus tag yEVenus HphMX  This study 
pMM329 PGAL1 Empty PGAL1 scURA3 2µ This study 
pMM330 PGAL1-PBS2 PGAL1-PBS2 scURA3 2µ This study 
pMM331 PGAL1-SSK22 PGAL1-SSK22 scURA3 2µ This study 
pMM332 PGAL1-SLN1 PGAL1-SLN1 scURA3 2µ This study 
pMM333 PGAL1-YPD1 PGAL1-YPD1 scURA3 2µ This study 
pMM334 PGAL1-SSK1 PGAL1-SSK1 scURA3 2µ This study 

 

Supplemental Table S2: Plasmids used in this study.
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Supplemental Figure C.S1: Labeling diagrams for stable isotope tracing experiments. Schema cs of expected
labeling when cells are grown on glucose uniformly labeled with 13C (U-13C glucose) or on glutamine uniformly
labeled with 13C (U-13C glutamine). U-13C glucose is converted to doubly labeled citrate, 𝛼-KG, succinate, and 2-
HG. U-13C glutamine is converted to fully labeled 𝛼-KG, succinate, and 2-HG and to 4- or 5-carbon labeled citrate.
Citrate can also be converted to acetyl-CoA and oxaloacetate by ATP citrate lyase. Dashed arrows indicate that one
or more intermediate reac ons have been omi ed from the diagram for clarity.
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All calculations for Chapter 5 are detailed in an accompanyingMathematica notebook (“Ap-

pendixD_Mathematica_notebook.nb”).
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Date Day Video Summary of Behavior
11/3/2014 1 1A RAC1D
11/3/2014 1 1B RABC1D, RABC1D
11/3/2014 1 1C RABC4D
11/3/2014 1 1D RC1D, RC2D, RC1D
11/3/2014 1 1E RABC2D
11/3/2014 1 1F RABC1D
11/5/2014 2 2A RC6AD
11/7/2014 3 3A RC1D, RABC1, RABC3
11/7/2014 3 3B RAC3
11/7/2014 3 3C RABC1D
11/7/2014 3 3D RAC2D, RC1D
11/10/2014 4 4A RC1, RC1, RAC1
11/10/2014 4 4B RABC1
11/10/2014 4 4C RAC1
11/10/2014 4 4D RABC2D
11/10/2014 4 4E RAC2D
11/10/2014 4 4F RABC1D
11/12/2014 5 5A RC6AB
11/14/2014 6 6A RAC2
11/14/2014 6 6B RC1D
11/14/2014 6 6C RC2
11/14/2014 6 6D RAC1D, RC3
11/15/2014 7 7A RC1D
11/25/2014 8 8A RC2
11/25/2014 8 8B RBAC1
11/26/2014 9 9A RAC12

Supplemental Table E.S1: Summary of S. roeseli behavior (Part I). For all 70 organisms analyzed, Tables E.S1 and
E.S2 list the sequences of avoidance behavior observed (R - res ng, B - bending, A - altera on of ciliary beat, C - con-
trac on, D - detachment), along with actual date on which the experiment was performed, the experimental day as
defined in Fig. 6.3B, and a code to iden fy the corresponding raw video, all of which are available from the authors
on request. Behaviors are noted once in the order first observed. The number of contrac ons observed is wri en
immediately a er (e.g., “C3” indicates that an organism contracted three mes). Only behaviors that were observed
subsequent to administra on of the first s mulus were included in the annotated sequences. For videos with mul -
ple organisms, the individual sequences are wri en consecu vely, separated by commas. In three unusual cases, an
organism detached and subsequently re-anchored while s ll being imaged. These sequences are noted accordingly in
the table, but only behaviors occurring prior to the first detachment were considered for the subsequent sta s cal
analyses. Days 1-9 are summarized in Table E.S1.
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Date Day Video Summary of Behavior
12/3/2014 10 10A RC3
12/3/2014 10 10B RC2
12/3/2014 10 10C RC1D
12/5/2014 11 11A RA
12/5/2014 11 11B RAC1D
12/5/2014 11 11C RC2
12/5/2014 11 11D RC1D
12/8/2014 12 12A RAC3D
12/8/2014 12 12B RC6BAD — RC2
12/9/2014 13 13A RABC4
12/10/2014 14 14A RAC1, RC1D
12/10/2014 14 14B RC2D
12/10/2014 14 14C RAC2D — RC2
12/10/2014 14 14D RABC3D
12/10/2014 14 14E RC9ABD — RBAC2D
12/15/2014 15 15A RABC3D
12/15/2014 15 15B RC6BAD
12/15/2014 15 15C RC1D, RC1D, RC1
12/15/2014 15 15D RC1D
1/21/2015 16 16A RBAC6D
1/22/2015 17 17A RC1D, RAC2D
1/22/2015 17 17B RAC1D
1/22/2015 17 17C RAC6
1/22/2015 17 17D RAC1
1/22/2015 17 17E RABC1D
1/22/2015 17 17F RBAC1D
1/22/2015 17 17G RAC1D
1/22/2015 17 17H RAC1D
1/22/2015 17 17I RABC4D
1/30/2015 18 18A RC3D
1/30/2015 18 18B RAC17

Supplemental Table E.S2: Summary of S. roeseli behavior (Part II). Days 10-18 are summarized in Table E.S2.

149



vermiform
macronucleus

colorless
cortical
granules

moniliform
macronucleus

colorless
cortical
granules

pigmented 
corticle
granules

S. roeseli S. roeseli S. coeruleus

Supplemental Figure E.S1: S. roeseli identification. Brightfield image of a res ng and fully extended organism from
our culture (le , scale bar 100 𝜇m), along with images of confirmed specimens of S. roeseli (middle, from Ref.62, scale
unknown) and S. coerule (right, from Ref.195, scale bar 500 𝜇m). Major anatomical features are labeled. S. roeseli
is dis nguished in par cular by its vermiform (“worm-like”) macronucleus, in contrast to the moniliform (“beads-on-a-
string”) macronucleus of S. coerulu .
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Supplemental Figure E.S2: Experimental setup. A Photograph of the custom micros mula on apparatus. B
Brightfield image of a res ng organism with the glass needle posi oned near its oral cavity. Scale bar 100 𝜇m.
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1 2 3
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t = 24.3 t = 63.4 t = 149.1

t = 179.4 t = 458.6 t = 494.9

Supplemental Figure E.S3: Divergent behavior in response to similar stimuli. Time-lapse imaging of two organ-
isms s mulated simultaneously. One organism detaches much sooner than the other. Scale bar 100 𝜇m.
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Two videos of the S. roeseli avoidance response are provided as Supplemental Movies E.S1 (“Ap-

pendixE_MovieS1.mp4”) and E.S2 (“AppendixE_MovieS2.mp4”).
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Simultaneous monitoring of cytosolic and

mitochondrial calcium dynamics in single

cells
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Dual-color imaging of cytosolic and mitochondrial calcium

Mitochondrial calcium signaling regulates diverse processes including the coupling of cytosolic and

mitochondrial metabolic state47, cell death 149, and the shaping of cytosolic calcium waves 107,59. Cal-

cium signaling is a highly dynamic process, with information often encoded in complex oscillatory

signals 17. The recent identification of the molecular components of the mitochondrial calcium uni-

porter (MCU), which transports calcium from the intermembrane space (IMS) to the matrix, and

of the mitochondrial sodium-calcium exchanger (NCLX), which mediates efflux of calcium from

the matrix in exchange for sodium, has opened up numerous new opportunities for the study of

mitochondrial calcium physiology 110,155.

To enable dynamic characterization of mitochondrial calcium signaling at single-cell resolution,

we developed two dual-color reporter systems for simultaneous monitoring of calcium levels in the

cytosol and in different parts of the mitochondrion (Fig. F.1). The first system consists of a green

genetically encoded calcium indicator (matrix-G-GECO) targeted to the mitochondrial matrix

and a red indicator (cyto-R-GECO) expressed in the cytosol239. The second systems consists of G-

GECO tethered to the cytosolic side of the outer mitochondrial membrane (OMM-G-GECO) and

R-GECO targeted to the IMS (IMS-R-GECO).

We used the first system for simultaneous profiling of cytosolic and mitochondrial matrix calcium

oscillations. Supplemental Movies F.S1 (cytosol) and F.S2 (matrix) show the response of a popu-

lation of cyto-R-GECO/matrix-G-GECO HEK-293T cells to 5 𝜇M methacholine, a muscarinic

receptor agonist that stimulates IP3-mediated calcium release 18, and Fig. F.2 shows three typical

response dynamics to methacholine stimulation. Additionally, we confirmed that our dual-color

system could detect abrogation of mitochondrial calcium uptake following treatment with carbonyl

cyanidem-chlorophenyl hydrazone (CCCP), which dissipates the potential across the inner mi-

tochondrial membrane (IMM). Supplemental Movies F.S3 (untreated) and F.S4 (10 𝜇M CCCP)
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Figure F.1: Schematic of two-color calcium imaging approach. A For monitoring cytosolic and matrix dynamics,
a red indicator was expressed in the cytosol (cyto-R-GECO), and a green indicator was targeted to the matrix (matrix-
G-GECO). B For monitoring perimitochondrial and IMS dynamics, a red indicator was targeted to the IMS (IMS-R-
GECO), and a green indicator was tethered to the outer mitochondrial membrane (OMM-G-GECO).

illustrate representative matrix responses to methacholine captured at 100x magnification.

Few methods for monitoring IMS calcium in live cells have been reported previously. We there-

fore performed a detailed baseline characterization of our OMM-G-GECO/IMS-R-GECO system.

By optical microscopy, both G-GECO and R-GECO were localized to the mitochondrion, as ex-

pected (Fig. F.3A). Using a Proteinase K accessibility assay, we confirmed correct localization of

R-GECO to the IMS (Fig. F.3B). In addition, we determined the calcium affinity of both reporters

and of the inverse pair (i.e., OMM-R-GECO/IMS-G-GECO) in HEK-293T cells (Fig. F.4), which

revealed that the in vivo affinities are somewhat lower than the in vitro values previously reported by

Zhao et al. (𝐾𝐷 = 990 and 1200 nM compared to 618 nM for G-GECO, and 𝐾𝐷 = 580 and 700

nM compared to 482 nM for R-GECO) 239.
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Figure F.2: Representative traces for paired measurement of cytosolic and mitochondrial calcium. Three rep-
resenta ve cyto-R-GECO/matrix-G-GECO traces illustra ng typical responses of HEK-293T cells to methacholine
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Figure F.3: Localization of OMM-G-GECO/IMS-R-GECO reporters. A HeLa cells expressing OMM-G-GECO
(le ) and IMS-R-GECO (middle); the overlay image (right) shows colocaliza on of the reporters. 60x; scale bar 25 μm.
B The submitochondrial localiza on of IMS-GECO reporter was determined using a Proteinase K accessibility assay.
The degrada on pa ern of IMS-GECO is similar to that of IMS-localized TIMM23.
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Figure F.4: In vivomeasurement of reporter calcium affinities. Measurement of calcium-binding affinity (K𝐷) for
OMM-G-GECO, IMS-R-GECO, OMM-R-GECO, and IMS-G-GECO in HEK-293T cells permeabilized with digitonin.
Points are the mean intensity of 𝑁 = 10 to 50 cells; error bars denote SEM.
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Non-equivalence of calcium dynamics across the mitochondrial outer mem-

brane

The IMS is a small sub-organellar compartment situated between the OMM and IMM. The IMM

is composed of the inner boundary membrane, which parallels the OMM, and the cristae mem-

brane, which is folded into extensive invaginations 118. The distance between the inner boundary

membrane has been reported to be approximately 20 nm 161, and the cristae are separated from the

peripheral IMS by even narrower junctions 35. There is an increasing appreciation of the IMS as a

functionally distinct compartment that houses numerous processes of importance to mitochondrial

and cellular physiology 86, including oxidative folding of proteins 14, export of cytosolic and nuclear

Fe-S proteins 120,129, detoxification of reactive oxygen species 86, and regulation of apoptosis 211.

The OMM contains many nonspecific channels (referred to as porins or voltage-dependent anion

channels) that are permeable to proteins of mass 5 kD or less 36,19. As such, a standard assumption

has been that the cytosol and IMS are identical in chemical milieu. Multiple direct measurements

of IMS composition, however, suggest that this prevailing view is an oversimplification. The pH of

the IMS has been reported to be acidic relative to the cytosol in both isolated mitochondria and in

intact cells, possibly due to non-uniform distribution of respiratory chain complexes in the IMM

and trapping of protons in the cristae 38,166. Furthermore, targeting of a redox-sensitive YFP variant

to the cytosol, IMS, and matrix revealed that the ratio of oxidized to reduced glutathione is higher in

the IMS than in the other two compartments93.

Although the IMS contains multiple calcium-sensing proteins79, understanding of calcium con-

centration or dynamics in the compartment remains limited. There is some evidence, in large part

indirect, to suggest that the concentration of calcium in the IMS does not simply track that of the

cytosol. The permeability to calcium of the OMM-localized voltage-dependent anion channel 1

(VDAC1) varies in vitro depending on the confirmation of the channel 212, and loss of VDAC1 has
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Figure F.5: Representative trace for OMM-G-GECO/IMS-R-GECO. A representa ve OMM-G-GECO/IMS-R-
GECO trace illustra ng sustained eleva on of IMS calcium above baseline following thapsigargin/CaCl2 treatment of
HEK-293T cells.

been reported to lower matrix calcium levels 148. Similarly, Bcl-2, an outer membrane, anti-apoptotic

protein, can potentiate the calcium uptake capacity of the matrix 149. Finally, direct measurements of

IMS calcium suggest amplification of cytosolic calcium spikes in the IMS 174.

In light of these considerations, we undertook a more detailed comparison of cytosolic and IMS

calcium dynamics using the OMM-G-GECO/IMS-R-GECO two-color reporter system. For HEK-

293T cells treated with 2 𝜇M thapsigargin and 1 mM CaCl2 (to elicit store-operated calcium entry),

we observed a striking non-equivalence of the dynamics, with IMS calcium remaining elevated even

after decay of the cytosolic transient (Fig. F.5).

To enable quantitative comparison of the dynamics, we parameterized the response curves and

examined 𝜏𝑟 (the time from initial stimulation to maximal response) and 𝜏𝑓 (the time from max-

imal response back to 75% maximal response) (Fig. F.6A). Consistent with our qualitative obser-

vations, across the population of cells there was a highly significant difference in both 𝜏𝑟 (𝑝 =

1.36 × 10−11 by a Wilcoxon signed-rank test) and 𝜏𝑓 (𝑝 = 3.51 × 10−16) between the

perimitochondrial cytosol and the IMS (Fig. F.6B and C). This difference was not a trivial conse-

quence of the properties of the two GECO reporters, as we observed a similarly significant differ-

ence in cells expressing OMM-R-GECO/IMS-G-GECO instead (𝑝 = 3.63 × 10−23 for 𝜏𝑟 and
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𝑝 = 3.65 × 10−25 for 𝜏𝑓 ; 𝑁 = 172 cells).

Nearly all genetically encoded calcium indicators have an intrinsic sensitivity to physiologically

relevant changes in intracellular pH; in particular, the pKa of G-GECO is 7.5, and the pKa of R-

GECO is 6.59 239. We therefore examined whether elevation of IMS calcium is accompanied by cor-

responding changes in pH, which could bias comparisons of perimitochondrial and IMS calcium

dynamics. We targeted pHred, a genetically encoded red ratiometric pH sensor with pKa 6.6 213, to

the IMS and verified that it responded linearly to changes in pH between 6.5 and 8.0 (Fig. F.7A).

Paired measurements of pH (IMS-pHred) and calcium (IMS-G-GECO) demonstrated that calcium

transients do not alter IMS pH (Fig. F.7B). This result held for both IP3-mediated release of calcium

from the endoplasmic reticulum stimulated by histamine and for store-operated entry of extracellu-

lar calcium.

Methods

Cell culture

HEK-293T and HeLa cells were cultured in DMEM supplemented with 10% Fetal Bovine Serum

and Penicillin (100 I.U. / ml), Streptomycin (100 mg/ml), and L-glutamine ( 0.29 mg/ml). The iden-

tities of the cells was confirmed by STR analysis and have been reported before 154. Cell lines were

tested for mycoplasma contamination with MycoAlert Mycoplasma Detection Kit (Lonza, LT07-

418) on a monthly basis.

GECO cloning

G-GECO0.9 and R-GECO plasmids were obtained from Addgene (#61247 and # 32444) and were

cloned into pLJM1 and pLJM5 lentiviral vectors described before using NheI/EcoRI or NheI/BstsBI

sites 183. For IMS targeting, the first 68 amino acids of Lact8 was used (MYRLLSSVTARAAATAG-
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PAWDGGRRGAHRRPGLPVLGLGWAGGLGLGLGLALGAKLVVGLRGAVPIQS). For

OMM targeting, the last 34 amino acids of Bcl-xL was fused to the carboxyl terminus of the GECO

sequence (TGESRKGQERFNRWFLTGMTVAGVVLLGSLFSRK).

Proteinase K assay

Proteinase K assay was done as described before 183. Briefly, HEK-293T cells that stably express IMS-

G-GECO were grown to confluency in 15 cm tissue culture dishes. Cells were rinsed once with PBS

and were lysed in 1 ml Isolation Buffer IB (10 mM Tris-MOPS, 1 mM EGTA-Tris, 200 mM su-

crose, pH 7.4) by passing through a 25g needle 12 times in 1.5 ml microcentrifuge tubes and were

centrifuged for 3 min at 800g at 4 C. The supernatant was transferred to another tube, and crude

mitochondria were pelleted by centrifugation at 8000g for 3 min at 4 C. The pellet (crude mito-

chondria) was resuspended in 250 𝜇l of IB. 30 𝜇g of crude mitochondrial prep was incubated with

Proteinase K (100 mg/ml of proteinase K ) in the presence of digitonin (0-0.9%) or 1% Triton X-100

in 30 𝜇l. The tubes were incubated at room temperature for 20 min, proteinase K was inactivated

by addition of PMSF (7 mM), and the samples were boiled in the presence of 1X Laemmli sample

buffer. 10 𝜇l of the sample was loaded on an SDS-PAGE for western blotting.

Microscopy

Cells were grown in 35 mm glass bottom dishes with 20 mm No. 1 cover glass and mounted on a

Prior Proscan III linear-encoded motorized stage. HBSS without phenol red was used during image

acquisition. All images were acquired on a Nikon Ti inverted microscope equipped with a Plan

Apo 20x N.A. 0.75 or Plan Apo 100x N.A. 1.4 objective lens and the Perfect Focus Systems to main

focus over time. G-GECO fluorescence was excited with a Prior LumenPro light source with an HQ

480/40 nm excitation filter and collected with a 505lp dichroic mirror and ET 535/50 nm emission
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filter. R-GECO fluorescence was excited with a Prior LumenPro light source with an ET 545/30 nm

excitation filter and collected with a 570lp dichroic mirror and 620/60 nm emission filter. Images

were acquired with a Hamamatsu ORCA R2 cooled-CCD camera controlled using MetaMorph 7.2

software.

Image analysis

All image analysis was performed using ImageJ 1.49v. To generate the data reported in Fig. F.6, im-

age sequences were first background subtracted using the rolling ball algorithm (radius 50 pixels).

To identify individual cells, the OMM-GECO images were superimposed and converted to a binary

mask. After despeckling and filling of holes, the mask was segmented using the watershed algorithm

to create a template for identification of regions of interest (ROIs). The mean gray-scale value was

then measured in each ROI and normalized to baseline concentration. These values (F/F0) are re-

ported as a proxy for calcium levels in the appropriate intracellular compartment. All ROIs in which

the ratio of baseline to maximal intensity was <1.2 (debris or non-responding cells) or in which the

ratio of baseline to final intensity was <0.5 or >4 (cells not adhered for the entire experiment) were

excluded from further analysis.
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