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Abstract

Ultracold quantum gases in optical lattices provide a rich experimental toolbox for simulating the physics of condensed matter systems. With atoms in the lattice playing the role of electrons or Cooper pairs in real materials, it is possible to experimentally realize condensed matter Hamiltonians in a controlled way. To realize the full potential of such quantum simulations, we leverage a quantum gas microscope which can spatially resolve the atoms in the optical lattice at the single site level and project arbitrary potential landscapes onto the atoms by combining the high resolution optics with static holographic masks or a spatial light modulator. The versatility of this system allows for a wide range of studies. In this thesis, we focus on three experiments that highlight the utility of a tunable platform and demonstrate the richness of physics that comes with interactions.

In the first, we observe on-site interparticle interactions introduce a non-linearity into the many-body energy spectrum of a harmonic oscillator. The excitation of a single atom into a higher band induces an energy shift in the excitation energy for the second atom, blockading the orbital excitation. We demonstrate a technique for deterministic number filtering based upon orbital excitation blockade. When applied to a high temperature Mott insulator, this number filtering realizes a form of algorithmic cooling, which can be used for initializing a large quantum register or creating low entropy initial states for many-body simulation.
In the second, we study the applicability of statistical physics in an isolated system governed by quantum mechanics. While the descriptive power of these two fields has been confirmed through repeated and varied empirical studies, their underlying axioms of entropy maximization and unitary evolution appear mutually exclusive. With our quantum gas microscope, we have the ability to probe local observables such as the on-site number statistics as well as measure the quantum mechanical purity through interference operations. With these capabilities, we are able to observe the local thermalization of a manifestly quantum mechanically pure many-body system.

In the last chapter, we report on the first cold atoms studies of an interacting system under an artificial gauge field. We consider the propagation of a pair of atoms in a $2 \times N$ ladder governed by the Harper-Hofstadter model. The eigenstates of this system include both scattering states, which can exhibit chiral propagation, and bound states. A superexchange energy shift in our initial state leads to imbalanced population in the two chiral scattering sectors, leading to chiral propagation dynamics. This effect is the result of both the presence of interactions and the artificial gauge fields. These two components are essential ingredients for fractional quantum Hall physics. Moreover, the dynamic tunable gauge field we develop and the control afforded by a quantum gas microscope make this platform well-suited for future studies in this regime.
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Introduction

Out of the complexity of interacting quantum systems often emerges physics that is both novel and rich. While a single electron exhibits comparatively elementary behavior — accelerating along electric field lines or executing cyclotron orbits in a magnetic field — ensembles of electrons can exhibit startlingly counterintuitive behavior. In a BCS superconductor, weak attrac-
tive interactions between constituent Fermions drive the formation of Cooper pairs that leads to superconductivity\textsuperscript{16,15}. In the presence of a magnetic field, Laughlin states\textsuperscript{55} can emerge in 2D multi-electron systems — electrons minimize their energy by forming a highly-entangled state in which any given electron is in a superposition of being in the vortices formed by every other electron.

While the complexity of many-body systems underlies their rich physics, it also challenges their study. In a top-down approach, such as with solid-state paradigms or bulk quantum gases, it is easy to reach the many-body, strongly-interacting regime. However, microscopic probes that allow for the study of correlations are often unavailable and creating clean, reproducible, disorder-free systems can be subject to significant fabrication challenges. On the other hand, bottom-up approaches, for example with trapped ions\textsuperscript{19} or superconducting qubits\textsuperscript{45}, allow for full quantum control and readout, but present technical challenges for scaling to higher particle numbers and higher dimensions.

In the last decade, quantum gas microscopy\textsuperscript{11} has emerged as a compelling avenue towards the study of interacting quantum systems. Under this experimental paradigm, high-resolution optical techniques are combined with ultracold quantum gases to realize Feynman’s proposal\textsuperscript{31} of using one quantum system to imitate another. The constituent atoms of the ultracold quantum gas interact with each other and a lattice potential created using light fields. At sufficiently low temperatures, this system exhibits behavior representative of electron gases in crystals\textsuperscript{49}. The imaging system, commonly based upon a high numerical aperture microscope objective, is used for the detection of the atomic distribution within the lattice and is capable of imaging atoms on individual lattice sites, allowing for the measurements of local observables and correlation functions.

In these systems, it is straightforward to realize two-dimensional geometries and since they are
often loaded from bulk quantum gases, high particle numbers are attainable. Despite this scalability, these experiments retain the ability to probe microscopically, with single-site resolution\textsuperscript{11,88,75} and in some cases number-resolved detection\textsuperscript{80}. In addition to the length scales being experimentally favorable, the relevant energy scales — 1 kHz to 10 Hz, corresponding to timescales of 1 ms to 100 ms — are often easily probed with current technology.

Another advantage of this approach is the tunability of the system. For imaged optical lattices, changing the geometry does not require manipulating the laser wavelengths\textsuperscript{11}. With phase-stabilized beams, it is possible to leverage interference effects to dynamically tune lattice geometries\textsuperscript{35}. In these lattices, it is easy to achieve a wide range of tunneling strengths through manipulation of optical powers. With certain atomic species, it is also possible to tune interparticle interactions by varying the magnetic field strength and leveraging Feshbach resonances. Finally, spatial light modulators\textsuperscript{98} enable the projection of ultra-precise, nearly arbitrary light potentials.

Quantum gas microscopes have proven to be an effective system for studying quantum many-body physics. The on-site number fluctuations and adiabaticity timescales across the superfluid to Mott insulator transition\textsuperscript{11} have been probed with single-site resolution. Spectroscopic measurements have revealed the presence of a Higgs mode, a collective excitation, in a superfluid near the quantum phase transition to the Mott-insulating state\textsuperscript{30}. Quantum magnetic phase transitions have been studied on a microscopic level with systems of pseudo-spins\textsuperscript{89} and real spins (hyperfine states of $^6$Li)\textsuperscript{76,65}. In the latter experiments, long-range antiferromagnetic correlations have been observed and allowed for the benchmarking of various numerical techniques. The possibility of local manipulation and control\textsuperscript{32,98} has enabled investigations of the propagation of bound magnon states in
spin chains\textsuperscript{32} and the effects of quantum statistics in strongly-correlated quantum walks\textsuperscript{79}.

In this thesis, I present experiments conducted with a quantum gas microscope for bosonic Rubidium atoms. The versatility of this apparatus has enabled a broad array of investigations that probe interactions and many-body phenomena. In describing the technical backbone of the apparatus, I provide an in depth description of our instrumentation control and our novel technique for generating a tunable artificial magnetic field. With this apparatus we (1) investigate an interaction blockade mechanism\textsuperscript{14} useful for creating ultralow entropy initial states for quantum computing and many-body physics, (2) perform a foundational study on thermalization\textsuperscript{52} of an isolated quantum many-body system and (3) study a fundamental unit of larger chiral matter by performing the first studies of an interacting Harper-Hofstader system.

**Orbital Excitation Blockade**  In the Bose-Hubbard model, atoms interact via an on-site pairwise repulsion. For a pair of atoms situated on the same lattice site, this interaction energy will depend on the orbitals each atom occupies, i.e. the interaction energy of two particles in the ground orbital differs from that of one in the ground and one in the excited orbital or that of both in the excited orbital. Hence, the excitation of an atom to the excited orbital blockades the excitation of the second atom, a phenomena we term orbital excitation blockade.

In this work, we leverage orbital excitation to perform number filtering of a Mott insulator, the ground state of the Bose-Hubbard model in the strongly-interacting regime. Since the excitations in this regime are number fluctuations, this process is an example of algorithmic cooling. Using this technique, we are able to take a large thermal cloud and cool it to create a Mott insulator of
hundreds of atoms. This technique could be used to initialize the ultralow entropy states needed for many-body physics. In addition, the blockade technique can be leveraged for a controlled-NOT gate.

Quantum thermalization of an isolated many-body system  The empirical evidence for both statistical physics and quantum physics is beyond reproach, yet fundamental premises of each, entropy maximization and unitary evolution seem at odds. With the pioneering ability to measure the purity of a quantum state and the scalability to probe a many-body state, our quantum gas microscope is uniquely poised to perform foundational experiments exploring this seeming dichotomy.

In these studies, we quench our system to populate excited states where theories such as the eigenstate thermalization hypothesis are pertinent. Through measurements of the local entanglement entropy, we are able to identify a thermalization time and in the period following this time, we find the expected volume-law scaling of the entanglement entropy. Indeed, we find that thermodynamic predictions predicated on entropy maximization are consistent with the observed on-site number statistics of the thermalized state. In spite of what appears to be local thermalization, however, measurements of the quantum mechanical purity indicate that the state has remained globally pure and isolated from the environment.

Microscopy of the interacting Harper-Hofstadter model  The combination of strong interactions and a gauge field leads to fractional quantum Hall physics. Using laser-assisted
tunneling to dress our Hamiltonian, we realize these elements by engineering the Harper-Hofstadter model. We investigate the edge modes present when this system is confined with hard boundaries. Our studies of the propagation dynamics reveal the underlying chiral band structure.

We controllably introduce interactions by adding an additional particle. This system represents a fundamental building block by virtue of retaining all of the essential ingredients for chiral many-body states. We synthesize and probe this fundamental building block using a new scalable toolset, allowing the incremental creation of more complex systems. While top-down approaches to chiral matter can reach many-body physics, the complicated nature of such states often precludes the microscopic study and low entropies achieved in our work. Indeed, even in the two-particle limit explored by this experiment, we observe the complexity of the underlying physics associated with the synergy of interactions and gauge fields.

0.1 Outline

The thesis is structured as follows:

Chapter 1 provides a theoretical overview of the scientific infrastructure behind our experimental apparatus. I cover the eigenstate spectrum of a single particle in an optical lattice and sketch a derivation for the many-body system, leading to the Bose-Hubbard Hamiltonian and a discussion of the superfluid and Mott insulator ground states. I conclude the chapter by discussing the use of laser-assisted tunneling to simulate a magnetic field in a Bose-Hubbard system.
Chapter 2 focuses on the technical details that buttress the quantum gas microscope as realized in this work specifically. I begin by briefly describing the core optical aspects and then describe our new tunable artificial gauge field scheme. I include a discussion of relevant techniques for calibrating the laser-assisted tunneling used for generating the flux. The chapter concludes with discussion of the instrumentation control system.

Chapter 3 focuses on our investigations of the orbital excitation blockade phenomenon introduced above, describing the effect and then demonstrating its utility in realizing a form of algorithmic cooling.

Chapter 4 focuses on our studies of the quantum thermalization and presents evidence of a state that is locally thermal with respect to subsystem entanglement entropy and volume-law scaling yet manifestly quantum mechanically pure.

Chapter 5 focuses on our microscopic studies of the Harper-Hofstadter model, detailing our single-particle and two-particle experiments as well as the theory to understand the observations of chiral propagation dynamics.

Chapter 6 provides a brief summary and describes future avenues for each of the experimental forays documented in this thesis.
A quantum gas microscope with an artificial gauge field

1.1 Optical lattices

Within the two-dimensional plane of our atoms, the main tool we use for creating the potential energy landscape is the optical lattice. This lattice is created through the interference of two Gaussian
beams. If two equal intensity beams intersect with an angle $\theta_{\text{NA}}$ at the origin, they will form a periodic intensity distribution given by $I(x, y)$ for $r = \sqrt{x^2 + y^2}$ much less than the waist of the beams,

$$I(x, y) = I_0 \cos^2(k_{\text{latt}} x), \quad k_{\text{latt}} = k_{\text{laser}} \sin \theta_{\text{NA}}.$$ 

If we introduce a second pair that only interferes with itself and not the first pair, we have the potential

$$I(x, y) = I_0 \left[ \cos^2(k_{\text{latt}} x) + \cos^2(k_{\text{latt}} y) \right].$$

In the limit that the light fields are far-detuned from any atomic resonance, they will induce an AC Stark shift* in the atoms, which maps the intensity profile to an energy landscape. The result is a regular square lattice with lattice vectors along the $e_x$ and $e_y$ directions and lattice spacing of

$$a \equiv \frac{\pi}{k_{\text{latt}}} = \frac{\pi}{k_{\text{laser}} \sin(\theta_{\text{NA}})}.$$

1.1.1 Band Structure

Bloch’s theorem states that the single-particle eigenstates of such a system can be written in the form

$$\phi_q^{(n)}(x) = e^{iqx/h} u_q^{(n)}(x),$$

*See Appendix for how to calculate the AC Stark shift for Rubidium.
Figure 1.1: Band structure of a 1D lattice: The eigenstates of an optical lattice can be described by a Bloch wavefunction characterized by a band index and quasimomentum. Plotted are the first few bands for various lattice depths given in units of the recoil energy $E_{\text{rec}} = \hbar^2 k_{\text{latt}}^2 / (2m)$. As the lattice depth is increased, the bands depart from the parabolic, free-particle shape to flat bands of a harmonic oscillator.

where $u^{(n)}(x)$ is a function with periodicity that matches the lattice, i.e. it is periodic in $\pi / k = a$. These states are labeled with a band index $n \in \mathbb{Z}_+$. The quasimomentum $q$ is restricted to the interval $[-\pi / a, \pi / a]$ since higher frequencies can be incorporated into the periodic on-site functions $u_q^{(n)}(x)$. Physically, this corresponds to restricting our solutions to the first Brillouin zone.

Using this ansatz, it is straightforward\(^\dagger\) to compute the eigenstates, $\phi_q^{(n)}$, and eigenenergies, $E_q^{(n)}$.

In Figure 1.1 and Figure 1.2, we plot the band structure and eigenstates at a few representative lattice depths expressed in units of the recoil energy,

$$E_{\text{rec}} = h\nu_{\text{rec}} = \hbar \omega_{\text{rec}} = \frac{\hbar^2 k_{\text{latt}}^2}{2m}.$$

For low lattice depths, the system approaches a free system where the Hamiltonian consists of

\(^\dagger\)For one formulation of the solution, see §3.1.3 of Reference\(^\text{37}\)
Figure 1.2: Bloch wavefunctions in an $8E_{\text{rec}}$ lattice: The Bloch wavefunctions are composed of a plane wave component describing the phase evolution from site to site and a periodic component that describes the on-site shape of the function. These states are only defined for quasimomenta in the interval $[-\pi/a, \pi/a]$, i.e. the first Brillouin zone, because higher spatial frequencies can be incorporated into the on-site component of the wavefunction. The real (solid) and imaginary (dashed) parts of the Bloch wavefunctions with quasimomenta $q/\sim k = \{0, 0.5, 1\}$ in the lowest band are plotted in the left panel. The density for these states is plotted in the right panel. These wavefunctions were computed for an $8E_{\text{rec}}$ depth lattice. This figure is reproduced with permission from Reference 61.

only a kinetic energy term. Thus, at low depths, the energy spectrum is parabolic. As the lattice depth is increased, the wavefunction is squeezed into the lattice sites. Confining the population more tightly into the periodically spaced lattice sites requires mixing in Fourier components that differ by $2\hbar k$, which corresponds to states at the same quasimomentum but in a higher band. Formally, a sinusoidal lattice potential $V(x)$ can be decomposed into $e^{\pm i2kx}$ Fourier components. Hence, the lattice depth appears along the off-diagonal for a Hamiltonian written in the Bloch basis. The effect of this coupling is to cause the states at a particular quasimomentum to repel each other, resulting in the opening of a band gap and flattening of the bands. The bandwidth decreases exponentially with the lattice depth. In the deep lattice limit, the population is largely confined to the quadratic minima of the optical potential, resulting in equally spaced bands matching that of a
harmonic oscillator. The spacing can easily be related to the lattice depth.

\[ E_{n+1} - E_n = \hbar (\omega_{n+1} - \omega_n) = 2E_{\text{rec}} \sqrt{V_0/E_{\text{rec}}} \]

1.1.2 Wannier States

Wannier functions are an alternative basis for describing states in an optical lattice. In contrast to the completely delocalized Bloch states, the Wannier states are localized to individual lattice sites. For low temperature systems, it is common that band gaps prevent the populating of higher energy bands. When tunneling matrix elements or interaction energies are computed, as will be done in the next section, it is important that our basis does not consider unphysical contributions from higher bands. Hence, in constructing these states, we restrict the superposition to eigenstates of a particular band. In terms of the Bloch states, the Wannier function located at site \( i \) in band \( n \) is given by,

\[ w_n(x - x_i) = \frac{1}{\sqrt{N}} \sum_q e^{-iqx_i/\hbar} \phi_q^{(n)}(x). \]

(1.1)

In order to completely specify the Wannier states, the phase of the Bloch states \( \psi_q^{(n)} \) must also be fixed. Commonly, these phases are chosen to yield a maximally localized function. A complete discussion of the procedure can be found in Reference \(^{61} \). The result is reproduced below

\[ \psi_q^{(n)}(x) \rightarrow \begin{cases} 
\psi_q^{(n)}(x) \cdot \exp \left[ -i \arg \left( \psi_q^{(n)}(x_i) \right) \right], & n \text{ even} \\
\psi_q^{(n)}(x) \cdot \exp \left[ -i \arg \left( \frac{d\psi_q^{(n)}(x)}{dx} \right)_{x=x_i} \right], & n \text{ odd.}
\end{cases} \]
In Figure 1.3, we plot the Wannier functions for the first few bands and for a few example lattice depths.

1.2 Bose-Hubbard model

In order to account for interparticle interactions, we use second quantization to formulate the many-body Hamiltonian,

$$
\mathcal{H} = \int dr \, \hat{\Psi}^\dagger (r, t) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \hat{\Psi} (r, t) + \frac{1}{2} \int dr \, dr' \, \hat{\Psi}^\dagger (r, t) \hat{\Psi} (r', t) V(r - r') \hat{\Psi} (r, t) \hat{\Psi} (r', t),
$$

(1.2)

where $\hat{\Psi}$ and $\hat{\Psi}^\dagger$ are bosonic annihilation and creation field operators, respectively. The potential $V(r)$ includes both the sinusoidal lattice potential and any other additional external potentials, i.e. a harmonic confining potential, that we will assume to vary slowly on the scale of the lattice.
spacing. The second term accounts for the two-body interaction, where \( V(r - r') \) describes the interparticle potential. In the ultracold limit of the experiments presented in this thesis, the many-body Hamiltonian reduces to the simple Bose-Hubbard Hamiltonian \(^{49}\).

Instead of working with the field operators, it is convenient to use generalized versions of the Wannier functions we developed earlier. We introduce bosonic creation and annihilation operators \( \hat{a}_{n,i} \) and \( \hat{a}^\dagger_{n,i} \), which create and destroy a particle in the Wannier state of the \( n \)th band located at site \( i \). In terms of the creation field operator and the Wannier function, the creation operator should have the following action on the vacuum state,

\[
\hat{a}^\dagger_{n,i} |\text{vac}\rangle \equiv \int dr \ \hat{\Psi}^\dagger(r) w_n(r - r_i), \tag{1.3}
\]

where we have implicitly generalized the one-dimensional Wannier functions developed earlier to the dimensions\(^{\ddagger}\) of \( r \) and \( r_i \) is the spatial location of site \( i \). These operators obey the commutation relation \( [\hat{a}_{i}, \hat{a}^\dagger_{j}] = \delta_{ij} \), which follows immediately from the orthonormality of the Wannier states and the commutation relation of the field operators. Now we want to rewrite the many-body Hamiltonian, Equation 1.2, in terms of these new operators. First, we derive an expression for the creation field operator by projecting it out of the definition in Equation 1.3.

\[
\sum_i w^*_n(r' - r_i) \hat{a}^\dagger_{i,n} = \int dr \ \hat{\Psi}^\dagger(r) \sum_i w^*_n(r' - r_i) w_n(r - r_i)
\]

\(^{\ddagger}\)For the separable lattice considered in this work, the three-dimensional analog is simply a product of Wannier functions in each direction, i.e. \( w_0(r - r_i) = w_0(x - x_i) \cdot w_0(y - y_i) \cdot w_0(z - z_i) \).
We use the definition of the Wannier functions, Equation 1.1 to expand in terms of the Bloch functions, \( \phi_q^{(n)}(r) \).

\[
\sum_i w_n^*(r' - r_i) \hat{a}_{i,n}^\dagger = \int dr \, \hat{\Psi}^\dagger(r) \sum_{i,n} \left[ \frac{1}{\sqrt{N}} \sum_q e^{i\mathbf{q} \cdot \mathbf{r}_i/\hbar} \left( \phi_q^{(n)}(r') \right)^* \right] 
\times \left[ \frac{1}{\sqrt{N}} \sum_p e^{-i\mathbf{p} \cdot \mathbf{r}_i/\hbar} \phi_p^{(n)}(r) \right]
\]

\[
\sum_i w_n^*(r' - r_i) \hat{a}_{i,n}^\dagger = \int dr \, \hat{\Psi}^\dagger(r) \frac{1}{N} \sum_{p,q} \left( \phi_q^{(n)}(r') \right)^* \phi_p^{(n)}(r) \sum_i e^{i\mathbf{q} - \mathbf{p} \cdot \mathbf{r}_i/\hbar}
\]

The identity \( N^{-1} \sum_{r} e^{i\mathbf{q} - \mathbf{p} \cdot \mathbf{r}_i/\hbar} = \delta_{qp} \) allows us to remove one of the summation indices.

\[
\sum_i w_n^*(r' - r_i) \hat{a}_{i,n}^\dagger = \int dr \, \hat{\Psi}^\dagger(r) \sum_q \left( \phi_q^{(n)}(r') \right)^* \phi_q^{(n)}(r)
\]

Finally, we use the completeness of the Bloch functions.

\[
\sum_i w_n^*(r' - r_i) \hat{a}_{i,n}^\dagger = \int dr \, \hat{\Psi}^\dagger(r) \delta(r - r')
\]

\[
\Rightarrow \hat{\Psi}(r) = \sum_i w_n(r - r_i) \hat{a}_{i,n}
\]

With substitution of this relation into the many-body Hamiltonian (Equation 1.2), we obtain

\[
\mathcal{H} = -\sum_{ij} J_{ij} \hat{a}_i^\dagger \hat{a}_j + \frac{1}{2} \sum_{ijkl} U_{ijkl} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_k \hat{a}_l + \sum_i \epsilon_i \hat{a}_i^\dagger \hat{a}_i . \tag{1.4}
\]
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The term $\varepsilon_i$ is straightforward to compute since we assume the external potential is a slowly-varying envelope, hence $\varepsilon_i = V_{\text{ext}}(x_i)$. The tunneling matrix elements $J_{ij}$ and the interaction terms $U_{ijkl}$ can be computed from integrals of the Wannier functions,

$$J_{ij} = \int dr \, w_0^*(r - r_i) \left[ \frac{\hbar^2}{2m} \nabla^2 + V_{\text{latt}}(r) \right] w_0(r - r_j)$$

$$U_{ijkl} = \int dr \, dr' \, w_0^*(r - r_i) w_0^*(r' - r_j) w_0(r - r_k) w_0(r' - r_l) V(r - r').$$

The experiments in this thesis occur at the low energy limit where the interparticle potential can be approximated by a contact interaction of the form

$$V(r) = \frac{4\pi\hbar^2 a_s}{m} \delta(r)$$

where $\delta(r)$ is a Dirac delta function in three dimensions and the the $s$-wave scattering length, $a_s$, parametrizes the strength of the interaction.

In the tight-binding limit, we treat the atoms as being well-localized to a single lattice site and thus consider only nearest neighbor tunneling matrix elements and on-site interaction terms. This approximation leads to the Bose-Hubbard Hamiltonian,

$$\mathcal{H} = \frac{U}{2} \sum_{i,j} \hat{n}_{i,j}(\hat{n}_{i,j} - 1) - \sum_{\langle i,j \rangle} \left( J\hat{a}_{i,j+1}^\dagger \hat{a}_{i,j} + \text{h.c.} \right),$$

where $U$ is an on-site, pairwise repulsive interaction energy, $J$ is a tunneling amplitude between
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nearest neighbors, $\langle ij \rangle$, on the lattice. The tunneling matrix element, $J \equiv J_{01}$, is directly given by the bandwidth of the ground band,

$$J = \frac{1}{4} \left( \max(E^{(0)}_q) - \min(E^{(0)}_q) \right),$$

which exponentially decreases with the lattice depth. The interaction energy, $U \equiv U_{0000}$, is given by an integral of the Wannier functions,

$$U = \frac{4\pi \hbar^2 a_s}{m} \int dr |w(r)|^4.$$

In the deep lattice limit, the Wannier functions can be approximated with Gaussian functions and yield

$$U = \hbar \sqrt{\omega_x \omega_y} \sqrt{\frac{2}{\pi} \frac{a_s}{\ell_z}},$$

where $\omega_x$ and $\omega_y$ are the trap frequencies in the $xy$ plane, and $\ell_z$ is the harmonic oscillator length in the $z$ direction. While this expression overestimates the interaction energy, the dependence on the lattice depth can be gleaned. Since $\omega_i \sim \sqrt{V_i}$, the interaction energy only has a fourth root dependence on any given lattice depth. Given the tunneling term’s exponential dependence and the interaction term’s weak fourth root dependence, the ratio of these two terms, $U/J$, can be varied widely by tuning the lattice depth, which can be done easily through the optical power. The interaction term has stronger dependence with the lattice spacing, i.e. $U \sim \sqrt{k_i}$ where $k_i$ is the wavevector of a single lattice direction, and thus is more useful for increasing the interaction energy.
1.3 Artificial gauge fields for optical lattice emulators

Ultracold atoms have been an effective experimental paradigm for studying quantum many-body physics. In these systems, timescales and spatial structures are often at experimentally feasible levels for investigation. This has allowed for many studies into systems of interacting particles. The on-site number fluctuations and adiabaticity timescales have been probed in the superfluid to Mott insulator transition\(^\text{11}\). Quantum magnetic phase transitions have been studied with systems of pseudo-spins\(^\text{89}\) and with hyperfine spins\(^\text{75}\). Cavity-mediated interactions have allowed the realization of long-range interactions and the Dicke model\(^\text{18}\), resulting in the observation of a supersolid phase\(^\text{56}\). These systems are characterized by an order parameter and can be understood through the lens of spontaneous symmetry breaking. This picture, however, is inadequate for topological phases of matter, for example, quantum hall states. These states are instead characterized by topological invariants, such as the Chern number. The topological nature of these states is often directly related to an underlying gauge field. Studying topological order arising from a gauge field is and has been an on-going focus within the cold atoms community.

The most familiar example of a gauge field is the magnetic field. Incorporating such a field into a cold atoms experiment is nontrivial. Experiments with itinerant particles, i.e. if we exclude trapped ion experiments, are almost exclusively concerned with neutral atoms, for which a real magnetic field does not result in a Lorentz-type force.

Many techniques have been developed to emulate gauge fields in systems of ultracold neutral atoms\(^\text{63,59,50,62,3,60,6}\). In these experiments, rotation and laser-assisted tunneling have both been
used to induce a Lorentz-like force in neutral atoms. Using the former technique, the magnetic field arises from a mathematical equivalence between the Lorentz force and the Coriolis force. In these experiments, the magnetic field drives the formation of a lattice of Abrikosov vortices, each of which carry a quantum of magnetic flux. Quite recently, experiments with arrays of rotating microtraps have observed signatures of FQH states through photoassociation measurements. Using laser-assisted tunneling, the Harper-Hofstadter Hamiltonian has been realized through Floquet engineering, an example of the Peierls prescription for incorporating a magnetic field in a tight-binding Hamiltonian. These experiments have been able to investigate a number of single-particle effects, e.g. chiral edge currents, skipping orbits, and the topological Chern number of bands.

To simulate a magnetic field in our Rubidium quantum gas microscope, we modify the tunneling terms in the Bose-Hubbard model such that complex phases are associated with certain tunneling processes, realizing the Harper-Hofstadter Hamiltonian,

\[ \mathcal{H} = \frac{U}{2} \sum_{i,j} \hat{n}_{i,j} (\hat{n}_{i,j} - 1) - \sum_{i,j} \left( K e^{-i\phi_{i,j}} \hat{a}_{i+1,j}^\dagger \hat{a}_{i,j} + J \hat{a}_{i,j+1}^\dagger \hat{a}_{i,j} + h.c. \right). \] (1.6)

Tunneling in the \( x \) direction is now parametrized by a strength \( K \) and is associated with a spatially-dependent complex phase known as the Peierls phase. This model was pioneered in the Ketterle group at MIT and the Bloch group in Munich using laser-assisted tunneling techniques.

The correspondence between complex-valued tunneling and a magnetic field is readily seen by recalling the Aharonov-Bohm phase. When a particle traverses a closed contour, \( C \), it acquires a phase, the Aharonov-Bohm phase \( \Phi_{AB} \), given by the magnetic flux piercing the surface, \( S \), formed
by the closed contour,

\[ \Phi_{AB} = \frac{q}{\hbar} \oint_S B \cdot dS. \]  

(1.7)

Using Stokes' Theorem, the Aharonov-Bohm phase can be rewritten as a line integral of a vector potential, \( A \),

\[ \Phi_{AB} = \frac{q}{\hbar} \int_{\partial S} A \cdot d\ell. \]  

(1.8)

For a particle tunneling around a unit cell as shown in Figure 1.4, the line integral for this path can be subdivided,

\[ \int_{\partial S} = \int_{A\rightarrow B} + \int_{B\rightarrow C} + \int_{C\rightarrow D} + \int_{D\rightarrow A} \]  

(1.9)

\[ \Rightarrow \Phi_{AB} = \phi_{A\rightarrow B} + \phi_{B\rightarrow C} + \phi_{C\rightarrow D} + \phi_{D\rightarrow A} \]  

(1.10)

For a real magnetic field, if \( q = 0 \) as with neutral atoms, each of the \( \phi_{X\rightarrow Y} \) are trivial. However, on a lattice, the phases \( \phi_{X\rightarrow Y} \) can be mimicked by the phases associated with the tunneling processes connecting sites \( X \) and \( Y \). By engineering the tunneling elements to give a non-zero phase for a circuit around a unit cell, we can emulate a non-zero Aharonov-Bohm phase, thereby simulating a non-zero field piercing that unit cell. We term this effective Aharonov-Bohm phase the flux per unit cell, even though what we are calling the flux is actually \( q/\hbar \times \) (effective magnetic flux). Finally, we note that the flux per unit cell is directly proportional to the strength of the synthetic magnetic field.

From Equation 1.10, we can see that since the flux per unit cell is determined by the sum of four
Figure 1.4: Aharonov-Bohm phase for neutral atoms in an optical lattice: a A charged particle traversing a closed circuit in space will acquire an Aharonov-Bohm phase directly related to the magnetic flux enclosed by that closed contour. b A particle hopping around a unit cell of a lattice acquires a phase given by the sum of the complex phases of the four tunneling elements. This phase can be interpreted as an Aharonov-Bohm phase from an effective magnetic field.

phases, there are actually multiple ways of achieving the same magnetic field. This is a manifestation of gauge freedom. Each arrangement of phases represents a different effective vector potential, but each vector potential can give the same synthetic magnetic field.

In contrast to free systems, optical lattice systems allow us to more easily reach a strongly interacting regime. High fields are also readily reached by increasing the complex phase associated with the tunneling process. To reach \( \Phi \) flux per plaquette in a solid-state system with a lattice spacing of order 1 Å would require a magnetic field strength of

\[
\frac{q}{h} \times B \cdot (1 \text{Å})^2 = \Phi \Rightarrow B = \frac{\Phi}{(1 \text{Å})^2 \cdot q}
\]

For \( \Phi = \pi/2 \), which has been demonstrated by many experiments\(^6\,68\) including those presented in this thesis, one would need a laboratory magnetic field of strength \(10^6\) T.
1.3.1 Laser-assisted tunneling

In our experiment, we use laser-assisted tunneling, as proposed by Jaksch\textsuperscript{50} and Kolovsky\textsuperscript{54} and realized by the Bloch\textsuperscript{6} and Ketterle\textsuperscript{68} groups, to engineer the complex phases necessary to realize the Harper-Hofstadter model.

The laser-assisted tunneling process is analogous to a two-photon Raman transition in a three-level Λ-type system. We consider the three-level system shown in Figure 1.5 with driving fields $E_1(r, t)$ and $E_2(r, t)$,

$$E_i(t) = \hat{\varepsilon}E_i(r, t)e^{-i\nu_i t} + \hat{\varepsilon}E_i^*(r, t)e^{-i\nu_i t},$$

where $\hat{\varepsilon}$ is the polarization of the field and $\hbar\omega_{ij} = |E_i - E_j|$ are the transition frequencies. We treat the atom-field interaction within the dipole approximation as well as make the slowly-varying envelope approximation\textsuperscript{§}, resulting in the following Hamiltonian for the system,

$$\mathcal{H} = -\hbar (\omega_{12}|2\rangle\langle 2| + \omega_{13}|3\rangle\langle 3|) - \hat{\mathbf{d}} \cdot (E_1(t) + E_2(t)).$$

After transforming to a rotating frame, making the rotating-wave approximation, and taking the far-detuned limit limit where $\delta_i \ll \Omega_i$ (See §A.2), we arrive at the Hamiltonian in the rotating frame,

$$\mathcal{H}_{RF} = -\hbar (\delta_1|2\rangle\langle 2| + \delta|1\rangle\langle 1|) + \hbar\Omega_1(|3\rangle\langle 1| + |1\rangle\langle 3|) + \hbar\Omega_2(|2\rangle\langle 3| + |3\rangle\langle 2|),$$

\textsuperscript{§}In the \textit{slowly-varying envelope approximation}, we take the length scale and time scale over which the field changes to be much smaller than the wavelength ($2\pi/|k_i|$) and the period ($1/\nu_i$), respectively.
Figure 1.5: A three-level Λ-type atom has two ground states, $|1\rangle$ and $|2\rangle$, and an excited state $|3\rangle$. In the presence of coherent driving fields at $\nu_1$ and $\nu_2$, detuned from the $|1\rangle \rightarrow |3\rangle$ and $|2\rangle \rightarrow |3\rangle$ transitions, effective two level dynamics emerge. The effective coupling element carries a non-zero complex phase given by the phase of the Raman lasers at the spatial location of the atom. B Shown is a doublewell with tunnel coupling $J$ between the left and right sites. The tilt causes a zero-point energy difference between the sites of $\Delta_{\text{tilt}}$. C Using Raman coupling fields, an effective resonant coupling between the two sites can be induced. This coupling in general is complex-valued.

where we have defined the single-photon detunings and introduced Rabi frequencies,

$$\nu_i - \omega_{i3} = \delta_i, \quad \hbar \Omega_i = \langle i | \hat{\varepsilon} \cdot \hat{d} |3\rangle \mathcal{E}_i(r, t), \quad i \in \{1, 2\}.$$  

Additionally, we term $\delta = \delta_1 - \delta_2$ the two-photon detuning and $\Delta = \delta_1$ the Raman detuning.

In the specific case where the two driving fields are in the far-detuned limit and tuned to two-photon resonance, i.e. $\delta_i \gg \Omega_i$ and $\delta = 0$, the excited state population can be adiabatically elimi-
nated and the system admits effective two-level dynamics given by,

\[ \mathcal{H}_{\text{eff}}/\hbar = \frac{\Omega_1^2}{\Delta} |1\rangle \langle 1| + \frac{\Omega_2^2}{\Delta} |2\rangle \langle 2| + \left( \frac{\Omega_1^* \Omega_2}{\Delta} |1\rangle \langle 2| + \text{h.c.} \right) \]  

(1.11)

In general, the effective coupling \( \Omega_{\text{eff}} = \Omega_1^* \Omega_2 / \Delta \) between the ground states \( |1\rangle \) and \( |2\rangle \) is complex. The complex phase of the coupling is given by the phase of the Raman fields at the location of the atom through

\[ \Omega_{\text{eff}} \sim \mathcal{E}_1^* (r, t) \cdot \mathcal{E}_2 (r, t). \]

In addition to coupling the ground states, the two-photon Raman process effectively imprints the phase of the light field onto the atom.

A similar \( \Lambda \)-type system can emerge in a tilted doublewell system. Consider a doublewell with sites \( |L\rangle \) and \( |R\rangle \) and a tunnel coupling \( J \). If these two sites are detuned by an energy \( h \Delta_{\text{tilt}} \) where \( h \Delta_{\text{tilt}} \gg J \), tunneling between the sites is suppressed. Effective two-level dynamics are restored in the presence of Raman beams with a difference frequency \( \Delta \nu = |\nu_1 - \nu_2| \) that matches the detuning \( \Delta_{\text{tilt}} \). As it was for the three-level atom discussed previously, the effective coupling between \( |L\rangle \) and \( |R\rangle \) is in general complex and thus tunneling between the sites is accompanied by a complex phase.

1.3.2 Minimum dimension for artificial gauge fields

While the use of laser-assisted tunneling leads to complex-valued tunnelings in the doublewell Hamiltonian, it does not lead to physically observable differences for single-atom experiments. The
For the Harper-Hofstadter studies in this thesis, we consider a lattice system with complex-valued and real-valued tunneling matrix elements in the horizontal and vertical directions, respectively. In order to observe effects of the magnetic field, the system must contain at least two dimensions.

Laser-assisted coupling can be written as \( \Omega_{\text{eff}} = Ke^{i\phi} \), where \( K \in \mathbb{R} \). If we switch to a basis defined by,

\[
|L\rangle = |\tilde{L}\rangle, \quad |R\rangle = |\tilde{L}\rangle e^{-i\phi},
\]

the effective Hamiltonian will have completely real tunnelings,

\[
\mathcal{H}_{\text{eff}}/h = \frac{|\Omega_1|^2}{\Delta} |\tilde{L}\rangle \langle \tilde{L}| + \frac{|\Omega_2|^2}{\Delta} |\tilde{R}\rangle \langle \tilde{R}| + K \left( |\tilde{L}\rangle \langle \tilde{R}| + |\tilde{R}\rangle \langle \tilde{L}| \right). \tag{1.12}
\]

In general, rotating nearest-neighbor tunneling terms in the complex plane does not result in physically observable changes for one-dimensional systems. [CHECK WITH FABIAN]. In contrast, consider the \( 2 \times 2 \) system shown in Figure 1.6. Using the same trick described above, we can make the coupling between \( |A\rangle \) and \( |B\rangle \) completely real by defining \( |B\rangle = |\tilde{B}\rangle e^{-i\phi_1} \). In order to keep the tunneling between \( |B\rangle \) and \( |C\rangle \) completely real, \( |C\rangle \) needs to also be redefined \( |C\rangle = |\tilde{C}\rangle e^{-i\phi_2} \). Continuing from site C to D and site D back to A, we would need to define \( |D\rangle = |\tilde{D}\rangle e^{-i(\phi_1 - \phi_2)} \).
and $|A⟩ = |\tilde{A}⟩e^{-i(\phi_1 - \phi_2)}$, respectively. However, this redefinition must be consistent with the originally defined $|\tilde{1}⟩$, which is true if and only if $(\phi_1 - \phi_2)/(2\pi) \in \mathbb{Z}$ and hence will not be true for arbitrary $\phi_1$ and $\phi_2$. In section §5.2, we will re-encounter the fact that the vector potential does not have physically observable effects in 1D when we develop the band structure of the Harper-Hofstadter model in a $2 \times N$ ladder geometry. Physically, we can also understand this requirement to be in at least two dimensions from the Aharonov-Bohm phase. In lower dimensions, there is no notion of enclosing any magnetic flux.

### 1.3.3 Running Lattice

We extend the doublewell example to a 2D real-space lattice. For this extended system, we must consider the spatial structure of the Raman beams. Here, we consider the experimentally relevant case of an optical lattice in the $xy$ plane with a potential gradient along the $x$ direction that causes an energy difference between nearest neighbor sites of $\hbar \Delta_{\text{tilt}}$. The two Raman fields can be written out explicitly as

$$E^i_R(\vec{r}, t) = \vec{E}^i_0 \cos(\vec{k}_i \cdot \vec{r} - \omega_i t),$$

for $i \in \{1, 2\}$, leading to an intensity distribution

$$I(\vec{r}, t) = |E^1_R(\vec{r}, t) + E^2_R(\vec{r}, t)|^2$$

$$I(\vec{r}t) = |\vec{E}^1_0|^2 \cos^2(\omega_1 t - \vec{k}_1 \cdot \vec{r}) + |\vec{E}^2_0|^2 \cos^2(\omega_2 t - \vec{k}_2 \cdot \vec{r})$$

$$+ \vec{E}^1_0 \cdot \vec{E}^2_0 [\cos(\Sigma \omega t - \Sigma \vec{k} \cdot \vec{r}) + \cos(\delta \omega t - \delta \vec{k} \cdot \vec{r})],$$
where $\Sigma\omega = \omega_1 + \omega_2$ and $\delta\omega = \omega_1 - \omega_2$ with the likewise relations for $\Sigma\vec{k}$ and $\delta k$. If we temporally average the fast timescales and set the field amplitudes to be identical, we find that the intensity distribution is that of a running lattice with phase velocity $\delta\omega/\delta\vec{k}$,

$$I(\vec{r}, t) = I_{\text{mod}}(1 + \cos(\delta\omega t - \delta\vec{k} \cdot \vec{r})), \quad I_{\text{mod}} \equiv |E_0|^2.$$

This running lattice adds a time-dependent distortion to the static 2D optical lattice, changing the shape of lattice sites and modifying the bare tunneling between nearest neighbors. However, for weak modulations, we can ignore these short length scale effects and treat the running lattice as only a modulation of the zero-point energy on each lattice site. In this approximation, each site is modulated at frequency $\delta\omega$ with an amplitude of $V_{\text{mod}}$. The phase of this modulation is described by

$$\phi_{m,n} \equiv \delta\vec{k} \cdot \vec{r}_{m,n} = m\phi_x + n\phi_y,$$

where $r_{m,n}$ is the location of site $(m, n)$, $\phi_x = \delta k_x a$, and $\phi_y = \delta k_y a$. Formally, this approximation is represented by the Hamiltonian,

$$\mathcal{H}(t) = \sum_{m,n} \left( -J_x a_{m+1,n}^{\dagger} a_{m,n} - J_y a_{m,n+1}^{\dagger} a_{m,n} + \text{h.c.} \right) + \sum_{m,n} (V_{\text{mod}} \cos(\delta\omega t - \phi_{m,n}) + \hbar\Delta_{\text{tilt}}) \hat{n}_{m,n}$$
where we have removed the DC term that would have carried over from \( I(\vec{r}, t) \). Each pair of nearest neighbor sites in the \( x \) direction is detuned by \( \hbar \Delta_{\text{tilt}} \) and realizes the doublewell described in the previous section. Hence, tunneling in the \( x \) direction with a site dependent complex phase is induced by the Raman fields. Using Floquet theory (Section §3.4 of Reference \(^4\)), it can be shown that this driving leads to a tunneling strength, \( K \), of

\[
K = J_x \mathcal{J}_1 \left[ \frac{V_{\text{mod}}}{\hbar \Delta_{\text{tilt}}} \sin(\phi_x / 2) \right].
\]  

(1.13)

In the \( y \) direction, the resonance condition where the modulation frequency \( \delta \omega \) matches the energy difference between nearest neighbors is not fulfilled since the gradient is only in the \( x \) direction. Instead, the modulation detunes the lattice sites, causing a reduction in the tunneling strength given by

\[
J = J_y \mathcal{J}_0 \left[ \frac{V_{\text{mod}}}{\hbar \Delta_{\text{tilt}}} \sin(\phi_y / 2) \right].
\]

Combining these two results gives a time-independent Hamiltonian,

\[
\mathcal{H} = \sum_{m,n} \left( -K e^{-i \phi_{m,n}} a_{m+1,n}^\dagger a_{m,n} - J a_{m,n+1}^\dagger a_{m,n} + \text{h.c.} \right),
\]

the celebrated Harper-Hofstadter Hamiltonian. Since the complex phase is only associated with the horizontal tunneling terms, the net flux acquired by a particle upon a counterclockwise circuit around a unit cell, \( \Phi \), is given by the Raman phase difference between adjacent rows, \( \phi_y \), i.e. \( \Phi \) depends only upon the vertical projection of the running lattice wavevector \( \delta k \). The Raman phase
difference between adjacent columns, $\phi_x$, changes the strength of the laser-assisted tunneling and maximal tunneling is achieved for $\phi_x = \pi$. 
Hofstadter’s Law: It always takes longer than you expect, even when you take into account Hofstadter’s Law.

Douglas R. Hofstadter

Experimental Techniques

The technological bedrock of this thesis is quantum gas microscopy. In the Greiner and other labs around the world, this experimental platform has demonstrated remarkable utility for the fields of quantum simulation and many-body physics. Experiments utilizing quantum gas microscopes have studied such wide-ranging phenomena as the onset of long-range order in the Fermi-Hubbard model, formation of bound magnons, and thermalization in isolated systems. To this versatile plat-
form, we introduce the ability to simulate gauge fields, equipping this apparatus for the study of topological physics. In this chapter, we review the essentials of quantum gas microscopy as realized in this apparatus, discuss our scheme for realizing a tunable artificial gauge field based upon laser-assisted tunneling techniques, and finally document a robust, user-friendly instrumentation control system geared towards orchestrating atomic physics experiments.

2.1 Quantum gas microscopy

The idea behind quantum gas microscopy\textsuperscript{11} is to employ high-resolution imaging systems in the service of quantum simulation with ultracold atoms in optical lattices. While this merger takes two very complicated and highly technical disciplines and does not make either any easier, the combined apparatus has many unique capabilities that make it a useful platform for studying a variety of physics. The quantum gas microscope used for the experiments in this work has been detailed extensively in both papers\textsuperscript{11} and theses\textsuperscript{61,78,10}. We detail only the essentials and refer the reader to more detailed descriptions when appropriate.

2.1.1 Optical Lattices

The physics of our system occurs within a single $xy$-plane. In this plane, a 2D optical lattice provides regular confinement. To restrict physics to this 2D plane, we use a 1D optical lattice in the $z$-direction and work in a single site of this lattice.
Imaged lattices in the \( xy \)-plane

The optical lattices in the \( xy \)-plane of our system are created by imaging a hologram. For each axis of our 2D lattice, \( x \) and \( y \), there is a holographic mask with alternating 0 and \( \pi \) phase shift stripes. Although the hologram imprints a phase pattern and not an intensity pattern on the beam, higher diffraction orders are eliminated by the finite numerical aperture resulting in a sinusoidal intensity pattern in the atom plane. This sinusoidal intensity pattern has a periodicity of \( a = 680 \text{ nm} \) in both the \( e_x \) and \( e_y \) directions.

Standing wave lattice in the \( z \)-direction

The 1D lattice in the \( z \)-direction is created using standing wave interference. The final optical element in our imaging system is a hemispherical lens. The vertical lattices are created by reflecting off this surface. The spacing of the resulting lattice is determined by both the wavelength of the light and the angle at which the laser reflects off the hemispherical lens. In our system, we have two beams that reflect off the hemispherical lens, allowing us to achieve vertical lattice spacings of 10 \( \mu \text{m} \) and 1.5 \( \mu \text{m} \).

Spectrally broad light

The light used for each of these axes is derived from spectrally broad light derived from an EXALOS SLED that is amplified using Eagleyard tapered amplifiers. The spectrum is centered at 755 nm with a spectral width of approximately 3 nm, far-detuned from the Rb\(^{87}\) D1 and D2 transitions. This
light has a very short temporal coherence length and thus path lengths must be well matched in order to interfere. This is ensured for the two diffraction orders of a given lattice axis by the imaging system. However, diffraction orders of separate lattice axes do not interfere as the path lengths are not interferometrically matched. Thus, the resulting sinusoidal potentials add incoherently as described in §1.1. A related consequence of using temporally incoherent light is that stray reflections that intersect with our region of interest will in most cases add incoherently rather than coherently with the desired optical potential since it is unlikely for a stray reflection to have a path length that is within a coherence length of the optical path length of the lattice beams.

**Spatial Fourier filtering**

We employ another technique to reduce the optical disorder in our lattice beams. In the ideal case, the lattice beams appear as small spots in the Fourier plane of our imaging system. Most aberrations induced by, for example, dust or scratches on optics manifest as stray light at other locations in Fourier plane. The use of pinholes in the Fourier plane can mitigate these effects. This technique is described in detail in §4.3 of Reference 61.

### 2.1.2 Ultracold atoms

Our experiments are conducted with a Bose-Einstein condensate (BEC)\(^{28,9}\) of Rb\(^{87}\) in the \(|F = 1, m_F = -1\rangle\) state created using standard techniques. We begin by loading a magneto-optical trap (MOT)\(^{69,81}\) from background atomic vapor for 6 s. Following polarization gradient\(^{27}\), we have cold gas of \(\sim 10^9\) Rb\(^{87}\) atoms at approximately 40 \(\mu\)K. This cold gas of atoms is magnetically transported\(^{36}\) from the
MOT chamber into a glass cell that serves as our science chamber. Magnetic transport allows us to separate the low vacuum region suited for fast loading of the MOT and a science chamber at UHV (∼40 s atom lifetime). In addition, a separate science chamber allows for ample optical access. In the science chamber, the atoms undergo forced RF evaporation in a QUIC trap. Following ≈25 s of evaporation, we obtain a BEC of ∼10⁵ atoms.

This BEC is pushed vertically to a location 10 µm below the surface of the hemispherical lens where it is loaded into the first node of the 10 µm-spacing vertical lattice. We increase the depth of this lattice to compress the cloud into a pancake after which we transfer to the sixth node of the 1.5 µm-spacing vertical lattice. Following these two stages, the BEC is in a single $xy$-plane, harmonically trapped in the vertical direction with a trap frequency $\omega_z \approx 2\pi \times 8 \text{ kHz}$.

From this pancake of atoms, we turn on a tightly focused dipole beam, i.e. a dimple beam, to select out atoms in the center of the cloud. By turning off the magnetic trap, we expel the atoms not trapped by the dimple. By adjusting the power in this beam, we can vary the number of retained atoms. In addition, this beam allows us to select the coldest atoms in the cloud and in general represents the last cooling step in our preparation.

Following the dimple, the atoms are adiabatically loaded into a large harmonic trap with trap frequencies in the range of 10 — — 20 Hz. From here, the atoms are loaded into the conservative 2D lattices described earlier. Following an adiabatic ramp, the superfluid state is transferred to a Mott insulator with uniform filling. We are able to achieve fillings of up to 99% on individual sites and in the 95 — — 98% range for the extended regions of ≈10 sites.
2.2 Tunable artificial gauge fields

Although laser-assisted tunneling for the generation of synthetic gauge fields\textsuperscript{50,54} has been demonstrated in many groups utilizing both real-space\textsuperscript{6,68} and synthetic lattices\textsuperscript{92,64}, these experiments have thus far not been able to realize a magnetic field that can be readily varied. By combining Raman techniques with our quantum gas microscope, we realize a platform that allows us to dynamically tune the effective magnetic field from the weak to strong field limits within a single experiment, without having to change the laser wavelengths.

In accordance with the discussion in the previous chapter, a potential gradient must be applied to the lattice to detune nearest neighbor bare tunneling as well as to allow for the use of two-photon Raman transitions. We achieve an energy offset of $\Delta_{\text{tilt}} \approx 2\pi \times 870$ Hz between nearest neighbors along the $x$-direction using a magnetic field gradient. This gradient effectively suppresses the tunneling of $J_x/\hbar \approx 2\pi \times 100$ Hz associated with the lattice depth of $V_x = 4E_r$ used in our experiments. This gradient is provided by running current through our Ioffe coil.

The configuration of our Raman beams is shown in Figure 2.1. The two fields are derived from an EXALOS SLED source centered at $\lambda_{\text{SLED}} \approx 755$ nm and spectrally narrowed to a FWHM of $\approx 3$ nm using interference filters. Because the light source is spectrally broad, the path lengths for the two Raman beams must be matched well to ensure full interference contrast in the image plane. In the Raman 1 beam path, there is a delay line with a mirror on a one-axis stage that allows us to tune the length of the delay using a micrometer.
To control the beat frequency, \( \Delta \nu = \nu_2 - \nu_1 \), between the two Raman fields at frequency\(^*\) \( \nu_1 \) and \( \nu_2 \), each beam is passed through an acousto-optic modulator (AOM) with phase-locked RF tones. The RF circuit used to generate the tones is shown in Figure 2.2. The first RF tone is derived from a Crystek CVC055CL-0060-0110 voltage-controlled oscillator (VCO) locked to \( f_{PLL} = 80 \) MHz by an Analog Devices ADF4002 PLL chip\(^†\). The second RF tone comes from an Agilent E3300B signal generator running in FM mode wherein the output frequency is controlled via an analog voltage \( V_{FM} \). In this mode, the output frequency is given by \( f_{E3300B} = 80 \) MHz + \( \delta f_{FM}(V_{FM}) \) where the voltage \( V_{FM} \in [-1 \text{ V}, 1 \text{ V}] \) modulates \( \delta f_{FM}(V) \) over the inter-

*Unlike in §1.3.1, we define these frequencies in Hertz, rather than angular frequencies, i.e. rad/s.

†In some sense, the VCO is not locked to 80 MHz, but instead to some multiple of the frequency on the reference port of the ADF4002. As configured, the reference signal is 10 MHz and the ADF4002 locks the VCO to eight times that frequency, thus achieving 80 MHz.
Figure 2.2: RF circuit for Raman field acousto-optic modulators: The RF fields driving the frequency-shifting AOMs in Figure 2.1 are generated from an Agilent E3300B signal generator and a VCO that is phase-locked to a 10 MHz reference signal from the Agilent.

Val $[-1 \text{ kHz}, 1 \text{ kHz}]$. In order to drive two-photon Raman transitions, these two RF tones must be phase coherent and to this end, the ADF4002 uses a 10 MHz reference signal generated by the Agilent E3300B signal generator. Following the AOMs, the Raman frequencies are then

$$\nu_1 = \nu + f_{PLL} = \nu + 80 \text{ MHz}$$
$$\nu_2 = \nu + f_{E3300B} = \nu + 80 \text{ MHz} + \delta f_{FM}(V_{FM})$$

allowing us to tune the Raman beat frequency with an analog voltage.

The phase between the two RF tones affects the phase of the Raman beams on the atoms. This phase is not identical between experiments since the RF sources are not triggered on every experi-
Figure 2.3: The Raman and lattice fields are imaged through a common objective. They share a common Fourier plane with which the flux can be calibrated. Translating the Raman beam in the Fourier plane leads to a shift in the angle at which the Raman fields intersect with the image plane.

ment and instead are free running. While it is possible to achieve a consistent relative RF phase, the relative optical path length between the two Raman beams must also be stabilized in order to ensure a reproducible Raman lattice phase in the atom plane. This path length must be interferometrically stable, i.e. to within a wavelength. In our parameter regime where $\hbar \Delta \nu \gg J, K$, this phase variation is quickly averaged out and irrelevant to the dynamics we observe.

Following the optical setup shown in Figure 2.1, the Raman beams are imaged onto the 2D plane of the atoms. This imaging system is shared with the static, Bose-Hubbard lattice and hence there is a common Fourier plane as shown in Figure 2.3. In this plane lies a thin, glass correction plate used for reducing aberrations in our imaging system. Scatter from this plane can be conveniently used for imaging the light fields in the Fourier plane which is one method we use for calibrating the flux per plaquette in our system.

A schematic representation of this intermediate Fourier plane is shown in Figure 2.4. Here, the

1This would involve using two phase-locked reference signals derived from a direct digital synthesizer (DDS). The DDS signals would act as references for a pair of PLL chips to frequency lock narrowband VCOs. Changing the Raman beat frequency would involve programming one of the two DDS's to output a different frequency. The key advantage here with DDS technology is the option to clear phase accumulator, which would need to be done on both DDS's prior to the experiment to achieve a consistent RF phase.
Figure 2.4: Raman and lattice field in a shared Fourier plane: The Raman fields appear as a pair of spots in the
shared Fourier plane. The vector connecting these two spots is proportional to the wavevector of the Raman lattice.
The vertical (horizontal) separation of the beams affects the flux per plaquette (tunneling strength). The spatial sepa-
ration between the lattice beams is proportional to the lattice wavevector.

Bose-Hubbard lattice appears as four spots\(^4\) located at a radius of \(k_{\text{latt}} f / k_{\text{laser}} = f \sin(\theta_{\text{NA}})\) along
the \(\pm e_x\) and \(\pm e_y\) directions, where \(f = 12.1\) mm for our objective. As described in the previous
chapter, the Raman beams also interfere to form a lattice and so, in the Fourier plane, this results
in two spots within the radius set by the lattice beams located at \(k_1 f / k_{\text{laser}}\) and \(k_2 f / k_{\text{laser}}\). The
wavevector associated with the Raman lattice is given by the difference between the two individual
Raman wavevectors, i.e. \(\delta k = k_1 - k_2\). This wavevector is directly related to the vector connecting
the two Raman beams in the Fourier plane.

The horizontal separation of these beams, \(\delta k \cdot e_x\), gives rise to the horizontal component of
the Raman lattice’s phase velocity. To maximize the tunnel coupling for a given modulation depth
of the Raman lattice (See Equation 1.13), we position the beams such that
\(\delta k \cdot a e_x = \phi_x = \pi\).
In this case, the wavelength in the horizontal direction is twice that of the lattice spacing \(a\) and the
horizontal separation of the Raman beams is half that of the lattice beams.

The vertical separation of the Raman beams determines the phase difference between one row of

\(^4\)The Bose-Hubbard lattice consists of two independent lattices, each of which has a field proportional to
\(\cos(k x_i) \propto e^{i k x_i} + e^{-i k x_i}\), where \(x_i \in \{x, y\}\).
the running lattice and the next, \( \phi_y = \delta \mathbf{k} \cdot a e_y \). As discussed in the previous section, this phase difference gives rise to the flux per plaquette in our system. Hence, we can tune the effective magnetic field strength by adjusting the vertical separation of the Raman beams.

To translate the Raman beams in the Fourier plane and adjust either the flux and/or the laser-assisted tunneling strength, we use piezo-actuated mirrors (Thorlabs Polaris K1PZ mounts) located in the intermediate image plane shown in Figure 2.1. These mirrors adjust the angle of the beams in the image plane, which manifests as a change in position in the Fourier plane. To calculate the flux range we can achieve with this scheme, it is possible and perhaps easier to think in terms of adding fringes to the Raman beam in the image plane rather than displacements in the Fourier plane. The \( \approx 500 \, \mu \text{rad} \) angular deviation of the K1PZ mount and the \( \approx 30 \, \text{mm} \) beam size on the mirror results in being able to vary the number of interference fringes by

\[
\frac{500 \, \mu \text{rad} \times 30 \, \text{mm}}{755 \, \text{nm/ fringe}} \approx 20 \, \text{fringes}.
\]

There is a de-magnification of \( \approx 500 \) from the image plane on the piezo-actuated mirror to the atom plane, resulting in a final beam size of \( \approx 90 \) sites. A variation of \( \approx 20 \) fringes per piezo-actuated mirror means a total variation of \( \approx 40 \) fringes over \( \approx 90 \) sites, corresponding to a tuning range for \( \phi_x \) or \( \phi_y \) of \( \frac{40}{90} \times 2\pi \approx \pi \, \text{rad} \).

The flux can also be adjusted by flipping the sign of the relative detuning between the Raman beams. To drive laser-assisted tunneling, it is only the magnitude of the relative detuning, \( 2\pi \times |\Delta \nu| \), that must match the frequency offset, \( \Delta_{\text{tilt}} \). Hence, the sign of \( \Delta \nu \) can be reversed, reversing the
phase velocity or effectively reversing the progression of time. In this case, if a given row had previ-
ously been lagging its neighboring row by a phase $\phi_y$, it would now be leading its neighboring row
by a phase $\phi_y$, effectively reversing the sign of the flux or equivalently the magnetic field. Revers-
ing the sign of the relative detuning can be achieved by changing the RF drive into Raman 2 from
\[ 80 \text{ MHz} + \Delta_{\text{tilt}}/(2\pi) \] to \[ 80 \text{ MHz} - \Delta_{\text{tilt}}/(2\pi), \] which is possible through tuning $V_{\text{FM}}$. When the
range of fluxes achievable through translating in the Fourier plane is added, we have the ability to
adjust the flux $\Phi = \phi_y$ across almost the full relevant interval, $[-\pi, \pi]$.

As a final note, we note that the number of fringes we can add to the beam through the piezo-
actuated mirrors is fixed by the throw of the piezos, which is somewhat fundamentally limited.
Without departing from piezo-actuated mirrors, it is possible to increase the flux range by increas-
ing the demagnification so that the number of sites over which the number of fringes can vary is
decreased. Alternatively, one could use galvanometer-mounted mirrors rather than piezo-actuated
mirrors to achieve a larger range for the number of fringes.

2.2.1 Resonance Calibration

In order to drive laser-assisted tunneling, the relative frequency $2\pi \times \Delta \nu$ and the offset frequency
$\Delta_{\text{tilt}}$ between neighboring lattice sites must match. In our system, we meet this condition by tuning
the beat frequency and keeping the offset frequency fixed. For a coarse calibration, we look for a
resonance feature in the bulk:

1. Create a large $n = 1$ Mott insulator.

2. Ramp on a magnetic field gradient to tilt the optical lattice in the $e_x$ direction.
3. Ramp down the lattice in the $e_x$ direction.

4. Illuminate with Raman beams at a given beat frequency.

5. Image site occupation.

In the tilted lattice, tunneling is suppressed in spite of the low lattice depth. When the beat frequency is on resonance with the energy offset, the laser-assisted tunneling couples neighboring lattice sites. Due to the uniform filling of the Mott state, atoms must not only overcome the energy offset, but also the interaction energy of having two atoms on the same site. Hence, we expect resonance features at $\hbar \Delta_{\text{tilt}} + U$ and $\hbar \Delta_{\text{tilt}} - U$ in the site occupations. On resonance, we expect tunneling to drive the formation of doubly- and non-occupied sites, which are evident when probing the parity of site occupations, $p_{\text{odd}}$. In Figure 2.5 we plot this quantity as a function of the beat frequency $\Delta \nu$, which exhibits the $\hbar \Delta \nu = \hbar \Delta_{\text{tilt}} + U$ and $\hbar \Delta \nu = \hbar \Delta_{\text{tilt}} - U$ resonance features. The average of these two peak locations gives $\Delta_{\text{tilt}}$ which indicates the value of $\Delta \nu$ needed for resonant tunneling. These measurements also provide a means to calibrate the control voltage for the magnetic field. In Figure 2.6, we focus on the $\hbar \Delta \nu = \hbar \Delta_{\text{tilt}} - U$ peak and plot the spectrum obtained at various magnetic field strengths. The variation of the peak location with the control voltage, along with the fixed point obtained from the average of the peaks in Figure 2.5, is sufficient to characterize our magnetic field gradient.

The resonance features from these bulk measurements are susceptible to inhomogeneous broadening caused by local disorder in the lattice potential. To minimize these effects, we probe the system with a single line of atoms. This experiment is the same as the bulk experiment listed above, except that after the Mott insulator is formed (between steps 1 and 2), we use our DMD to cut out a
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Figure 2.5: Raman resonance scan in a bulk Mott insulator: Scanning the Raman beat frequency in the bulk leads to two resonance features at $\hbar \Delta_{\text{tilt}} \pm U$ corresponding to the processes shown in the panels on the right.

Figure 2.6: Tilt calibration using $\Delta_{\text{tilt}} - U$ bulk resonance feature: The location of the $\hbar \Delta_{\text{tilt}} - U$ resonance feature allows us to calibrate the control voltage for the magnetic field gradient that tilts the optical lattice potential.
Figure 2.7: Site-resolved Raman resonance scan: By scanning the Raman relative detuning in a system with a single line of atoms, we can directly observe the $\Delta_{\text{eff}}$ and mitigate effects of local disorder. Plotted is the occupation of the initial site in a tilted lattice after $t = 8.5$ ms of evolution plotted against the relative detuning of the Raman beams.

Unlike the bulk measurements, the resonance features are not shifted by the interaction energy $U$ because the high lattice depth in the $e_y$ direction prevents atoms from interacting with atoms in neighboring rows (horizontal tubes). On resonance, coupling between nearest neighbors in each column is restored, causing the initially localized atom to perform a quantum walk outwards and decreasing the occupation of the original site. In Figure 2.7, we plot this occupation following an evolution time of $t = 8.5$ ms as a function of the beat frequency of the two beams. The detuning where the site occupation is minimal corresponds to the point where resonant tunneling is restored. For more precise measurements, we can restrict the number of columns over which we average. For the quantum walk experiments shown in Chapter 5, the resonance was calibrated using 3 rows and found to be located at $\Delta \nu \approx 870$ Hz, which is the minimum of a Gaussian fit to the data.

For these calibrations, there are a few important considerations.
Evolution time  For a tunneling rate of $K$, the occupation of the initial site, $p_{\text{initial}}$, following an evolution time of $t$ is given by $^{42}$

$$p_{\text{initial}}(t) = \left| J_0 \left( \frac{4K}{h\delta} \sin (\pi\delta t) \right) \right|^2,$$

where $h\delta = h\Delta_{\text{tilt}} - h\Delta\nu$ is the detuning from resonance of the Raman beat frequency. This equation is only monotonic for small times $t$. Hence, it is important that the evolution time is restricted to early times to avoid non-linear broadening effects, $t \ll h/(2K)$.

High powers  The laser-assisted tunneling strength increases with the modulation depth of the Raman lattice. However, it is important to stay in the regime where the Floquet approximation, Equation 1.13, is valid. We require that $J_x$, the bare tunneling, and $K$, the restored tunneling, are both much smaller than the tilt per site $h\Delta_{\text{tilt}}$. In the phasor picture discussed earlier, population in the neighboring site tunnels to the next nearest neighbor before enough cycles have occurred on the neighboring site to cause the phasor sum to vanish when the drive is off-resonant. In addition to these broadening effects, harmonics appear at factors of the resonance frequency. We observe signatures of these effects in Figure 2.8a. We include a simulation which shows similar features in b.

2.2.2 Tunneling Calibration

The quantum walk experiments in the previous section can also be used to calibrate the strength of the laser-assisted tunneling since the outward propagation rate depends only on this strength when
Figure 2.8: Raman Harmonics: a Raman resonance scan taken at high powers that exhibits peaks at harmonics of the tilt frequency $\Delta_{\text{tilt}}/(2\pi)$. b Simulated Raman resonance scan for modulation depth of $V_{\text{mod}}/(\hbar\Delta_{\text{tilt}}) = 0.5$, bare tunneling rate $J_x = 100$ Hz, and tilt per lattice site of $\Delta_{\text{tilt}} = 2\pi \times 880$ Hz. This simulation does not use the time-independent Hamiltonian given by Floquet theory, but instead treats the Raman driving as a time-dependent modulation of the zero-point energies on each site.

the Raman beams have been tuned into resonance. A single atom is initialized in a one-dimensional lattice along $x$ at site $i = 0$ and the evolution of the density distribution is obtained (Figure 2.9a). We expect the density distribution on site $i$ to evolve according to

$$p_i(t) = \left| J_i \left( \frac{4K}{h\delta} \sin(\pi\delta t) \right) \right|^2,$$

where $J_i$ is the $i$th Bessel function of the first kind. The theoretical density distribution is fitted to the data (Figure 2.9a), yielding $K/h = 11.4$ Hz. We also investigate the dependence of the tunneling rates on the power of the Raman beams by performing single-particle quantum walks along $x$ and $y$ for several Raman lattice depths. The resulting tunneling rates and fits of the expected dependence are shown in Figure 2.9.

For the experiments presented in Chapter 5, evolution is restricted to a $2 \times N$ ladder. The poten-
tial along the rungs, i.e. the short axis of the ladder, is modified by the confining potential derived from the DMD. To calibrate the tunneling $J$ in this potential, we measure the the double-well oscillation frequency. We initialize an atom on one side of a double-well potential and measure its time evolution. The occupation number undergoes oscillations between the sites with frequency $2J$. We obtain the tunneling rate $J/h = 34$ Hz from a fit to the data.

### 2.2.3 Heating rates in a Raman lattice

We estimate heating rates in our Raman lattice by measuring the atom number decay as a function of time for different fluxes $\Phi$. Our experiments are performed on a time scale where this exponential decay is entirely dominated by its linear term, yielding

$$N(t) = N_0 \exp\left(-\frac{t}{t_0}\right) \approx N_0 - \frac{N_0}{t_0} t,$$
Figure 2.10: Heating rates from laser-assisted tunneling: Plotted is the average atom number as a function of time for different flux values and single- and two-particle experiments. For each set of parameters, the decay is fitted to a line which we interpret as the linear term in a power series expansion of an exponential atom number decay.

where $N_0$ and $t_0$ are the initial atom number and the $1/e$ decay time, respectively. Using these quantities as free parameters, we fit individual decay curves to our experimental data, the results of which are shown in Fig. 2.10.

Due to a variation of single-particle fidelities in the corresponding Mott insulators, the initial (average) atom number varies for different flux values $\Phi$, but the subsequent decay of the population is given by the heating dynamics in the Raman lattice. For the single-particle case with $\Phi = \pi/3$, the fitted decay time scale can not be distinguished from our vacuum-limited lifetime within the statistical error. For the experiments with two interacting particles in the ladder, we can compare the case without Raman lattice ($\Phi = 0$) to the case with photon-assisted tunneling for flux values
Figure 2.11: Atom number decay rates. The fitted decay rates for the five two-particle experiments plotted as a function of flux. Solid line is the average of decay rate for those cases where flux is non zero.

\[ \Phi = \pi/3, -\pi/3, \pi/2 \text{ and } \pi \] (cf. Fig. 2.11).

2.3 Instrumentation Control

Optical lattice emulator experiments require a precise symphony of digital and analog signals. For our apparatus, this sequence is typically ~45 s in length while requiring millisecond or better timing accuracy for short durations (~2 s). The digital signals control, for example, shutters for blocking laser beams, MOSFETs for connecting coils to power supplies, switches for passing RF drives to acousto-optic modulators, and triggers for cameras. The analog signals are primarily used as set-points for the feedback loops that control the optical power of our various lasers, which typically have a 0.5 V/decade gain profile. A typical experiment requires 50–100 digital channels and 10–20 analog channels. Hardware control in our experiment is based on hybrid system of two Viewpoint DIO-64 digital I/O and two National Instruments PCIe-6536 high-speed digital I/O systems for digital and analog control, respectively.
**Digital Control**  The Viewpoint DIO-64 cards provide 64 independent, digital output channels with a sample clock of 20 MHz. Digital pulses are easily defined via start and stop times. These signals are galvanically isolated using optocouplers before being utilized on the apparatus. At the time of writing, Viewpoint is now a part of National Instruments and the DIO-64 system is no longer available.

**Analog Control**  The National Instruments PCIe-6536 cards provide 32 independent, digital output channels with a sample clock of up to 25 MHz\(^4\). These digital outputs are used to program digital-to-analog converters, specifically the DAC9881 from Texas Instruments.

The following chapter focuses on our implementation of the PCIe-6536 for generating analog outputs. We discuss the DIO-64 system only in its interactions with the analog control system.

### 2.3.1 Serial Communication

The DAC9881 digital-to-analog converters utilize a standard 4-wire SPI synchronous serial interface for communication. To program an analog voltage, a host device must send the appropriate digital waveforms on the CS, SCLK, and SDI channels of each client DAC9881. The CS channel signals to the DAC9881 that a serial command is incoming. The SDI channel is toggled high and low to indicate the value of the bit to be transferred. A rising edge on the SCLK channel triggers the device to probe the SDI channel to determine the bit value. The fourth connection on this 4-wire interface is the SDO channel. The SDO channel reproduces the output of the internal shift register. The SDO channel

\(^4\)A sample clock of up to 50 MHz (10 MHz) is available with the PCIe-6537(5).
is designed such that multiple DAC9881 devices can be daisy-chained with each device costing only one additional digital output from the host (rather than three). In our experiment, we do not implement daisy-chaining and the SDO channel is left unconnected.

2.3.2 Clock Distribution with AD9522

Increasing Scalability In this system, each PCIe-6536 acts as an SPI host, generating the necessary serial commands to produce the desired analog voltage waveforms. If DAC9881 devices were directly connected to a PCIe-6536 host, each host would be limited to a maximum of $\lfloor \frac{32}{3} \rfloor = 10$ DAC9881 devices. In this case, each client device would have a dedicated digital output on its PCIe-6536 host for each of its CS, SCLK, and SDI digital inputs. To increase the capacity of each PCIe-6536 host in our implementation, the CS and SCLK lines are shared. One digital channel from each PCIe-6536 host is used as a reference signal for an AD9522 clock distribution chip associated to that PCIe-6536 host. The reference signal is connected to the port labeled REFIN on the datasheet. The AD9522 is configured to create 24 identical clock outputs, phase-locked to the reference clock from the PCIe-6536. Two DIO channels from each PCIe-6536 host are used as CS channels for that host’s client devices. Each DIO channel used for this purpose is shared between 12 client devices. This reduces the per client channel usage and allows us to reach a maximum capacity of 24 DAC9881 clients per PCIe-6536 host. The DIO channels used for the reference signal connected to each AD9522, the two DIO channels used as shared CS channels, and the 24 DIO channels connected to the client SDI

---

1In principle, the DIO-64 devices are capable of acting as an SPI host, however they have very limited memory and are not suited for this role.
Clock doubling  In addition to multiplexing the high-speed clock signal, each AD9522 also serves the crucial function of doubling the frequency of the input reference clock. If $f_{\text{SMP_CLK}}$ is the sample clock frequency of the clock signal to each PCIe-6536 host, then that PCIe-6536 could change digital values on each of its DIO outputs at a rate of at most $f_{\text{SMP_CLK}}$. Hence, the DIO output used as the reference for the AD9522 would be able to output a clock frequency of at most $f_{\text{SMP_CLK}}/2$. If this reference frequency were not doubled, then the digital waveform streamed to each client DAC9881 on its SDI channel would need to be restricted to at most $f_{\text{SMP_CLK}}/2$. To satisfy this condition, each bit generated by the PCIe-6536 host to SDI channels on client devices would have to be repeated to reduce the digital waveform data rate to $f_{\text{SMP_CLK}}/2$. With the AD9522, this inconvenience can be avoided. The AD9522 has a number of on-chip dividers that allow for the distributed clocks to be at a different frequency from the input reference signal. In our case, we choose the distributed clocks to have a frequency of $f_{\text{SMP_CLK}}$, i.e. double the frequency of the input reference signal at $f_{\text{SMP_CLK}}/2$. In Table 2.1, we compile the necessary values for the various dividers and counters on the AD9522 to achieve $f_{\text{SMP_CLK}}$ on its outputs for $f_{\text{SMP_CLK}}$ values of 12.5 MHz and 25 MHz.

2.3.3 Memory Structure

Whereas start/stop times define the digital waveforms for the DIO-64, a 1D array of 32-bit integers, which we name NI_waveform, defines the digital waveforms for all of the DIO channels on a given PCIe-6536. In Figure 2.13, we diagram how the analog voltage for a single unit of time is
Figure 2.12: Combining the AD9522 with the PCIe-6536: In order to increase the scalability of the analog control system, we utilize an AD9522 clock distribution chip to duplicate a single DIO on the PCIe-6536, obviating the need to devote a DIO for every client device. In addition, the AD9522 allows us to double the reference clock from the PCIe-6536.
## Table 2.1: AD9522 Configuration
This table details the settings needed for Agilent E33250A and the AD9522 to support 368 kHz and 735 kHz analog update rate operation.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
<th>Value</th>
<th>Units</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Rate</td>
<td>368</td>
<td>735</td>
<td>kHz</td>
<td>Update rate of analog voltages</td>
</tr>
<tr>
<td>$f_{\text{Agilent}}$</td>
<td>12.5</td>
<td>25</td>
<td>MHz</td>
<td>Frequency of Agilent clock fed to the PCIe-6536</td>
</tr>
<tr>
<td>$f_{\text{REFIN}}$</td>
<td>6.25</td>
<td>12.5</td>
<td>MHz</td>
<td>Reference clock generated by PCIe-6536 which is then multiplied and distributed by the AD9522. Fixed by software to a maximum value of $f_{\text{Agilent}}/2$.</td>
</tr>
<tr>
<td>R divider</td>
<td>1</td>
<td>1</td>
<td></td>
<td>Reference clock is divided down by the R divider and then fed to the phase frequency detector (PFD)</td>
</tr>
<tr>
<td>$f_{\text{VCO}}$</td>
<td>2.4</td>
<td>2.55</td>
<td>GHz</td>
<td>Frequency of the on-chip VCO. According to the datasheet, this is limited to 2.530 to 2.5950, but 2.4 seems to work.</td>
</tr>
<tr>
<td>N divider</td>
<td>P/P+1 prescalar</td>
<td>32</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>B counter</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A counter</td>
<td>0</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{\text{PFD}}$</td>
<td>6.25</td>
<td>12.5</td>
<td>MHz</td>
<td></td>
</tr>
<tr>
<td>VCO Calibration Divider</td>
<td>4</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VCO divider</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel Divider</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N counter</td>
<td>15</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M counter</td>
<td>15</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{\text{CLK1..24}}$</td>
<td>12.5</td>
<td>25</td>
<td>MHz</td>
<td>Clock doubler does not seem to work (no reason given, but disabled based upon suggestion from an AD engineer)</td>
</tr>
<tr>
<td>clock doubler</td>
<td>off</td>
<td>off</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
programmed. Each programming voltage instruction to the DAC9881 host devices requires 34 sample clock cycles, i.e. a 34-bit word, in our implementation**. Hence, the analog update rate of our control system is $f_{\text{SMP_CLK}}/34$, which is approximately 368 kHz for the current configuration of $f_{\text{SMP_CLK}} = 12.5$ MHz, corresponding to a time step of approximately 3 $\mu$s. In the first step, the desired voltage for channel $n$ at $t_0$, $V_n(t_0)$, is converted into a digital word, $V^B_n(t_0)$, approximating the analog value to 18-bit precision. Associated with the analog values of all the DAC9881 devices connected to a particular PCIe-6536 at each time is a 34-$\text{int32}$ stretch of $\text{NI\_waveform}$. In the second step, $V^B_n(t_0)$ is stored into the $n$th $\text{int32}$ of that 34-$\text{int32}$ stretch as shown in b. In the third step, the first 32 $\text{int32}$’s of the 34-$\text{int32}$ stretch are bit-wise transposed††, resulting in the memory structure shown in c. In d, we graphically represent how this 34-$\text{int32}$ stretch of $\text{NI\_waveform}$ translates to outputs on each of the DIO outputs. The last two $\text{int32}$’s shown in Figure 2.13b-d, which we name CSblock, are used for setting the global chip-select channels, DIO1 and DIO31, high‡‡ and appear in every 34-$\text{int32}$ stretch of $\text{NI\_waveform}$.

The PCIe-6536 is capable of directly accessing (DMA) a computer’s random access memory (RAM). Thus, even though the PCIe-6536 has a small on-board FIFO buffer, it is able to perform latency-free output for a large $\text{NI\_waveform}$ array. As currently configured, we transfer the $\text{NI\_waveform}$ array in sections of 7,650,000 $\text{int32}$’s at a time* using the DAQmxWriteDigitalU32 function.

**In principle, the DAC9881 only requires 24 clock cycles for each instruction, excluding the necessary chip-select actions.

††To perform this bit-wise transpose, we use a straight-line version of transpose32c as described in Reference94 and available at hackersdelight.org.

‡‡In addition, DIO13 and DIO21, the DIO channels associated with the $\text{SYNC}$ and $\text{PD}$ inputs on each AD9522, are set high.

*This number was chosen somewhat arbitrarily, the only consideration which I can recall is that it be an integer multiple of 34, in which case it would represent an integer number of bit-wise transpose operations.
In order for this piece-by-piece streaming of NI_waveform to work properly, it is important that DAQmxCfgPipelinedSampClkTiming is used for configuring the PCIe-6536 task.

2.3.4 PCIe-6536 DIO channel budget

The AD9522 itself carries a 3 channel overhead as it itself needs to be configured to run properly. More details regarding the use of each output channel of the PCIe-6536 host is shown in Table 2.2.

2.3.5 Client devices

In our experiment, we use DAC9881 designed in three different circuits, allowing for \([0, 5]V\), \([-5, 5]V\), and \([-10, 10]V\) operation. In addition, the PCIe-6536 system described is not restricted to programming DAC9881 devices. The digital waveforms sent to each potential peripheral device are subject to constraints due to the shared CS and SCLK lines. Additionally, due to the programming scheme described in the previous section, our implementation is restricted to communicating in words of exactly 32 bits wide. In spite of these constraints, the serial communication modules on many digital electronics are amenable to programming with this system and, at present, we also use this hardware control system to program the ADF4002 for generating radio frequency signals.

2.3.6 Reducing noise

In order to reduce potential noise sources, the connection between the PCIe-6536 host and the DAC9881 clients is galvanically isolated using ADuM Isolators. In addition, the serial data are transmitted as LVDS signals on shielded twisted pair cables (easily available given their use as Ethernet
Figure 2.13: Analog data memory structure. This figure describes the protocol for generating the appropriate digital waveforms on the PCIe-6536 from the desired analog waveforms. 

**a** desired analog waveform $V_n(t)$ in time for channels $n = 2, 30$

![Graph showing voltage vs. time for channels 2 and 30](image)

**b** $V_n(t_0)$ as initially stored in memory

![Diagram showing initial memory storage](image)

**c** final memory (i.e. following bit-wise transpose) associated with $V_n(t_0)$

![Diagram showing final memory storage](image)

**d** memory as given to output

![Diagram showing output memory](image)

The bits are streamed out of the DIO ports as shown graphically.
<table>
<thead>
<tr>
<th>Type</th>
<th>#</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIO</td>
<td>0</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>1</td>
<td>global chip select (DIO((n &lt; 15)))</td>
</tr>
<tr>
<td>DIO</td>
<td>2</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>3</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>4</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>5</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>6</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>7</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>8</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>9</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>10</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>11</td>
<td>reference clock for AD9522</td>
</tr>
<tr>
<td>DIO</td>
<td>12</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>13</td>
<td>SYNC on AD9522</td>
</tr>
<tr>
<td>DIO</td>
<td>14</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>15</td>
<td>chip select for AD9522 programming</td>
</tr>
<tr>
<td>DIO</td>
<td>16</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>17</td>
<td>serial clock for AD9522 programming</td>
</tr>
<tr>
<td>DIO</td>
<td>18</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>19</td>
<td>serial data for AD9522 programming</td>
</tr>
<tr>
<td>DIO</td>
<td>20</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>21</td>
<td>PD for AD9522</td>
</tr>
<tr>
<td>DIO</td>
<td>22</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>23</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>24</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>25</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>26</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>27</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>28</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>29</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>30</td>
<td>serial data channel</td>
</tr>
<tr>
<td>DIO</td>
<td>31</td>
<td>global chip select (DIO((n &gt; 15)))</td>
</tr>
</tbody>
</table>

**Table 2.2:** This table lists the function of each DIO channel for each PCIe-6536. 24 channels serve as serial data channels and 2 channels serve as chip-select channels for client devices. The rest of the channels are used for the programming and control of the AD9522 associated with each PCIe-6536.
Synchronization

At the time of writing, the experiment utilizes two DIO-64 and two PCIe-6536 cards. Digital channels from the same device as well as separate devices must be consistently referenced to each other from experiment to experiment. In Figure 2.14, the synchronization scheme is diagrammed.

Starting from the right, the first DIO-64 device is clocked by an Agilent E33250A function generator running at 20 MHz with 5 V amplitude. This clock signal is internally rerouted to the RTS10...
line on the RTSI bus shared by the two PCIe-6536 and two DIO-64 cards. The second DIO-64 device sources its sample clock from the RTSI0, thus synchronizing the DIO-64 devices. The first PCIe-6536 device receives a 12.5 MHz\(^\dagger\) 3.3V clock signal from an Agilent E33250A function generator on its PFI4 line. This clock signal is internally rerouted to the RTSI7 line, which then clocks the second PCIe-6536 device.

The first DIO-64 is internally triggered. This pulse is internally rerouted to the RTSI2 line to trigger the rest of the devices. To maintain the phase reference, it is also important that the two Agilent E33250A clocks are phase-referenced, which is accomplished through a shared 10 MHz reference.

The above protocol ensures mutual synchronization between all of the control devices. However it is also helpful to synchronize the experiment to the same phase of the 60 Hz AC line. This is accomplished through the 60 Hz line synchronization portion on the left side of the diagram in Figure 2.14, consisting of a LT1011 to convert the 60 Hz sine wave into a square wave and a pair of rising edge triggered D flip flops in the SN74HCT74 package. The output of this circuit gates the two Agilent E33250A devices, which are set to Gated Burst mode\(^\dagger\). When the clock_resync line is low, the output of this circuit is high, allowing the two function generators to run and the PCIe-6536 and DIO-64 devices to output the programmed digital waveforms.

When a rising edge from the clock_resync line is detected, the AC line synchronization circuit is reset, with the output going low. This output will remain low until a specific point in the 60 Hz AC line.

\(^\dagger\)It is possible to double the analog update rate. The procedure includes setting this Agilent E33250A function generator to 25 MHz. See Table 2.1 for more details.

\(^\dagger\)The time between the rising edge on the gate and the first edge of the generated clock is fixed.
cycle. The overall effect is that a variable phase shift is added to the clock signals fed into the DIO-64 and PCIe-6536.

The DIO-64 can readily deal with the phase shift because it generates pulses based upon counting cycles of that input clock. The PCIe-6536 system cannot deal with the phase shift. While each PCIe-6536 is synchronized to follow the Agilent E33250A function generator (whether directly or indirectly through the RTSI7 line) and thus should simply exhibit the phase shift required to synchronize with the AC line in its generated digital waveform at the time of the clock_resync pulse, the clock that is sent to the DAC9881 devices is generated from that PCIe-6536’s associated AD9522. On each AD9522 is a phase-locked loop (PLL) that locks an on-chip VCO to the reference signal on its REFIN port, which we have configured to be the digital waveform from DIO11 of its associated PCIe-6536 (See Table 2.2). Under normal operation, DIO11 outputs a consistent square wave. However, the phase shift that occurs when the clock_resync line is pulsed will throw the PLL on the AD9522 out of lock, thus feeding the DAC9881 peripherals with irregular waveforms and resulting in spurious output on these peripherals. The PLL on each AD9522 needs time to re-lock when it encounters this phase shift. Hence, prior to each clock_resync pulse, instructions are sent to each AD9522 through the SPI channel defined by DIO15, DIO17, and DIO19 to power down the distributed clocks, thus preventing any client devices from clocking in data. The distributed clocks are re-enabled 3.05 ms after the Agilent E33250A function generators are re-enabled by the AC line synchronization circuit, a duration which is sufficiently long to allow for each AD9522’s PLL to re-lock.

The clock_resync line and corresponding 60 Hz line synchronization are activated twice in the

\[\text{§}\] See discussion on Increasing Scalability in §2.3.2.
In this figure, we show two example timing diagrams for the sequence events that follow a pulse on the clock_resync line shown in Figure 2.14. When a rising edge on the clock_resync line is detected, the gate line is forced low, causing the Agilent clock sources to cease outputting as shown by the flat-lining of sample clock 1 and sample clock 2 in the diagram (drawn frequencies are much slower than the 20 MHz and 12.5 MHz used in reality). The gate line stays low for a period $t_{\text{resync}}$ during which the line sync circuit waits for a specific phase of the AC 60 Hz, which we have chosen arbitrarily for this diagram. As can be seen by comparing Realization 1 and Realization 2 in the diagram, $t_{\text{resync}}$ is variable—changing because the experiment is not a fixed number of 60 Hz cycles. After $t_{\text{resync}}$, there are fixed delays of $t_{\text{gate}}$ and $t_{\text{clk}}$ (given by the electronics) after which the gate and sample clocks resume, respectively.

**Figure 2.15: AC 60 Hz line synchronization**
course of an experiment, once at the beginning and once following RF evaporation.
You should call it entropy, for two reasons. In the first place your uncertainty function as been used in statistical mechanics under that name, so it already has a name. In the second place, and more important, no one really knows what entropy really is, so in a debate you always have the advantage.

John von Neumann

Orbital excitation blockade and algorithmic cooling

This chapter has appeared in:
“Orbital Excitation Blockade and Algorithmic Cooling in Quantum Gases,”
W. S. Bakr, P. M. Preiss, M. E. Tai, R. Ma, J. Simon, M. Greiner
Nature 480, 500-503 (2011)
An ultracold gas of bosonic atoms in the ground band of an optical lattice is described by the Bose-Hubbard model in which atoms can tunnel between neighboring sites and interact via an onsite repulsive contact interaction. In a deep lattice where the interactions dominate, the ground state of the system is a Mott insulator with a fixed atom number per site that is locally constant over a region of the insulator. The energy per site in the absence of tunneling is \( \frac{1}{2} U_{gg} n(n - 1) \), where \( U_{gg} \) is the interaction energy for two atoms in the ground lattice orbital state and \( n \) is the atom number on the site. The Mott state exhibits a transport blockade phenomenon in which the presence of an atom on a site energetically prevents tunneling of a neighboring atom onto that site even in the presence of a small bias between the sites. The transport is blocked unless the bias makes up for the interaction cost, making it possible, for example, to count atoms tunneling across double-wells in a superlattice. In this work, we explore an excitation blockade phenomenon that does not involve transport in the lattice. The excitation transfers localized atoms between different orbitals on the same site through modulation of the lattice depth at a frequency close to a vibrational resonance. Physics in higher optical lattice orbitals has been the focus of much recent experimental work including the study of dynamics in higher orbitals, multi-orbital corrections to the interaction energy, and unconventional forms of superfluidity involving higher orbitals.

3.1 Interaction-induced orbital excitation blockade

The orbital excitation blockade (OEB) mechanism can be understood in the simplest scenario for two atoms in a single site of a deep three-dimensional lattice, in which the vibrational frequencies
in all three directions are taken to be different to avoid degeneracies. The lattice depth along the $z$-direction is modulated weakly, which in the presence of anharmonicity of the lattice potential drives atoms between the ground orbital and a single, specific excited $z$-orbital, subject to a selection rule that only allows coupling to orbitals of the same symmetry. For a single atom, excitation to the $m$th orbital requires modulation at a frequency $\omega_{z,0\rightarrow m}$ which is approximately $m\omega_{z,0\rightarrow 1}$ ignoring the anharmonicity of the onsite potential. With more than one atom on a site, the interaction introduces an orbital-dependent shift of the energy levels as shown in Figure 3.1. In general, the interaction shifts $U_{gg}$, $U_{ge}$, and $U_{ee}$ are all different and the differences are a significant fraction of $U_{gg}$, where $g(e)$ denotes atoms in the ground (excited) orbital. If the coupling strength due to the modulation is small compared to these differences and the modulation frequency is tuned to $\omega_{z,0\rightarrow m} + (U_{ge} - U_{gg})/\hbar$, only a single atom is transferred to the higher orbital and the transfer of a second atom is off-resonant. In this sense, the first excitation blocks the creation of a second excitation.

3.2 Experimental apparatus

The following experiments are utilize a two-dimensional Bose-Einstein condensate of rubidium atoms residing in a single plane of a one-dimensional optical lattice, henceforth referred to as the axial lattice, with a vibrational frequency of $\omega_{z,0\rightarrow 1} = 2\pi \times 5.90(2)$ kHz. The $z$-axis is perpendicular to the plane and points along the direction of gravity. In addition, we introduce a lattice in the plane with a spacing of $a = 680$ nm and a depth of $45E_{r}$ (trap frequency of 17 kHz), where
\[ \delta = U_{ee} + U_{gg} - 2U_{eg} \]

Figure 3.1: Orbital excitation blockade mechanism in an optical lattice. A single atom on a site is excited to a higher orbital by resonantly modulating the lattice depth. For two atoms on the same site, interactions lead to an orbital-dependent energy shift. Modulation at the appropriate frequency excites one of the atoms to the higher orbital, but is off-resonant for exciting the second with a blockade energy \( \delta \).
\[ E_r = \frac{\hbar^2}{8ma^2} \] is the recoil energy of the effective lattice wavelength, with \( m \) the mass of \(^{87}\text{Rb}\). The resulting Mott insulator is at the focus of a high resolution optical imaging system capable of detecting atoms on individual lattice sites through fluorescence imaging. Light-assisted collisions at the start of the imaging process reduce the occupation of a site to its odd-even parity\(^{13}\).

3.3 Orbital excitation blockade in a Mott insulator

We start by demonstrating coherent driving of atoms in a Mott insulator between two orbitals. In the presence of a harmonic trap, the atoms in a 2D Mott insulator are arranged in concentric rings of fixed atom number per site, known as shells, with the largest occupation at the center\(^{13}\). We prepare a Mott insulator with two shells and modulate the axial lattice depth by \( \pm 1.1(1)\% \) at a frequency chosen to transfer atoms from the ground state to the second excited orbital. A modulation frequency corresponding to exactly \( \omega_{z,0 \rightarrow 2} \) is resonant for atoms in the outer shell with one atom per site \( (n = 1) \). Excitation to the fourth excited orbital is suppressed because of an energy shift of \( \hbar \times 1200(80) \) Hz owing to the anharmonicity of the onsite potential. Rabi oscillations between the states \( |g\rangle \) and \( |e\rangle \) are detected by lowering the axial lattice depth at the end of the modulation so that the excited orbital state becomes unbound and any population in it escapes along the \( z \)-axis due to gravity. The Rabi oscillations in that shell, shown in Figure 3.2b, have a frequency \( \Omega = 2\pi \times 23.3(2) \) Hz.

The OEB is demonstrated in the inner \( n = 2 \) shell by modulating at a frequency of \( \omega_{z,0 \rightarrow 2} + (U_{ge} - U_{gg})/\hbar \). For our parameters, \( U_{gg}, U_{ge}, \) and \( U_{ee} \) are \( \hbar \times 480(30), 360(20), 310(20) \) Hz respectively. The
Figure 3.2: Time, frequency and site-resolved coherent transfer of atoms in a Mott insulator between orbitals. a, Excitations transferring a single atom in the $n = 1$ (orange) or $n = 2$ shell (blue) from the ground to the second excited orbital are spectroscopically resolved in a two-shell Mott-insulator. b, Rabi oscillations between the two orbitals are observed by driving at the resonant frequencies for atoms in the $n = 1$ shell and c, $n = 2$ shell of a Mott insulator. Bose-enhancement leads to faster oscillations in the $n = 2$ shell. When the atom number is reduced to obtain one atom per site in the region previously containing two atoms, the interaction shift suppresses oscillations (black). All error bars are one standard error of the mean. (i-iii) Site-resolved snapshots of the Mott insulator are shown at different points in the Rabi cycles.
Rabi oscillations between $|g, g\rangle$ and $1/\sqrt{2}(|e, g\rangle + |g, e\rangle)$ are detected as an oscillation of the parity between even and odd after ejecting the atom in the excited orbital and are shown in Figure 3.2c. For the same modulation amplitude as before, the oscillations are expected to occur $\sqrt{2}$ times faster than the resonant oscillation in the $n = 1$ shell owing to Bose-enhancement. We indeed observe a frequency ratio of 1.42(1) between the oscillation frequencies. A full frequency spectrum in the two shells is shown in Figure 3.2a and the frequency separation of the two resonances of 160(10) Hz matches well with the theoretically expected value of 165(35) Hz when the impact of virtual orbital changing collisions is included (see Methods).

3.4 Cooling through algorithmic number filtering

We next employ OEB to demonstrate a new path to cooling quantum gases. Evaporative cooling has been the workhorse technique for cooling atomic gases to nanokelvin temperatures. However, current interest in studying the physics of strongly-correlated materials, such as high-$T_c$ cuprates, using ultracold gases has spurred research into developing new cooling techniques that can reach the requisite picokelvin regime. The field of quantum information offers an alternative cooling paradigm, wherein a sequence of unitary quantum gates purifies a subset of the qubits in a system by moving entropy and isolating it in another part of the system. One realization of such a cooling scheme, heat-bath algorithmic cooling, has been successfully demonstrated with solid-state nuclear magnetic resonance qubits. We introduce an analogous technique for quantum gases where the unitary operations are achieved using OEB, building on previous theoretical proposals in
A bosonic quantum gas at a finite temperature $T$ adiabatically loaded into the ground band of an optical lattice stores its entropy in the form of atom number fluctuations in the zero-tunneling limit. Within the local density approximation, a lattice site with a local chemical potential $\mu$ is described by a density matrix $\hat{\rho} = \sum_n p_n \ket{n}\bra{n}$, where $p_n$, the probability of having $n$ atoms on the site, is given by $e^{-\beta(\frac{1}{2}U_{gg} n(n-1) - \mu n)}/Z$. Here, $\beta = 1/k_B T$ and $Z$ is the grand canonical partition function.

Cooling to zero temperature is achieved by changing the atom number distribution on each site to obtain $p_n = \delta_{n, \lceil \mu/U_{gg} \rceil}$.

The crucial ingredient for algorithmic cooling is a unitary operation that realizes the transformation $|n, m\rangle \rightarrow |n-1, m+1\rangle$ for each $n$ separately, where $|n, m\rangle$ denotes a Fock state with $n$ atoms in the ground band and $m$ atoms in an excited band. Resonant lattice modulation in the presence of OEB results in a rotation gate, $\hat{R}_{nm}(t) = \exp \left[i(\Omega_{nm}t|n - 1, m + 1\rangle\langle n, m| + c.c.)\right]$, where $\Omega_{nm}$ is the transition’s Rabi frequency and the required transformation is achieved for a modulation time $t = \pi/2\Omega_{nm}$. Entropy is transferred from the ground band to the excited band by performing a sequence of $\pi$ gates $\hat{R}_{N-s,s}$ from $s = 0$ to $s = N - 1$ with $N$ chosen large enough such that $p_N \approx 0$ in the initial state. At the end of this sequence, most of the entropy of the gas has been transferred to the excited band and can be removed from the system by ejecting the atoms in that band. The local chemical potential $\mu$ is readjusted to recover a situation closer to thermal equi-
librium by reducing the harmonic confinement to a new value $\omega_{\text{low}}$ so that $\mu < U_{gg}$ throughout the gas. At this point, residual entropy is stored in the resulting $n = 1$ Mott insulator in the form of holes that are preferably located near the edge of the cloud. The gas is allowed to rethermalize by lowering the lattice depth to allow tunneling, and the final entropy of the thermalized state would be significantly reduced compared to the initial state.

3.5 Algorithmic cooling of a finite temperature Mott insulator

We start by experimentally demonstrating the algorithm on a state with known atom number, namely a four shell Mott insulator, and reducing the site occupation everywhere in the insulator to a single atom per site. To increase the blockade energy for this set of experiments, we transfer atoms to the fourth axial orbital rather than the second. We also replace the rotation gates demonstrated in the first part of this work with Landau-Zener transitions to improve the fidelity of the algorithm. We linearly sweep the modulation frequency from 20.90 kHz to 21.65 kHz in 250 ms. The chirp realizes a sequence of quantum operations that transfer atoms to the excited orbital one at a time, until only one atom remains in the ground state in all shells (Figure 3.3a). We probe the ground orbital occupancy at different points in the frequency chirp by ejecting atoms in the higher orbital as before and then performing the parity imaging. The parity of the different shells during the chirp is shown in Figure 3.4a, and an analogue of the typical Coulomb blockade staircase is seen in the data. Shell-sensitive manipulation of a Mott insulator had been achieved in previous experiments using a microwave transition between hyperfine states, but the lack of a strong blockade allowed transfer of
only a small fraction of the population to the target state$^{22}$. 

Next, we demonstrate cooling by performing the algorithm on a state that is far from the many-body ground state. To prepare such a state, we non-adiabatically load a condensate into a deep lattice, projecting the wavefunction onto a state with Poissonian site occupancy that rapidly loses coherence between sites. Using the same operation sequence as before, we progressively reduce the randomness of the ground band occupancy, preparing a single-occupancy Mott insulator (Figure 3.3b).

We enhance the odd occupancy from 0.45(1) to 0.76(2) (Figure 3.4b), demonstrating significant atom number squeezing limited by the conversion efficiency of the Landau-Zener transitions. To complete the algorithm, we readjust the harmonic confinement to obtain a state close to the many-body ground state. We verify the ground state character by ramping back adiabatically to a $5E_r$. 

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Algorithmic cooling in an optical lattice. \textbf{a}, Landau-Zener chirp for transferring entropy from the ground to the fourth band. The lattice modulation frequency is swept across the transition resonances from left to right. The interaction shifts $\Delta \omega_z$ for excitation of one of $n$ atoms to the fourth orbital relative to the excitation frequency for a single atom on a site, are shown for different orbital occupations. Excitation processes in the same column happen at almost the same frequency to within 30 Hz (see Supplementary Table B.1). \textbf{b}, A state with random occupation in a deep lattice is far from the Mott insulating ground state. Sequential filtering operations followed by reduction of the confinement prepares the ground state, which can be adiabatically converted to a thermalized superfluid in a shallow lattice. Red (blue) spheres denote atoms in the ground (excited) band.} 
\end{figure}
Figure 3.4: Experimental realization of algorithmic cooling. a, By chirping the modulation towards higher frequencies, atoms in a four-shell Mott insulator are sequentially excited one at a time to the fourth orbital. Population in the higher orbital is subsequently ejected at the end of the chirp. The average parity in the $n = 1$ (orange), $n = 2$ (blue), $n = 3$ (black) and $n = 4$ (green) shell is shown at different points in the chirp, together with single shot images, illustrating the conversion to a three, two and finally one shell insulator. b, The same frequency chirp algorithmically cools a state with random occupancy into an $n = 1$ Mott insulator, observed as an enhancement in odd occupancy. All error bars are one standard error of the mean. c, (i) An incoherent cloud does not exhibit an interference pattern in a 5 ms time of flight expansion after adiabatically lowering the lattice depth. (ii) Cooling converts the incoherent cloud to a Mott insulator in the deep lattice. After adiabatically lowering the lattice depth, a superfluid forms and an interference pattern is obtained in the expansion images.

lattice in 100 ms and releasing the atoms from the lattice. Without cooling, we obtain a featureless cloud shown in Figure 3.4c(i), indicating an absence of the coherence expected in the superfluid ground state. With cooling, the Mott insulator is adiabatically converted to a superfluid, giving rise to matter wave interference peaks shown in Figure 3.4c(ii).

3.6 Technical limitations

We now discuss the limits on the entropies that can be achieved with algorithmic cooling. The conversion efficiency to a single-occupancy Mott insulator is technically limited in our system by heating due to spontaneous emission during the sweep and to a lesser extent, by the efficiency of the Landau-Zener sweep for clouds with large average occupancies (see Methods). While we have
demonstrated cooling of hot clouds, the single-occupancy probability we have achieved using algorithmic cooling in a two-shell Mott insulator is 0.94(1). This is comparable to what had been previously achieved with evaporative cooling, corresponding to an average entropy of 0.27k_B per particle\textsuperscript{13}. Nevertheless, lattice heating can be made negligible by using a further-detuned lattice (e.g. 1064 nm), while shaped pulses can improve the Landau-Zener transfer efficiency\textsuperscript{77}. More fundamentally, the single-shot cooling algorithm we have implemented is limited by initial holes in the Mott insulator which cannot be corrected. However, repeated iterations of the algorithm can circumvent this problem and bring the cloud to zero entropy with quick convergence\textsuperscript{77}. The cycle alternates between (a) using OEB to produce a reduced entropy \( n = 1 \) insulator in a harmonic confinement \( \omega_{\text{low}} \) (demonstrated above) and (b) adiabatically increasing the confinement to \( \omega_{\text{high}} \) in the presence of tunneling to move hot particles to the center of the cloud where they can be removed again. Alternatively, the outer edge of the cloud containing the holes can be removed using the high resolution available in our system\textsuperscript{95}.

3.7 Conclusion

In conclusion, we have observed a new blockade phenomenon in optical lattices when exciting atoms to higher orbitals, analogous to dipole excitation blockade in Rydberg atoms. The blockade permits deterministic manipulation of atom number in an optical lattice. We have used it to convert a multi-shell Mott insulator into a singly-occupied insulator with over a thousand sites, the largest quantum register achieved so far in an addressable system. The same technique allows initialization
of registers in longer wavelength lattices where a Mott insulator cannot be prepared\textsuperscript{72}. OEB also opens a route to implementing quantum gates in optical lattices. Single-site addressing\textsuperscript{95}, possible with our microscope, can perform rotations of individual orbital-encoded qubits rather than the global rotations demonstrated in this work. Controlled-NOT gates can be implemented by conditionally moving the control qubit onto the target qubit site, and performing an interaction-sensitive rotation of the target qubit\textsuperscript{84}. Finally, the algorithmic cooling technique we have developed could potentially achieve the ultralow entropies required for quantum simulation\textsuperscript{58,20} and computation in optical lattices, and establishes a bridge to quantum information for importing novel ideas for cooling quantum gases.
Don’t let your heart depend on things
That ornament life in a fleeting way!
He who possesses, let him learn to lose,
He who is fortunate, let him learn pain.

Friedrich Schiller in Die Braut von Messina
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Quantum thermalization of an isolated, many-body quantum system

Portions of this chapter have appeared in:
“Quantum thermalization through entanglement in an isolated many-body system,”
A. M. Kaufman, M. E. Tái, A. Lukin, M. N. Rispoli, R. Schittko, P. M. Preiss, M. Greiner
Science 353, 6301, 794-800 (2016)
The concept of entropy is fundamental to thermalization, yet appears at odds with basic principles in quantum mechanics. Statistical mechanics relies on the maximization of entropy for a system at thermal equilibrium. However, an isolated many-body system initialized in a pure state will remain pure during Schrödinger evolution, and in this sense has static, zero entropy. The underlying role of quantum mechanics in many-body physics is then seemingly antithetical to the success of statistical mechanics in a large variety of systems.

We have experimentally studied the emergence of statistical mechanics in a quantum state and observed the fundamental role of quantum entanglement in facilitating this emergence. We performed microscopy on an evolving quantum system and we saw thermalization occur on a local scale, while we measured that the full quantum state remained pure. We directly measured entanglement entropy and observed how it assumes the role of the thermal entropy in thermalization. Although the full state remained measurably pure, entanglement created local entropy that validated the use of statistical physics for local observables. In combination with number-resolved, single-site imaging, we demonstrated how our measurements of a pure quantum state agreed with the Eigenstate Thermalization Hypothesis and thermal ensembles in the presence of a near-volume law in the entanglement entropy.

We did all of this and reported the results through a manuscript published in 2016. For more details, I must refer you to future thesis.
The effect of a uniform magnetic field on the conduction electrons in a magnetic field is of general interest for a variety of magnetic phenomena.

Philip G. Harper
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Microscopy of the interacting Harper-Hofstadter model

Portions of this chapter will appear in:

“Microscopy of the interacting Harper-Hofstadter model in the two-body limit,”

The interplay of magnetic fields and interacting particles can lead to exotic phases of matter exhibiting topological order and high degrees of spatial entanglement\textsuperscript{25}. While these phases were discovered in a solid-state setting\textsuperscript{93,55}, recent techniques have enabled the realization of gauge fields in systems of ultracold neutral atoms\textsuperscript{63,59,50,54,62,3,60,6,8,53}, offering a new experimental paradigm for studying these novel states of matter. This complementary platform holds promise for exploring exotic physics in fractional quantum Hall systems due to the microscopic manipulation and precision possible in cold atom systems\textsuperscript{91,40,34}. However, these experiments thus far have mostly explored the regime of weak interactions\textsuperscript{85,100,51,92,64,5,68}. Here, we show how strong interactions can modify the propagation of particles in a $2 \times N$, real-space ladder governed by the Harper-Hofstadter model\textsuperscript{41,44}. We observe inter-particle interactions affect the populating of chiral bands, giving rise to chiral dynamics whose multi-particle correlations indicate both bound and free-particle character. The novel form of interaction-induced chirality observed in these experiments demonstrates the essential ingredients for future investigations of highly entangled topological phases of many-body systems.

The Harper-Hofstadter Hamiltonian is a model for describing lattice systems in the presence of a gauge field. When the system is confined to a ladder or strip geometry, two bands of opposite chirality emerge and give rise to chiral edge modes\textsuperscript{47}. Edge modes have been a subject of increasing interest in the condensed matter and quantum information communities\textsuperscript{71} because of their topologically-protected properties, which arise due to the absence of backscattering in the presence of chirality\textsuperscript{43}. They have been studied in photonic systems\textsuperscript{39}, and in atomic lattice systems with synthetic dimensions using macroscopic observables\textsuperscript{92,64}. While synthetic dimensions provide an
Figure 5.1: a. From a 2D lattice, we isolate a $2 \times N$ ladder region in which we study the Harper-Hofstadter model. Nearest neighbor lattice sites in the $x$ and $y$ direction are coupled by complex- and real-valued tunnelings with magnitudes $K$ and $J$, respectively, realizing an artificial gauge field with constant flux per unit cell $\Phi$. When multiple atoms occupy the same lattice site, they experience a pairwise interaction shift $U$. b. We first study the motion of a single particle delocalized over two sites of a given rung. Due to the coupling of motion in the $x$ and $y$ directions induced by the gauge field, chiral dynamics emerge where rightward (leftward) motion is correlated with a bias towards the lower (upper) leg of the ladder. However, a pair of non-interacting particles initialized onto opposite sides of a single rung does not exhibit chirality even in the presence of a gauge field. The addition of interactions breaks the symmetry between particles going to the left and to the right, thereby reintroducing chiral motion.

An elegant solution to realize well-controlled, finite systems\textsuperscript{23}, we introduce a tunable, real-space, finite lattice that can be extended in straightforward ways to studies in arbitrary geometries (Figure 5.1a). We create a finite ladder in which we perform microscopic studies of the edge modes at the single-particle level: we prepare a well-defined initial state to load these edge modes and allow the state to evolve under the Hamiltonian to expose the chiral nature of the dynamics (Figure 5.1b). An imbalanced decomposition of the initial state into the two chiral bands results in shearing in the particle propagation, i.e. a particle is more likely to occupy a specific leg of the ladder and which leg is dependent on its velocity. This shearing indicates a coupling of the dynamics along the leg ($x$) and rung ($y$) directions of the ladder that is reminiscent of a Lorentz force.

In the presence of interactions, the dynamics of even two particles is substantially modified from the expectation obtained from a single-particle picture. The interactions modify the eigenspectrum
such that states of both scattering and bound nature emerge, the population of which governs the
observed dynamics. Importantly, the interactions provide an avenue through which states of a cer-
tain chirality can be preferentially populated, giving rise to chiral trajectories in situations where
such chirality would be absent for vanishing interactions, even in the presence of a gauge field (Fig-
ure 5.1b). By exploiting the toolset of quantum gas microscopy\textsuperscript{31,88} — spatially resolved correlations
and single-particle observables — we experimentally identify the mechanisms through which inter-
actions produce these chiral dynamics. Importantly, while the measurements performed here are
all non-equilibrium, the excellent agreement between theory and experiment, in the presence of
interactions, paves the way for equilibrium measurements of chiral ground states\textsuperscript{29,91,40,83}.

Our experiments begin with a two-dimensional Bose-Einstein condensate of Rubidium-87 atoms.
These atoms sit at the focus of a high-resolution imaging system through which we project a square
optical lattice with spacing $a = 680$ nm. By collecting atomic fluorescence, we detect the parity
of site occupations on the individual site level. On this platform, we realize the Harper-Hofstadter
Hamiltonian,

$$
H = \frac{U}{2} \sum_{i,j} \hat{n}_{i,j}(\hat{n}_{i,j} - 1) - \sum_{i,j} \left( K e^{-i\phi_{i,j}} \hat{a}_{i+1,j}^{\dagger} \hat{a}_{i,j} + J \hat{a}_{i,j+1}^{\dagger} \hat{a}_{i,j} + h.c \right),
$$

where $U$ is an on-site, pairwise repulsive interaction energy and $K$ and $J$ are tunneling amplitudes
between nearest neighbors on the lattice. $\hat{a}_{i,j}^{\dagger}$, $\hat{a}_{i,j}$, and $\hat{n}_{i,j}$ are the creation, annihilation, and num-
ber operators for site $(i, j)$, where $i \in \mathbb{Z}$ and $j \in \{0, 1\}$ for a ladder geometry. The spatially varying
complex tunneling phases, $\phi_{i,j}$, are realized through the combination of a magnetic field gradient
Figure 5.2: Using a quantum gas microscope, we can realize artificial gauge fields of variable strength by projecting a running lattice with variable spacing through the same objective used to project the static 2D lattice and image the atoms. 

a. A pair of beams (in gray) interfere in the image plane of the microscope, creating one axis of the 2D optical lattice. A pair of Raman beams with wavevectors $k_1$ and $k_2$ and slightly different frequencies $\omega_1$ and $\omega_2$ (in brown) also interfere in the image plane, creating a running lattice. We can adjust the periodicity and orientation of the Raman lattice by moving the position of the beams in the Fourier plane of the microscope.

b. Top (bottom) row: example realizing flux $\Phi = \pi$ ($\Phi = \pi/2$) in the system. Fourier plane of the microscope: gray (brown) disks correspond to the beams used to create the 2D (Raman) lattice with resulting wavevector $k_{\text{lattice}}$ ($\delta k \equiv k_1 - k_2$). The ratio of the $y$ component of the Raman lattice wave vector and the lattice wave vector determines the flux in the system. Resulting image plane structure: The 2D lattice is represented by the black grid. The brown shading represents the spatial intensity distribution of the running Raman lattice at one instance in time. The black triangle indicates the potential gradient imposed by a physical magnetic field, which is used to detune lattice sites along the $x$ direction.

c. Resulting dynamics for example cases of $\Phi \approx \pi$ and $\Phi \approx \pi/2$ flux. The top diagram for each example illustrates the time dynamics of the center of mass for particles traveling to the left and to the right from the initial rung. The bottom diagram is the measured density distribution following time evolution, exhibiting asymmetric propagation for a flux $\Phi \approx \pi/2$. 
to energetically detune nearest neighbors and a running lattice to drive Raman transitions to restore tunneling between these sites\textsuperscript{6,68}. For a loop around a unit cell, these tunneling phases result in a non-trivial net phase $\Phi$, yielding an effective magnetic field by playing the role of the Aharonov-Bohm phase acquired by a charged particle in a real magnetic field. The flux $\Phi$ is controlled in our system by the angle between the running lattice and the static lattice on which the atoms reside. Because the Raman lattice is projected through the objective, as shown in Figure 5.2a, we are able to dynamically tune the effective magnetic field from the weak to strong field limits within a single experiment, without having to change the laser wavelengths (see §2.2). Finally, we utilize a digital micromirror device in a Fourier plane of our projection path to superimpose arbitrary optical potentials\textsuperscript{98}, which we use in state preparation and to confine evolution to a $2 \times N$ ladder region.

For the experiments that follow, we operate in the regime where $K/h \approx 10$ Hz, $J/h \approx 35$ Hz, and $U/h \approx 130$ Hz, with $h$ being Planck’s constant. The spatially varying phase can be expressed

$$\phi_{i,j} = \pi \cdot i + \Phi \cdot j.$$ 

5.1 Single-particle chiral dynamics

We probe the band structure of the $2 \times N$ Harper-Hofstadter ladder by studying single-particle dynamics\textsuperscript{47}. The band structure of this system admits eigenstates of opposite chirality. We preferentially load eigenstates of a certain chirality by preparing a specific initial state. We study the resulting chiral propagation by recording the time evolution of the density distribution.

For the experiments that follow, we focus on studying the dynamics of an atom delocalized be-
tween the two sites of a single rung. To create this state, we start from a Mott insulator and remove all but a single atom. By means of a magnetic field gradient, we apply a large potential offset in the rung direction \((e_y)\) at a high lattice depth so that this single localized atom realizes the ground state of a single rung. The potential offset is then adiabatically decreased to zero, realizing a Landau-Zener sweep to a rung with no energy offset between the two constituent sites (Figure 5.3). In this final configuration, the ground state is a symmetrically delocalized state. Hence, we start with the initial state

\[
|\psi_{\text{initial}}\rangle_{1p} = \frac{1}{\sqrt{2}}(a_{0,1}^\dagger + a_{0,0}^\dagger)|\text{vac}\rangle \equiv \hat{a}_{0,1}^\dagger|\text{vac}\rangle.
\]

If we had instead configured the potential offset such that the localized atom were on the higher energy site of the rung, the adiabatic sweep to a balanced rung would prepare

\[
|\psi_{\text{opposite sweep}}\rangle = \hat{a}_{0,1}^\dagger|\text{vac}\rangle = \frac{1}{\sqrt{2}}(a_{0,1}^\dagger - a_{0,0}^\dagger)|\text{vac}\rangle,
\]

which is the highest energy state of the rung subsystem.

From the initial state \(\hat{a}_{0,1}^\dagger|\text{vac}\rangle\), we investigate the effect of the artificial magnetic field on the atom’s propagation dynamics after suddenly reducing the lattice depth in the \(x\) direction. In each experimental realization, we image the atom to be in a single location of the ladder. Through averaging multiple realizations, we obtain the wavefunction density distribution, which can be repeated for several evolution times.

At zero flux, the particle’s motion is separable and, hence, we would expect no dynamics along
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Figure 5.3: A doublewell with sites $|U\rangle$ and $|D\rangle$ describes an isolated rung of a $2 \times N$ ladder. In the presence of a tunnel coupling $J$ and energy offset $\Delta$, the system admits two dressed states. We start in the limit where $\Delta$ is such that the ground state is approximately $|D\rangle$ and adiabatically sweep the energy offset to realize the ground state at $\Delta = 0$, $(|U\rangle + |D\rangle)/\sqrt{2}$. a

the $y$ direction since we prepared the atom in the ground state along this dimension. However, a particle’s coupling to a magnetic field gives rise to a non-separable Hamiltonian, yielding chirality and multi-dimensional dynamics in the atom’s motion which are revealed in the temporal evolution of the density distribution. In Figure 5.4b, we focus on the center-of-mass of these distributions. Since the magnetic field couples to the velocity of a particle, we expect that leftward and rightward motion to be affected differently. Hence, our analysis considers the left (blue) and right (orange) halves separately, which should separate the behavior of leftward- and rightward-moving particles. For each half, we plot the $x$ and $y$ components of the center-of-mass, $x_{COM}$ and $y_{COM}$ respectively, as a function of evolution time in the ladder.

For short times, the magnetic field causes shearing in the population distribution — the population that propagates to the right (left) is initially biased towards the upper (lower) leg of the ladder,
Figure 5.4: a, In the presence of a gauge field, a particle delocalized across a single rung exhibits chiral motion (an exemplary trajectory is indicated by the green arrows). b, To quantify the chiral dynamics, we track the time evolution of the $x$ and $y$ components of the center-of-mass for the left (blue) and right (orange) halves of the system for a flux of $\Phi = 0.47\pi$. Population on the initial rung is always excluded from the center-of-mass determination. While the particle symmetrically delocalizes over multiple sites in the $x$ direction (see Methods), its motion in the $y$ direction is asymmetric with respect to the central rung. The data is matched well by a simulation using exact diagonalization of the Harper-Hofstadter model, performed for our system with the tunnelings fit to $K/h = 12(1)$ Hz and $J/h = 29(2)$ Hz. Due to technical errors in the initial state preparation (see Methods), the chiral trajectory is slightly modified from the case of a symmetric superposition.
similar to what one would expect for a Lorentz force. As time progresses, the population encounters the edge of the system and reflects, making semicircular trajectories reminiscent of skipping orbits. These oscillations in the density persist for long times and remain out of phase with each other and biased towards opposite legs.

5.1.1 Preparation errors

Due to technical issues, we do not prepare exactly the symmetric superposition state. If we parametrize the initial state as

$$\psi = \sin \theta \ket{0, 0} + e^{i\phi} \cos \theta \ket{0, 1},$$

non-adiabaticity in the Landau-Zener sweep can result in a non-zero phase $\phi$. If the sweep does not terminate with a completely balanced double well, the population mixing angle $\theta$ will deviate from $\pi/4$.

A non-zero relative phase $\phi$ will result in oscillations of $y_{\text{COM}}$ even in the absence of a magnetic field. However, the oscillations in the left and right halves of the system will occur in phase with each other. It is only in the presence of a magnetic field that these oscillations can be temporally shifted relative to each other.

5.1.2 Bloch Sphere

While an appeal to classical physics makes the chiral orbits unsurprising, the single particle quantum walks can be treated more quantum mechanically by considering an effective one-dimensional
coupling axis | coupling direction | matrix element | Bloch sphere action
---|---|---|---
along rungs | ↑ | $J$ | precession about $x$-axis
along rungs | ↓ | $J$ | precession about $x$-axis
along legs | → | $K e^{-i\phi_{i,j}}$ | $\Delta \phi = \Phi$ azimuthal rotation
along legs | ← | $K e^{i\phi_{i-1,j}}$ | $\Delta \phi = -\Phi$ azimuthal rotation

Table 5.1: The $2 \times N$ Harper-Hofstadter ladder can be mapped to a 1D chain of Bloch spheres. We tabulate the actions of the original coupling terms in the effective Bloch spheres.

chain of two-level systems. On rung $i$ of the ladder, the two sites, $(i, j), j \in \{0, 1\}$, of the doublewell compose an effective two-level system for which we define the Bloch vector where $|1_0\rangle_m$ and $|0_1\rangle_m$ lie along the north and south pole, respectively, where $|1_0\rangle_m$ ($|0_1\rangle_m$) denotes an atom on the top (bottom) leg of rung $m$. States in the $xy$-plane are superposition states of the form $|0_1\rangle_m + e^{i\phi_m}|1_0\rangle_m$. This Bloch vector lives in a Bloch sphere that only pertains to the state of rung $m$ of the ladder. The length of this local Bloch vector is given by the total population in that rung. The polar angle is given by the mixing angle between the $|1_0\rangle_m$ and $|0_1\rangle_m$.

Each rung of the ladder defines a Bloch sphere with an associated Bloch vector. The vertical $J$ coupling causes each local Bloch vector to precess around the $e_x$ axis in its local Bloch sphere. Simultaneously, the horizontal $K$ coupling causes population to move between the local Bloch spheres, where transfer between the Bloch spheres is accompanied by a rotation about the $e_z$ axis, the direction of which depends on whether the transfer goes towards the right or left on the ladder. This directional-dependence is the key to the chirality in the single-particle quantum walks. These actions are summarized in Table 5.1.

The initial state $|\psi_{\text{initial}}\rangle = (a_{0,1}^\dagger + a_{0,0}^\dagger)/\sqrt{2} |\text{vac}\rangle$ lies along the $e_x$ axis. Due to the horizontal $K$ coupling, the population will propagate outwards, causing the Bloch vectors in the neighboring
local Bloch spheres to grow. In addition to increasing in magnitude, they will also rotate from the initial position along the $\mathbf{e}_x$ axis. The Bloch vectors in the local Bloch spheres to the right (left) of the initial rung will be rotated towards positive (negative) $\phi$ values. The vertical $J$ coupling will cause each of these local Bloch vectors to precess about the $\mathbf{e}_x$ axis. For a positive (negative) $\phi$ value, the Bloch vector will rotate towards the north (south) pole, which corresponds to the top (bottom) leg.

This Bloch sphere framework also allows us to consider other initial states.

- The antisymmetric superposition, $(a_{0,1}^\dagger - a_{0,0}^\dagger)/\sqrt{2} |\text{vac}\rangle$ lies along the $-\mathbf{e}_x$ axis. Whereas the symmetric state picks up a $\phi$ phase such that it precesses towards the north pole when the population propagates to the right, i.e. $\mathbf{\Omega} \times (\text{Rot}_z(\Phi)\mathbf{e}_x) > 0$, the antisymmetric state starts from the $-\mathbf{e}_x$ axis, so the rotation caused by the $J$ coupling actually causes the population to precess towards the south pole for the same propagation direction, i.e. $\mathbf{\Omega} \times (\text{Rot}_z(\Phi)(-\mathbf{e}_x)) < 0$. This results in an orbit to the symmetric state, except with a chirality of opposite sign.

- An atom localized on the top leg will lie along the $\mathbf{e}_z$ axis. The direction-dependent rotation about the polar axis caused by the horizontal $K$ coupling has no effect on this state since it lies along the polar axis. The vertical $J$ coupling will cause the state to precess about the $\mathbf{e}_x$ axis, taking it off the polar axis. However, the resulting direction-dependent rotation from the horizontal $K$ coupling does not lead to any imbalance in the top and bottom leg for leftward and rightward moving population since

$$\mathbf{\Omega} \times (\text{Rot}_z(\Phi) \text{Rot}_x(\epsilon_\theta)\mathbf{e}_z) = \mathbf{\Omega} \times (\text{Rot}_z(-\Phi) \text{Rot}_x(\epsilon_\theta)\mathbf{e}_z)$$

- The beamsplitter state, $(a_{0,1}^\dagger + i a_{0,0}^\dagger)/\sqrt{2} |\text{vac}\rangle$, which can be easily created by allowing a single localized atom to evolve in a doublewell, lies along the $\mathbf{e}_y$ axis. It does not exhibit any chirality because the action of the direction-dependent rotation from the horizontal $K$ coupling does not result in any difference in the precession caused by the $\mathbf{\Omega}$ coupling.

$$\mathbf{\Omega} \times (\text{Rot}_z(\Phi) \mathbf{e}_y) = \mathbf{\Omega} \times (\text{Rot}_z(-\Phi) \mathbf{e}_y)$$
Table 5.2: We tabulate the actions of the Harper-Hofstadter coupling terms in the effective Bloch spheres when the complex phases are placed along the rungs. Note, \( \text{Rot}_z(\Phi \cdot m) \) is meant to indicate a rotation of \( \Phi \cdot m \) about the \( z \)-axis, i.e. \( \cos(\Phi \cdot m)e_x + \sin(\Phi \cdot m)e_y \).

<table>
<thead>
<tr>
<th>coupling axis</th>
<th>coupling direction</th>
<th>matrix element</th>
<th>Bloch sphere action</th>
</tr>
</thead>
<tbody>
<tr>
<td>along rungs</td>
<td>↑</td>
<td>( Ke^{-i\omega t} )</td>
<td>precession about ( \text{Rot}_z(\Phi \cdot m)e_x ) axis</td>
</tr>
<tr>
<td>along rungs</td>
<td>↓</td>
<td>( Ke^{i\omega t} )</td>
<td>precession about ( \text{Rot}_z(\Phi \cdot m)e_x ) axis</td>
</tr>
<tr>
<td>along legs</td>
<td>→</td>
<td>( J )</td>
<td>no azimuthal rotation</td>
</tr>
<tr>
<td>along legs</td>
<td>←</td>
<td>( J )</td>
<td>no azimuthal rotation</td>
</tr>
</tbody>
</table>

Reversing the direction of the magnetic field is equivalent to performing the mapping \( \Phi \mapsto -\Phi \).

In the Bloch sphere picture, the result is that the Bloch vector rotates in the opposite sense about the \( e_z \) axis as population propagates from one local Bloch sphere to another. This switches the sign of the chirality for a given initial state as one would expect classically.

While experimental considerations dictated that the complex phase was associated with the horizontal tunneling elements, there are other possible arrangements that result in the same magnetic field and physical observables since these are gauge invariant quantities. For example, if we had associated the complex phase with the vertical tunneling elements instead, then the coupling along each rung would carry a phase that differs by \( \Phi \) from its neighboring rung. The horizontal elements would all be identical with no complex phase. In the Bloch sphere framework, the transfer of population between neighboring local Bloch spheres does not involve a rotation about the polar axis. However, the Rabi vector in each local Bloch sphere differs, rotating by \( \Phi \) around the polar axis for each successive rung. We tabulate these actions in Table 5.2.
5.2 Single-particle band structure

The Bloch sphere picture is effective at developing intuition for the single-particle dynamics. However, by turning to the band structure of the system, we can develop a framework that is amenable to more complicated initial states and, more importantly, will be useful for understanding the two-particle interacting quantum walks in the next section. Here, we present a brief derivation of the energy spectrum, first considering the dispersion of isolated legs of the ladder and then adding in the inter-leg coupling.

Our ladder system is composed of two legs with couplings along the rungs and legs of strengths $J$ and $K$. For a single particle, our system is governed by the following Harper-Hofstadter Hamiltonian

$$
\mathcal{H} = -\sum_{m,n} \left( K e^{-i\phi_{m,n}} \hat{a}^\dagger_{m+1,n} \hat{a}_{m,n} + J \hat{a}^\dagger_{m,n+1} \hat{a}_{m,n} + \text{h.c.} \right).
$$

The complex phase $\phi_{m,n} = \pi \cdot m + \Phi \cdot n$ in the horizontal tunneling term is given by the phase of the Raman lattice and gives rise to an effective magnetic vector potential which manifests physically as an effective flux per plaquette of $\Phi$. Because of the gauge invariance of the vector potential, the complex phase $\phi_{m,n} = \Phi \cdot (n - 1/2)$, which gives an identical flux per plaquette*, is equally valid for describing physical observables. For ease of calculations, we implicitly perform the gauge that results in this modified form for $\phi_{m,n}$. Additionally, we will define $\hat{a}_{m,0} \equiv \hat{b}_m$ and $\hat{a}_{m,1} \equiv \hat{a}_m$ for this derivation to simplify the notation in the following calculation. Then, we can write our

---

*The flux per plaquette is given only by the difference in the tunneling phase between successive rows if the laser-assisted tunneling is along the rows. See earlier section on laser-assisted tunneling.
Hamiltonian as

\[ H = -\sum_{m} \left( Ke^{i\Phi/2} \hat{b}_{m+1}^{\dagger} \hat{b}_{m} + Ke^{-i\Phi/2} \hat{b}_{m}^{\dagger} \hat{b}_{m+1} \right) \quad x\text{-tunneling in the bottom leg} \\
+ Ke^{-i\Phi/2} \hat{a}_{m+1}^{\dagger} \hat{a}_{m} + Ke^{i\Phi/2} \hat{a}_{m}^{\dagger} \hat{a}_{m+1} \quad x\text{-tunneling in the top leg} \\
+ J \hat{a}_{m}^{\dagger} \hat{b}_{m} + J \hat{b}_{m}^{\dagger} \hat{a}_{m} \quad y\text{-tunneling}. \]

**Single Leg**  
We will first consider the top leg in isolation, which is achieved by considering only the first term in the preceding equation. At zero flux, this is simply a one-dimensional Bose-Hubbard system, for which, using a Fourier transformation, it is straightforward to show has a cosine dispersion (See §5.2 of Reference 57). Here, we define momentum space operators, \( \hat{\alpha}_{k} \) and \( \hat{\alpha}_{k}^{\dagger} \), which instead of creating a particle at a particular lattice site, create a particle with a specific quasimomentum, \( k \),

\[
\hat{a}_{j} = \frac{1}{\sqrt{M}} \sum_{k} \hat{\alpha}_{k} e^{ikr_{j}}, \quad \hat{\alpha}_{j} = \frac{1}{\sqrt{M}} \sum_{k} \alpha_{k} e^{ikr_{j}}, \quad \hat{a}_{j}^{\dagger} = \frac{1}{\sqrt{M}} \sum_{k} \hat{\alpha}_{k}^{\dagger} e^{-ikr_{j}}, \quad \hat{\alpha}_{j}^{\dagger} = \frac{1}{\sqrt{M}} \sum_{k} \hat{\alpha}_{k}^{\dagger} e^{-ikr_{j}}.
\]

where \( M \) is the number of sites in the system, \( a \) is the lattice spacing, and \( r_{i} = i \cdot a \) is the location of the \( i \)th site. Using this transformation, we find the eigenstates are states of definite quasimomentum with a cosine energy dependence on the quasimomentum,

\[
H_{\text{top leg}} = \sum_{k} \varepsilon(k) \alpha_{k}^{\dagger} \alpha_{k}, \quad \varepsilon(k) = 2K \cos(ka).
\]
Figure 5.5: **a**, Band structure for an isolated leg of the ladder at zero flux. In the absence of flux, the Hamiltonian for a single leg of the ladder reduces to a Bose-Hubbard model, which exhibits a cosine dispersion. The peak-to-peak amplitude of the cosine is the bandwidth and is mathematically equivalent to the tunneling strength in the lattice. This band structure was computed for the parameters used in the single-particle experiments, \((J, K) = (29, 12.15)\) Hz.

**b**, Band structure for two isolated legs of a Harper-Hofstadter ladder. In the presence of a magnetic field, the cosine dispersion of the Bose-Hubbard model is shifted in quasimomentum by a value proportional to the flux per plaquette \(\Phi\). For the two-leg ladder used in the single-particle experiments, we can choose a gauge such that the two cosine dispersions are shifted in opposite directions. The gray (blue) curve corresponds to eigenstates of the upper (lower) leg of the ladder.

In Figure 5.5a, we plot this cosine dispersion for the experimentally relevant parameters of \((J, K)/h = (29, 12.15)\) Hz.

For non-zero flux, the legs of our ladder differ from the Bose-Hubbard model in that the tunneling terms have a non-zero complex phase. This phase can be accounted for by shifting the dispersion in quasimomentum. We first define an expansion in the basis of on-site Fock states for a generic state \(|\varphi_\alpha\rangle\),

\[
|\varphi_\alpha\rangle = \sum_n c_n^{(\alpha)} a_n^\dagger |\text{vac}\rangle.
\]

For the \(c_n^{(\alpha)}\)'s to define a wavefunction that is an eigenstate of the Bose-Hubbard Hamiltonian, they
must satisfy

$$-J_{BH} \left( c_{n-1}^{(\alpha)} + c_{n+1}^{(\alpha)} \right) = E_\alpha c_n^{(\alpha)} \quad (5.4)$$

due to the nearest neighbor tunneling $J_{BH}$ of the Hamiltonian.

Now, we define $\tilde{c}_n^{(\alpha)}$ to be the expansion coefficients of the solutions to the Hamiltonian for the top leg of our Harper-Hofstadter ladder with energy $\tilde{E}_\alpha$. By definition, an eigenstate will satisfy Schödinger’s equation,

$$\mathcal{H}_{HH} |\varphi_\alpha\rangle = \tilde{E}_\alpha |\varphi_\alpha\rangle$$

$$-K \sum_n \left( e^{-i\Phi/2} a_{n+1}^\dagger a_n + e^{i\Phi/2} a_n^\dagger a_{n+1} \right) \sum_m \tilde{c}_m^{(\alpha)} a_m^\dagger |\text{vac}\rangle = \tilde{E}_\alpha \sum_n \tilde{c}_n^{(\alpha)} a_n^\dagger |\text{vac}\rangle$$

$$-K \sum_n \left( e^{-i\Phi/2} \tilde{c}_n^{(\alpha)} a_{n+1}^\dagger + e^{i\Phi/2} \tilde{c}_{n+1}^{(\alpha)} a_n^\dagger \right) |\text{vac}\rangle = \tilde{E}_\alpha \sum_n \tilde{c}_n^{(\alpha)} a_n^\dagger |\text{vac}\rangle$$

We re-index the first term in the summation, $n \mapsto n - 1$.

$$-K \sum_n \left( e^{-i\Phi/2} \tilde{c}_{n-1}^{(\alpha)} a_n^\dagger + e^{i\Phi/2} \tilde{c}_{n+1}^{(\alpha)} a_n^\dagger \right) |\text{vac}\rangle = \tilde{E}_\alpha \sum_n \tilde{c}_n^{(\alpha)} a_n^\dagger |\text{vac}\rangle$$

Then we use the commutation relation of the creation operators, $[a_i, a_j^\dagger] = \delta_{ij}$, to project out the individual components.

$$\Rightarrow -K \left( e^{-i\Phi/2} \tilde{c}_{n-1}^{(\alpha)} + e^{i\Phi/2} \tilde{c}_{n+1}^{(\alpha)} \right) = \tilde{E}_\alpha \tilde{c}_n^{(\alpha)}$$
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This equation is satisfied for \( c_n^{(\alpha)} = e^{-in\Phi/2}c_n^{(\alpha)} \) where \( c_n^{(\alpha)} \) are the components of the eigenstates for the 1D Bose-Hubbard Hamiltonian.

\[
-K \left( e^{-i\Phi/2}c_{n-1}^{(\alpha)}e^{-i(n-1)\Phi/2} + e^{i\Phi/2}c_{n+1}^{(\alpha)}e^{-i(n+1)\Phi/2} \right) = \tilde{E}_\alpha c_n^{(\alpha)} e^{-in\Phi/2}
\]

\[
-K \left( c_{n-1}^{(\alpha)}e^{-in\Phi/2} + c_{n+1}^{(\alpha)}e^{-in\Phi/2} \right) = \tilde{E}_\alpha c_n^{(\alpha)} e^{-in\Phi/2}
\]

\[
-K \left( c_n^{(\alpha)} + c_{n+1}^{(\alpha)} \right) = \tilde{E}_\alpha c_n^{(\alpha)},
\]

which is satisfied by definition of \( c_n^{(\alpha)} \) for \( E_\alpha = \tilde{E}_\alpha \) and \( J_{BH} = K \) (See Equation 5.4). This confirms that the wavefunction defined by \( \tilde{c}_n^{(\alpha)} = e^{-in\Phi/2}c_n^{(\alpha)} \) is a solution with energy \( E_\alpha \) for the top leg of the Harper-Hofstadter ladder, where \( c_n^{(\alpha)} \) are expansion coefficients of any solution of the 1D Bose-Hubbard model. Physically, the transformation defined by \( \tilde{c}_n^{(\alpha)} = e^{-in\Phi/2}c_n^{(\alpha)} \) represents a shift in the quasimomentum of the state defined by \( c_n^{(\alpha)} \). Hence, the Harper-Hofstadter eigenstate spectrum can be obtained by simply shifting the Bose-Hubbard eigenstate spectrum by \( \hbar\Phi/(2a) \).

That the two share the same set of eigenstates is not surprising — there is no notion of enclosing flux in a one-dimensional system, so the effective magnetic field should have no physical effect.

The analysis for the bottom leg is equivalent if we map \( \Phi \mapsto -\Phi \). We represent both of these dispersions in Figure 5.5b where the grey (blue) curve corresponds to eigenstates of the upper (lower) leg. This is then the dispersion of the ladder system when the two legs are uncoupled, i.e. before we consider the effect of the coupling \( J \) along the rungs.

The last step is to incorporate the coupling along the rungs, which will couple the top-leg eigenstates to the bottom-leg eigenstates. As written, this coupling is between creation and annihilation.
operators in real-space. In order to see how the coupling effects quasimomentum states, we perform the Fourier transformation defined in Equation 5.3,

\[-J \sum_m (\hat{a}_m^\dagger \hat{b}_m + \text{h.c.}) = -J \sum_m \left[ \frac{1}{\sqrt{M}} \left( \sum_k e^{-ikr_m} \hat{a}_k^\dagger \right) \frac{1}{\sqrt{M}} \left( \sum_q e^{iqr_m} \hat{b}_q \right) + \text{h.c.} \right] = -J \sum_{kq} \sum_m \left( \frac{1}{M} e^{i(q-k)r_m} \hat{a}_k^\dagger \hat{b}_q + \text{h.c.} \right) = -J \sum_{kq} \left( \delta_{qk} \hat{a}_k^\dagger \hat{b}_q + \text{h.c.} \right) = -J \sum_k \left( \hat{a}_k^\dagger \hat{b}_k + \text{h.c.} \right) . \]

The tunneling term only couples states of the same quasimomentum. Hence, at every quasimomentum, the band structure admits a two-level system with a Rabi coupling of strength $J$ and detuning given by the energy separation between the dispersions of the top and bottom leg at that quasimomentum. At the location where the dispersions cross, i.e. $q = 0$, there is a resonant system resulting in dressed states that are symmetric and antisymmetric superpositions of the atom in the top and bottom leg. Elsewhere, the system is off-resonant and the dressed states are biased towards one leg in population. However, for $J > 0$, the lower (higher) energy dressed state always has a stronger overlap with the symmetric (antisymmetric) superposition.

In the limit that $J > K > 0$, the hybridization results in two sub-bands with non-zero width $\sim K$, split by an energy $\sim J$ (Figure 5.6). The eigenstates are plane wave states with quasimomentum $q$, running along the legs of the ladder where the rung subsystems define the unit cells of a one-dimensional lattice. The population of each site in the rung subsystems, color coded in Figure 5.6,
depends on the quasimomentum of the eigenstate.

### 5.3 Single-particle chiral eigenstates

We identify the two sub-bands in Figure 5.6 as + or − due to their symmetric and antisymmetric character in the unperturbed $K = 0$ limit. However, it is important to note that due to the non-zero flux $\Phi \neq 0$, the eigenstates of the band structure are not in general purely symmetric or antisymmetric, i.e. leading to certain states more heavily populating, e.g., the top leg of the ladder. The
chiral character of the bands \(^{47}\) emerges from a correlation between a particular eigenstate’s population imbalance and its group velocity, \(\partial_k \omega\). In the + band, a population imbalance towards the upper (lower) leg of the ladder is associated with a rightward (leftward) group velocity. This is exactly the correlation borne out in the propagation trajectories plotted in Figure 5.4b — \(\gamma_{\text{COM}}\) for the right (left) half of system captures the population with positive (negative) group velocity and is biased towards the top (bottom) leg of the ladder.

Each eigenstate in the + band exhibits the same handed chiral behavior. An analogous analysis confirms that the eigenstates of the − band exhibit chirality of the opposite handedness. The chirality in the propagation dynamics of a state is the result of its decomposition between the two chiral sub-bands. The initial state shown in Figure 5.4a is a symmetric superposition between the top and bottom sites of the central rung. The symmetry of this state matches that of the + band and, hence, more heavily populates the + band, resulting in the chiral behavior associated with that band. The converse would occur for the initial state \(\hat{a}_{0,A}^\dagger |\text{vac}\rangle\), resulting in chiral dynamics of opposite sign.

We can formalize this notion of chirality in the eigenstates. For an eigenstate with quasimomentum \(k\) in band \(\tau\), the chirality can be defined by

\[
C^\tau(k) = \text{sign}(v^\tau_g(k)) \times (p^\tau_U(k) - p^\tau_D(k)),
\]

(5.5)

where \(\text{sign}(v^\tau_g(k))\) denotes the sign of the group velocity \(v^\tau_g(k) = \partial_k \omega^\tau_k\), and \(p^\tau_{U,D}(k) = |u^\tau_{U,D}(k)|^2\) are the probability amplitudes for a particle to reside on the upper (U) or lower (D) leg of the ladder. As an example, this chirality is shown color-coded in Figure 5.7 for magnetic field strengths of
\[ \Phi/2\pi = 0.11, 0.3, 0.4, 0.5. \] Figure 5.7a-b are in the experimentally relevant regime where each sub-band contains states of only a single chirality. For stronger magnetic fields, as shown in Figure 5.7c-d, the minimum in each sub-band bifurcates, resulting in eigenstates with opposite chirality within the same sub-band.

Having developed the chiral band structure, we can understand qualitatively the time evolution of various initial states by studying their decomposition into the chiral eigenstates. In Figure 5.8, the decomposition is plotted for a variety of initial states. The first column (a and d) pertains to symmetric, \( \hat{a}_s^\dagger |\text{vac}\rangle \), and antisymmetric, \( \hat{a}_A^\dagger |\text{vac}\rangle \), delocalizations. As suggested by the symmetry of these states, they mostly project onto one of the two chiral bands, which explains the chirality in their propagation dynamics. However, both of these initial states exhibits a small admixture of population in the band of opposite chirality. This admixture is what leads to the oscillations in \( y_{\text{COM}} \) shown in Figure 5.4b. In contrast, the initial states shown in panels c-e have equal overlap with both chiral bands and thus we do not expect any chiral dynamics in their propagations.
Figure 5.8: Projection on to energy eigenstates for a selection of initial states. The two-particle Harper-Hofstadter ladder exhibits two sub-bands of opposite chirality. The chirality of an initial state’s propagation dynamics is a manifestation of the initial state’s population distribution in the sub-bands. Symmetric and antisymmetric delocalizations (a and b) exhibit chirality due to their imbalanced populations in the two sub-bands whereas the states shown in b-c and e and f equally populate both sub-bands, leading to achiral propagation.
5.4 Interaction-induced chirality

When the ladder system contains multiple particles, we must consider the effects of interactions. In this section, we study a building block of larger interacting systems by considering a system of two particles. Even in the two-particle limit explored by these experiments, we find complexity in the underlying physics associated with the synergy of interactions and gauge fields.

As in the previous sections, our tool for studying these systems will be the quantum walk. We consider the initial state consisting of a pair of bosons on the two neighboring sites of the central rung,

\[ |\psi_{\text{initial}}\rangle_{2p} = a_{0,1}^\dagger a_{0,0}^\dagger |\text{vac}\rangle.\]

We study the propagation dynamics using the center-of-mass of the density distribution and compare the propagation for leftward versus rightward moving population. As shown in Figure 5.9, we observe clear chiral orbits as the particles evolve from \( |\psi_{\text{initial}}\rangle_{2p} \) — population is biased towards opposite legs of the ladder depending upon which direction it propagates.

The chirality we observe in these orbits is a direct result of the applied gauge field. The tunability afforded by our apparatus (See §2.2 for technical details) allows us to study the dependence of this effect on the magnetic field strength. In Figure 5.10a, we observe chiral propagation for \( \Phi = 0.47\pi \).

When the the sign of the magnetic field is flipped, we find identical dynamics, but with opposite sign (Figure 5.10b). The antisymmetry of these measurements suggests that chirality should be absent at zero field strength. Indeed, when the magnetic field strength is set to zero, chirality is no longer
Figure 5.9: a, We initialize a pair of particles onto opposite sites of the central rung and track the density distribution in the presence of a gauge field. The interactions give rise to chirality in the propagation dynamics. b, Chirality manifests in the difference in $y_{\text{COM}}$ for the left (blue) and right (orange) halves of the system. The solid line results from an exact diagonalization at $\Phi = 0.55\pi$ and $\{U, J, K\}/\hbar = \{131.2(6), 34.1(6), 11(1)\}$ Hz. c, Exemplary density distributions for times indicated in a. The saturation of a square indicates the occupation probability of that lattice site normalized to the population in its half of the system, left or right. Blue and orange circles indicate the position of the center-of-mass for the left and right halves, respectively. Solid lines trace the evolution of the center-of-mass up to the point of measurement.
Figure 5.10: Two-particle dynamics at multiple flux values: We investigate the dynamics $y_{\text{COM}}$ for additional flux values. We observe the reversing of chirality as the direction of the magnetic field is reversed. Additionally, we observe the disappearance of chiral propagation for flux values $\Phi \approx 0$ and $\Phi \approx \pi$.

present in the propagation. Additionally, propagation has no leftward versus rightward asymmetry when the flux $\Phi \approx \pi$, which is a field strength for which even in larger systems there is no topology (See §1.3.2 for an alternative argument for triviality of $\Phi = \pi$). In Figure 5.11, we map out the complete dependence on the magnetic field for the shearing amplitude, $\Delta y_{\text{COM}}$, of the first oscillation, which is at roughly $t = 7.2$ ms. We see that the chirality observed is present in the two-particle trajectories whenever the applied flux induces chirality in the single-particle bands, specifically, when the flux $\Phi$ is neither zero nor $\pi$.

In addition to the applied gauge field, the on-site interactions are also critical to the observed
We quantify the amount of chirality by the shearing at $t = 7.2$ ms, corresponding roughly to the first maxima in the center-of-mass evolution (inset). Our data shows that chirality is absent for the case of zero flux when the gauge field is switched off, as well as at $\pi$ flux, highlighting the role of the gauge field in the chiral dynamics.

We can express the initial state $\langle \psi_{\text{initial}} \rangle_{\text{2p}}$ in terms of the single-particle states discussed in the prior section as

$$\langle \psi_{\text{initial}} \rangle_{\text{2p}} = a^\dagger_{0,1} a^\dagger_{0,0} |\text{vac}\rangle = \frac{1}{\sqrt{2}}((a^\dagger_{0,S})^2 - (a^\dagger_{0,A})^2)|\text{vac}\rangle.$$  

The initial state has an equal population in symmetric and antisymmetric superpositions. The single-particle band structure (Figure 5.4c) derived in the previous section indicates that these superpositions populate eigenstates of opposite chirality. Our initial state has an equal weight in single-particle bands of opposite chirality and in the non-interacting case, these weights are preserved in time since the non-interacting eigenstates are products of the single-particle eigenstates. Hence, even in the presence of a gauge field, such a state should not exhibit any chirality in the non-interacting limit.
Two-particle eigenstates

The chiral dynamics we observe in Figure 5.9 depend on both interparticle interactions and the applied synthetic gauge field. To understand the single-particle quantum walks, we focused on the energy eigenstates and developed the band structure of the system. Those eigenstates are no longer stationary in the presence of interactions and so we turn to the eigenstates of the two-particle system to explain the chirality in the quantum walks.

Two broad classes emerge in the spectrum of two-particle eigenstates: scattering states, which can be approximated by product states of the single-particle eigenstates, and bound states, which are repulsively bound and carry a large effective mass. These states are sorted by energy in Figure 5.12 and plotted for flux values of $\Phi = 0$ to $\Phi = \pi/2$. In this work, the flux is not varied over the course of any single experiment. Hence, only a single vertical slice is relevant for a given experiment.
The grayscale level indicates the density of states with the white regions corresponding to energies and fluxes for which eigenstates do not exist. For visual clarity, the data is binned such that each bin contains approximately 10 neighboring eigenstates. In addition, solid gray lines are used to clearly separate the regions with and without any eigenstates.

The scattering states have an associated chirality and the observed two-particle chirality relies on interactions to bias the populating of these chiral eigenstates. We observe evidence in the two-particle quantum walks that the observed chirality is largely a result of this chirality in the scattering states, rather than an effect from the bound states. The bound states are long-lived and their population depends on the flux per plaquette. This flux dependence is also evident in the two-particle quantum walks. In Figure 5.12, the bands of bound states are labeled with a $\mathbb{B}$.

### 5.5.1 Scattering States

The scattering states are located in the three broad bands of eigenstates labeled $|++\rangle$, $|+-\rangle$, and $|+--\rangle$. These states are very similar to the states of free bosons, i.e. the chiral eigenstates composing the single-particle band structure (see §5.2). We describe these states as scattering states because the two bosons are likely to be far away from each other. In this case, their wavefunction can be well approximated by two independent plain waves $\hat{a}^\dagger_{k_1,\tau_1} \hat{a}^\dagger_{k_2,\tau_2} |\text{vac}\rangle$, where the operator $\hat{a}^\dagger_{k,\tau}$ creates a boson at quasimomentum $k$ in the single-particle band labeled by $\tau = \pm$. Each two-particle band of scattering states is primarily composed of states with the same pair of single-particle band indices, which are expressed in the labels $|\tau_1, \tau_2\rangle$ shown in Figure 5.12.

This classification by single-particle band indices can be verified by expanding the two-particle
eigenstates in product states of the single-particle states. For a two-particle eigenstate $|\phi_n\rangle$, we can write

$$|\phi_n\rangle = \sum_{k_1, k_2} \left[ \frac{1}{\sqrt{2}} \phi_n^{++}(k_1, k_2) \hat{a}_{k_1,+} \hat{a}_{k_2,+}^\dagger + \frac{1}{\sqrt{2}} \phi_n^{--}(k_1, k_2) \hat{a}_{k_1,-} \hat{a}_{k_2,-}^\dagger ight. \\
+ \phi_n^{+-}(k_1, k_2) \hat{a}_{k_1,+} \hat{a}_{k_2,-}^\dagger + \left. \phi_n^{-+}(k_1, k_2) \hat{a}_{k_1,-} \hat{a}_{k_2,+}^\dagger \right] |\text{vac}\rangle,$$  \hspace{1cm} (5.6)

where the expansion coefficient $\phi_n^{++}(k_1, k_2) = \phi_n^{++}(k_2, k_1)$ is symmetric (and analogously for $\phi_n^{--}$). The summation over quasimomenta $k_1$ and $k_2$ at fixed single-particle band indices $\tau_1$ and $\tau_2$ of the expansion coefficients,

$$p_{\tau_1,\tau_2}(n) = \sum_{k_1, k_2} |\phi_{n+}\tau_1 \tau_2(k_1, k_2)|^2,$$  \hspace{1cm} (5.7)

gives us the overlap of the two-particle eigenstates with a particular pair of single-particle bands.

In Figure 5.13a, we plot $p_{++}(n)$ as a function of the flux per plaquette $\Phi$ of the synthetic gauge field and the eigenenergy. We use the same binning method for $p_{++}(n)$ as was used for Figure 5.12. The strong overlap indicated by the summation over expansion coefficients confirms that $|++\rangle$ is an appropriate label for that broad band of two-particle eigenstates. In Figures 5.13b and c, we repeat this calculation for $p_{--}(n)$ and $p_{+-}(n)$ defined using $|\phi_n^{--}|^2$ and $|\phi_n^{+-}|^2$, which similarly confirms the labels $|--\rangle$ and $|+-\rangle$, respectively.

The energetic distribution of each of the two-particle scattering bands follows readily from its constituent single-particle bands. For each single-particle band, we define $\varepsilon_{\tau}^{\text{min}}$ and $\varepsilon_{\tau}^{\text{max}}$ as the min-
Figure 5.13: Decomposition of interacting eigenstates into free two-particle eigenstates. a. The overlap \( p_{++}(\eta) \) is shown (color code) as a function of the eigenenergies \( E_n \) and the flux \( \Phi \) per plaquette of the synthetic gauge field, see Equation (5.7). In b and c, the calculation is repeated for \( p_{+-} \) and \( p_{-+} \) respectively.

imum and maximum eigenenergies for a given band \( \tau = \pm \). The eigenstates of the two-particle scattering band \( |++\rangle \) can be roughly approximated by a symmetrized product state composed of two states from the band \( \tau = + \). The maximum (minimum) possible energy of such a product state is then given by \( 2 \times \varepsilon_{\tau}^{\text{max}} \) (\( 2 \times \varepsilon_{\tau}^{\text{min}} \)). These energies approximate the solid line boundaries drawn for the \( |++\rangle \) scattering band. As the flux is increased, the single-particle bands flatten and thus the difference \( \varepsilon_{\tau}^{\text{max}} - \varepsilon_{\tau}^{\text{min}} \) decreases. This flattening manifests in the two-particle eigenspectrum as a narrowing of the \( |++\rangle \) two-particle scattering band with increasing flux. An analogous analysis of the \((+, -)\) and \((-,-)\) pairs of single-particle bands is sufficient for qualitatively describing the energies of their respective two-particle scattering bands.

Given the close resemblance between the two-particle scattering states and product states of the single-particle eigenstates, it is reasonable to generalize the chirality first introduced in §5.2 to two-particle eigenstates. Using the expansion coefficients defined through Equation 5.6, we define the
chirality, $C_n$, of a two-particle eigenstate $|\phi_n\rangle$ with the following

$$
C_n = \sum_{k_1, k_2} \left[ |\phi_n^{++}(k_1, k_2)|^2 \left( C^+(k_1) + C^+(k_2) \right) \\
+ |\phi_n^{--}(k_1, k_2)|^2 \left( C^-(k_1) + C^-(k_2) \right) \\
+ |\phi_n^{+-}(k_1, k_2)|^2 \left( C^+(k_1) + C^-(k_2) \right) \right].
$$

(5.8)

In Figure 5.15b, we plot $C_n$ as a function of the eigenenergies and the synthetic magnetic field, using the binning method described earlier.

5.5.2 Bound States

In addition to the scattering states, we find three narrow bands of bound states in Figure 5.13a-c corresponding to repulsively bound pairs with a large effective mass. Unlike the scattering states, these states have energy scales that do not correspond to the single-particle band energies, $\varepsilon_{\tau}^{\text{max}}$ and $\varepsilon_{\tau}^{\text{min}}$. Instead, we find these bound states located at energies related to the interaction and superexchange energies, i.e. $U + J_{\text{ex}}$, $U$, and $-J_{\text{ex}}$. The energetically lowest branch mostly consists of particles in the lowest (+) band. The two upper branches, with energy $\sim U$, mostly correspond to one boson in each band and two bosons in the – band, respectively.
5.6 Two-particle chirality

Since the bosons in our initial state are close to each other, we expect that there can be sizable overlaps with both types of eigenstates for our experimental parameters. The bound states are repulsively bound to either the same site or the same rung. Hence, the physically observable probability $P_{11}$ for two bosons to occupy the same rung anywhere in the system gives us an experimental measure for the bound state fraction in our system. In Figure 5.14a, we plot this quantity as a function of time and gauge field strength. Indeed, even at long times we find a sizable, flux-dependent probability for the bosons to remain close to each other, consistent with the presence of a bound state.

The large effective mass of these bound states is apparent in both the density distributions and the temporal dynamics of the $x$ center-of-mass. In Figure ??a, the density distribution integrated along the $y$ axis following 22 ms of evolution in the ladder is plotted. The same density distribution for a single particle is shown for comparison. The slower tunneling of the repulsively bound state is apparent in the slow spreading of the wavefunction density. In addition, the temporal dynamics of $x_{\text{COM}}$ is plotted in Figure ??b, which exhibits substantially slower propagation than would be expected from the tunneling rates alone.

In contrast to the bound states which manifest in atoms occupying the same rung, the scattering states are not energetically detuned from separating. Also unlike the bound states, we expect these states to contribute most to the chiral signature. To support this claim, we study the shearing amplitude (as in Figure 5.11) as a function of the inter-particle distance. At long times, we expect the population in eigenstates of largely free-particle (bound) character to yield atoms that are farther
Figure 5.14: The interacting two-particle dynamics give rise to both bound states and scattering states, the interplay of which leads to chirality. a, We plot the probability $P_{11}$ that the particles are on different sites of the same rung as a function of time and flux; this quantity provides a measure of the population in the lowest energy bound state (see panel d). The dynamics in $P_{11}$ are shown for fluxes of $\Phi = 0$, $\Phi = 0.47\pi$, and $\Phi = 0.55\pi$. b, The degree of shearing, $\Delta y_{\text{COM}}$, following 22 ms of evolution in the ladder is plotted as a function of the inter-particle spacing, i.e. the average $\Delta y_{\text{COM}}$ when the atoms are a distance $R$ apart. The shearing, a proxy for the chirality, suggests that the scattering states where particles are further separated contribute most to the chirality.

We find that the shearing increases for bosons farther apart (Figure 5.14b), suggesting that the populated, unbound scattering states contribute most to the observed chirality. This implies that there is an imbalance in the populations of $|++\rangle$ and $|--\rangle$ states, which are of opposite chirality. Given the stationary and equal population of the chiral bands in the non-interacting case, the imbalance in these observed dynamics must be induced by the interactions. We confirm this conclusion by calculating numerically the overlaps of our initial state, $|\psi_{\text{initial}}\rangle$, with the eigenstates of the full interacting Hamiltonian, $|\phi_n\rangle$,

$$|\psi_{\text{initial}}\rangle = \sum_n c_n |\phi_n\rangle.$$ 

In Figure 5.15a, we first show the squared amplitudes $|c_n|^2$ plotted against the corresponding

---

†The data is binned such that each bin contains about 10 neighboring eigenstates and the bin’s value is the sum of $|c_n|^2$ for all the constituent eigenstates.
Figure 5.15: a. We show (left) the population of the eigenstates of a given rung in the $K = 0$ limit and (right) the full many-body spectrum as a function of flux $\Phi$, given the calibrated $J$, $K$, and $U$. In the latter, the color encodes the overlap between our initial state and these many-body eigenstates as a function of $\Phi$, where the boundaries of the different eigenstate regions of interest are differentiated by the gray lines. The regions enclosing $|−−\rangle$, $|+−\rangle$, and $|++\rangle$ are then largely described by product states of the unbound eigenstates. b. Chiral character of the many-body eigenstates. The $+\,$ and $−\,$ labels describe what single-particle bands mostly describe the colored bands in this plot. The color denotes the chirality, $C_n$, of the eigenstates within the bands and the dark gray regions refer to the eigenstates that compose the bound states in the ladder system.

eigenenergies $E_n$ as a function of the flux $\Phi$. Because the squared amplitudes $|c_n|^2$ are conserved in the dynamics, this decomposition allows us to understand the behavior of the system at long times.

In Figure 5.15b, we plot the associated chirality, $C_n$ of the two-particle eigenstates, $|\phi_n\rangle$. Clearly evident is a heavier overlap with eigenstates in the $|++\rangle$ sector as compared to the $|−−\rangle$ section.

To illustrate the physical process by which interactions induce a population imbalance between ($|++\rangle$) and upper ($|−−\rangle$) scattering states, we analyze the eigenstates of two interacting bosons on
the central rung and study how they hybridize with delocalized states as the tunnel coupling $K$ is introduced. In the limit $U \gg J$, two of the three two-boson eigenstates involve double occupancy of one site, causing an energy shift of order $U$ (Figure 5.15a). These states are largely detuned from the delocalized states and do not influence the dynamics. There is a third eigenstate near zero energy, with large overlap to our initial state. Due to the finite $J$ and $U$, this eigenstate is shifted down in energy by $J_{\text{ex}} = 4J^2/U$ through a super-exchange process (Figure 5.15a). For $U = 0$, the tunnel coupling $K$ along the legs hybridizes this rung eigenstate equally with states $|−−\rangle$ and $|++\rangle$. However, because of the downward energy shift of $J_{\text{ex}}$ for $U \neq 0$, the state is energetically closer to $|++\rangle$ states and hybridizes primarily with this chiral band (Figure 5.15a). The interactions also create a delocalized bound state when $J_{\text{ex}} \sim K$, corresponding to a particle on each site of a rung somewhere in the system, which is reflected by the non-vanishing $P_{11}$. Lastly, as the magnetic flux $\Phi$ is increased, the motion of the particles in the $x$ and $y$ directions becomes increasingly coupled by the gauge field, leading to additional hybridization with the $|+−\rangle$ states (Figure 5.15a). This effect is also in agreement with the observed reduction of $P_{11}$ at long times when introducing the gauge field (Figure 5.14a), because we expect an increase in the size of the bound state caused by the coupled motion in the $x$ and $y$ direction.

The combined effect of interactions and a synthetic gauge field is necessary to explain our observation of chirality in the multi-particle dynamics of bosons in a $2 \times N$ ladder. Our observations depend on being in a regime where the interactions are neither vanishing nor infinite — in either of these limiting cases, there is no exchange-energy shift $J_{\text{ex}}$, leading to symmetric populations in the two chiral sectors.
5.7 Short-time perturbation theory of the interacting propagation dynamics

For short times, the chiral propagation dynamics can also be described analytically. A short-time perturbative expansion shows that

\[ y_{\text{COM}}(t) = \pm a(t/h)^5(KJ)^2U \sin(\Phi) \]

to leading order in the evolution time \( t \) for the right (\( + \)) and left (\( - \)) side of the ladder, indicating that the dynamics depend both on the flux per plaquette \( \Phi \) and the interaction energy \( U \).

We compute \( \langle \hat{n}_{i,1} - \hat{n}_{i,0} \rangle \) for the initial state \( |\psi(t)\rangle = a_{0,1}^\dagger a_{0,0}^\dagger |\text{vac}\rangle \), where \( i = 0 \) is the center of the ladder. Using the Hamiltonian in Equation 5.1 and \( |\psi(t)\rangle = e^{-i\hat{H}t/h} a_{0,1}^\dagger a_{0,0}^\dagger |\text{vac}\rangle \), we Taylor expand in \( t \) (valid for \( t \ll \frac{\hbar}{\max(J,K,U)} \)) and compute \( \langle \hat{n}_{i,1} - \hat{n}_{i,0} \rangle \). As expected, when \( i = 0 \), \( \langle \hat{n}_{0,1} - \hat{n}_{0,0} \rangle = 0 \). Then, for \( i = 1 \), the relevant non-vanishing terms in \( |\psi(t)\rangle \) are

\[
|\psi(t)\rangle = \ldots - \frac{1}{2!} \left( \frac{t}{\hbar} \right)^2 \left[ 2JK \left( e^{-i\Phi/2} + \cos \left( \frac{\Phi}{2} \right) \right) a_{1,0}^\dagger a_{0,0}^\dagger + \left( e^{i\Phi/2} + \cos \left( \frac{\Phi}{2} \right) \right) a_{1,1}^\dagger a_{0,1}^\dagger \right] |\text{vac}\rangle \\
+ \frac{1}{3!} \left( \frac{t}{\hbar} \right)^3 \left[ 2JKU (e^{i\Phi/2} a_{1,1}^\dagger a_{0,1}^\dagger + e^{-i\Phi/2} a_{1,0}^\dagger a_{0,0}^\dagger) \right] |\text{vac}\rangle , \quad (5.9)
\]
Figure 5.16: Illustration of the leading-order terms contributing to the short-time perturbative expansion: The $O\left( i\frac{t}{\hbar} \right)^2$ paths interfere with the $O\left( i\frac{t}{\hbar} \right)^3$ path including on-site interactions on the upper leg of the ladder. An equivalent set of interfering paths, with the upper and lower legs exchanged, leads to the leading-order non-vanishing chiral signal scaling like $U t^5 \sin \Phi$, as described in the text.

as illustrated in Figure 5.16. This yields ($i = -1$ is similar)

$$\langle \hat{n}_{1,1} - \hat{n}_{1,0} \rangle = - \langle \hat{n}_{-1,1} - \hat{n}_{-1,0} \rangle = t^5 \left( \frac{U}{\hbar} \right) \left( \frac{K J}{\hbar^2} \right)^2 \sin(\Phi). \quad (5.10)$$

The odd dependence on the flux, $\Phi$, arising from the on-site interaction occurring on the top versus the bottom leg, indicates that the effect is chiral. For small $t$, Figure 5.17 shows good agreement between equation 5.10 and numerical results, convincingly showing a $t^5$ dependence. In the $U \to \infty$ limit, we recompute the short-time expansion with hard-core bosons, and notice the non-vanishing terms in equation 5.9 require the asymmetry of the particles interacting on the top versus the bottom legs of the ladder. Such a case is not possible in the hard-core boson limit, and up to order $t^5$, all terms vanish.
Figure 5.17: Log plot of both the analytical theory (AT) result \( \langle \hat{n}_{1,1} - \hat{n}_{1,0} \rangle = t^5 \left( \frac{U}{\hbar} \right) \left( \frac{\hbar J}{\Delta} \right)^2 \sin(\Phi) \), which can be obtained using a short-time expansion, and the numerical results obtained from exact diagonalization (ED) for different flux values \( \Phi \). Note the strong agreement for \( t \lesssim 1 \) ms at all flux and the clear \( t^5 \) dependence.

5.8 Conclusion

We combined two workhorse techniques of atomic physics, artificial gauge fields and quantum gas microscopy, to perform the first microscopic studies of an interacting Harper-Hofstadter system.

The exquisite quantum control afforded by this apparatus gives us the unique ability to create chiral matter from the bottom-up. First, we studied the propagation of a single particle in a \( 2 \times N \) ladder through the time evolution of the center-of-mass of the density distribution. We found that, in the presence of an artificial gauge field, the population experiences a direction-dependent deflection analogous to a classical Lorentz force. The resulting chirality is a signature of the underlying chiral band structure, which contains two sub-bands of opposite chirality. This description gives us a tool for understanding the character of the propagation of arbitrary initial states.

Having developed the single-particle eigenstates, we looked at the effect of interactions on such a system by looking at an initial state consisting of a pair of atoms initialized to opposite sites of
a single rung. We observed a chirality in the propagation dynamics that depends crucially upon both the applied gauge field and the presence of interactions. In explaining this interaction-induced chirality, we investigated the two-particle eigenstate spectrum, which contains scattering states and bound states. Our data suggests that the scattering states are primarily responsible for the observed chirality. By generalizing the chiral framework of the single-particle eigenstates to the interacting eigenstates, we explained the observed chirality in terms of an imbalance in the population of two-particle chiral scattering states caused by a superexchange energy shift in the initial state.

Residing in such a regime where interactions and the gauge field work in concert is crucial to studying strongly-correlated chiral matter, such as chiral Mott insulators and fractional quantum Hall states. The technical achievements developed herein and summarized below are instrumental towards reaching these goals.

**Combining gauge fields and microscopy.** Introducing microscopy to systems under the influence of a gauge field was essential to our studies of the Harper-Hofstadter model and establishes future opportunities. For our observations, microscopic control was required to prepare low-entropy states in which to controllably include interactions and microscopic detection was key to the characterization of the physics. For the future, microscopy can be used for spatially resolved detection of edge state phenomena (as we observe here) in larger systems, local spectroscopy to see a gapped bulk and gapless edge in a Chern insulator, and projection of optical potentials with feature sizes at the scale of a lattice site. The ability to project high resolution potentials is a powerful tool for creating arbitrary confinement geometries and is the basis of anyonic statistics detection proto-
Two-dimensional, custom, real-space finite lattices. We study a real-space, bounded lattice system under the influence of a gauge field, where individual particles pick up a geometric phase upon traversing closed loops in real space. Our use of a real-space lattice allows us to achieve isotropic interactions in a scalable, versatile geometry, drawing a close analogy to the condensed matter systems in which this exotic physics was discovered.

A tunable flux in real-space. We demonstrate the ability to tune the real-space magnetic flux threaded through the system, in principle dynamically. This capability can be leveraged for ground-state preparation of correlated states. As was shown via rotation\textsuperscript{34}, the ability to dynamically ramp on a magnetic field, thereby introducing angular momentum into the system, can be used to prepare a Laughlin state.

This successful integration of demonstrated, new, and repurposed techniques was essential to the first observations of low-entropy, interacting, chiral quantum states. Furthermore, the demonstrated toolset establishes the viability of our approach for further studies of chiral many-body states.
A.1 Two-Level Atom

Based upon conventions in Daniel Steck’s Quantum Optics Notes and Rubidium\textsuperscript{87} numbers. A time-varying electric field $E(t)$ with polarization $\hat{\varepsilon}$ can be written

$$E(t) = \hat{\varepsilon}E_0 \cos(\omega t)$$

$$E(t) \equiv E_0^{(+)} e^{-i\omega t} + E_0^{(-)} e^{i\omega t}$$

$$E(t) \equiv E_0^{(+)}(t) + E_0^{(-)}(t)$$

The field interacts with an atom through the dipole interaction,

$$H_{AF} = -d \cdot E, \quad d = -e r_e,$$
where \( \mathbf{r}_e \) is the electron’s position. In the limit of the \textit{slowly-varying envelope approximation}*, the complete Hamiltonian of the system takes the form,

\[
\mathcal{H} = \hbar \omega_{12} \langle 2 | 2 \rangle - (E(r, t)e^{-i\nu t} + E^*(r, t)e^{i\nu t})(\mu_{12}|1\rangle \langle 2| + \mu_{21}|2\rangle \langle 1|),
\]

where we have expanded the dipole operator in terms of \(|i\rangle \langle j|\) so that \(\mu_{ij} = \langle i | \hat{\varepsilon} \cdot \mathbf{d} | j \rangle\). We transform to a rotating frame using the unitary transformation \(U = \exp(-i\nu|2\rangle \langle 2| t)\), which takes \(|\psi\rangle = U|\psi_{RF}\rangle\). Schrödinger’s Equation for the state vector in the original frame is,

\[
\frac{\partial}{\partial t} |\psi\rangle = -\frac{i}{\hbar} \mathcal{H} |\psi\rangle \\
\frac{\partial}{\partial t} (U |\psi_{RF}\rangle) = -\frac{i}{\hbar} \mathcal{H} U |\psi_{RF}\rangle \\
\Rightarrow \frac{\partial}{\partial t} |\psi_{RF}\rangle = -\frac{i}{\hbar} \left(U^\dagger \mathcal{H} U - i\hbar U^\dagger \frac{\partial}{\partial t} U \right) |\psi_{RF}\rangle \\
\]

The second term of \( \mathcal{H}_{RF} \) follows readily

\[
- \frac{i}{\hbar} U^\dagger \frac{\partial}{\partial t} U = -i\hbar U^\dagger (-i\nu|2\rangle \langle 2|) U = -\nu|2\rangle \langle 2|. 
\]

*In the \textit{slowly-varying envelope approximation}, we take the length scale and time scale over which the envelope function \(E(r, t)\) changes to be much smaller than the wavelength \((2\pi/|\mathbf{k}|)\) and the period \((1/\nu)\), respectively.
For the first term, we begin by expanding $U$ in a power series,

$$U = \sum_{m=0}^{\infty} \frac{(-i\nu t)^m}{m!} \langle 2 | 2 \rangle^m.$$ 

From the orthonormality of the state $|2\rangle$,

$$\langle 2 | 2 \rangle^m = \begin{cases} 
|2\rangle \langle 2|, & m \geq 1 \\
1, & m = 0 
\end{cases}.$$

Hence,

$$U = 1 + |2\rangle \langle 2| \sum_{m=1}^{\infty} \frac{(-i\nu t)^m}{m!}$$

$$U = 1 - |2\rangle \langle 2| + |2\rangle \langle 2| + |2\rangle \langle 2| \sum_{m=1}^{\infty} \frac{(-i\nu t)^m}{m!}$$

$$U = 1 - |2\rangle \langle 2| + |2\rangle \langle 2| \left(1 + \sum_{m=1}^{\infty} \frac{(-i\nu t)^m}{m!}\right)$$

$$U = 1 - |2\rangle \langle 2| + |2\rangle \langle 2| e^{-i\nu t}$$

The unitary transformation $U$ then has the following action on the basis states,

$$U^\dagger |1\rangle = |1\rangle, \quad U^\dagger |2\rangle = e^{i\nu t} |2\rangle.$$
This allows us to compute the second term of $\mathcal{H}_{\text{RF}}$,

$$U^\dagger \mathcal{H} U = \omega_{12} |2\rangle \langle 2| - (\mathcal{E}(r, t) e^{-i\nu t} + \mathcal{E}^*(r, t) e^{i\nu t}) (\mu_{12} |1\rangle \langle 2| e^{-i\omega t} + \mu_{21} |2\rangle \langle 1| e^{i\omega t}).$$

This part of $\mathcal{H}_{\text{RF}}$ contains terms that oscillate as $e^{2i\nu t}$ or $e^{-2i\nu t}$, which can be eliminated because they are too fast to be relevant for our timescales of interest. With this approximation, the Hamiltonian in the rotating frame is then

$$\mathcal{H}_{\text{RF}} = U^\dagger \mathcal{H} U - i\hbar U^\dagger \frac{\partial}{\partial t} U$$

$$\mathcal{H}_{\text{RF}} = -\hbar (\nu - \omega_{12}) |2\rangle \langle 2| - (\mathcal{E}(r, t) \mu_{21} |2\rangle \langle 1| + \mathcal{E}^*(r, t) \mu_{12} |1\rangle \langle 2|)$$

$$\mathcal{H}_{\text{RF}} = -\hbar \delta |2\rangle \langle 2| - \hbar (\Omega |2\rangle \langle 1| + \Omega^* |1\rangle \langle 2|),$$

where we have defined the Rabi frequency

$$\Omega = \frac{\mu_{21} \mathcal{E}(r, t)}{\hbar}.$$

If we define raising and lowering operators $\sigma \equiv |g\rangle \langle e|$, the dipole interaction can be written in the rotating frame as

$$\tilde{H}_{\text{AF}} = \frac{\hbar \Omega}{2} \left( \sigma + \sigma^\dagger \right), \quad \Omega \equiv -\frac{2 \langle g| \hat{\varepsilon} \cdot \mathbf{d} |e\rangle}{\hbar} E_0^{(+)} = -\frac{\langle g| \hat{\varepsilon} \cdot \mathbf{d} |e\rangle}{\hbar} E_0$$
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where we have defined the Rabi frequency $\Omega$. For a resonant interaction, the populations evolve as

$$
c_g(t) = c_g(0) \cos \left( \frac{1}{2} \Omega t \right) - i\tilde{c}_g(0) \sin \left( \frac{1}{2} \Omega t \right)$$

$$
\tilde{c}_e(t) = \tilde{c}_e(0) \cos \left( \frac{1}{2} \Omega t \right) - i c_g(0) \sin \left( \frac{1}{2} \Omega t \right)
$$

DEFINE C1 AND C2 AND C2 TILDE.

For nearly-resonant interactions, we define a generalized Rabi frequency $\tilde{\Omega}$,

$$
\tilde{\Omega} \equiv \sqrt{\Omega^2 + \Delta^2}, \quad \Delta \equiv \omega - \omega_0
$$

In this case, the excited state population follows

$$
p_e(t) = \frac{\Omega^2}{\tilde{\Omega}^2} \sin^2 \left( \frac{1}{2} \tilde{\Omega} t \right)
$$

The dressed states of the system have the following energies and form

$$
E_\pm = -\frac{\hbar \Delta}{2} \pm \hbar \tilde{\Omega} \quad |+\rangle = \sin \theta \, |g\rangle + \cos \theta \, |e\rangle
$$

$$
\tan(2\theta) = -\frac{\Omega}{\Delta} \quad |-\rangle = \cos \theta \, |g\rangle - \sin \theta \, |e\rangle
$$

In the far-detuned limit, $|\pm\rangle \approx |g\rangle$ with an AC Stark Shift,

$$
E_\pm \bigg|_{\Omega \ll \Delta} = -\frac{\hbar \Omega^2}{4 \Delta}
$$
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**Saturation Intensity**

The saturation intensity is defined†

\[
I_{\text{sat}} = \frac{2\Omega^2}{\Gamma^2} = \frac{c\epsilon_0 \gamma^2 h^2}{4|\langle g| \hat{\epsilon} \cdot \hat{d}|e\rangle|^2}
\]

There is a different saturation intensity for every transition between an initial state \(|F, m_F\rangle\) and final state \(|F', m'_F\rangle\) for a given polarization of light owing to the \(|\langle g| \hat{\epsilon} \cdot \hat{d}|e\rangle|\) appearing in the above expression. These can be computed as follows:

\[
\langle F, m_F| \text{er}_q |F', m'_F\rangle = \langle F||\text{er}||F'\rangle \langle F, m_F| F', 1, m'_F, q \rangle
\]

\[A: \langle F||\text{er}||F'\rangle = \langle J||\text{er}||J'\rangle (-1)^{J' + J + 1} \sqrt{(2F' + 1)(2J + 1)} \begin{pmatrix} J & J' & 1 \\ F' & F & I \end{pmatrix} \]

\[B: \langle F, m_F| F', 1, m'_F, q \rangle = (-1)^{F'-1+m_F} \sqrt{2F' + 1} \begin{pmatrix} F' & 1 & F \\ m'_F & q & -m_F \end{pmatrix} \]

†The saturation parameter

\[s = \frac{I/I_{\text{sat}}}{1 + 4\Delta^2/\Gamma^2} \]

matches \(R_{\text{opt}}/\gamma_{21} = 2|\Omega/\Gamma_{21}|^2\) with \(\Gamma_{21} = \gamma_{21} - i\Delta\) in Misha’s notes if you replace \(\Omega \rightarrow \Omega/2\) and \(\gamma_{21} \Rightarrow \Gamma/2\). In Misha’s notes, \(\gamma_{21} = \gamma/2\), so probably \(\Gamma_{\text{Steck}} = \gamma_{\text{Misha}}\).
Thus, atom-specific properties relevant to all the transitions of a specific \( D \) line can be reduced to a single reduced matrix element. The rest of the terms are calculable from \( F, F', m_F, \) and \( m'_F \).

\[
D^2 \text{ line: } \left< J = \frac{1}{2} \parallel er \parallel J' = \frac{3}{2} \right>
\]

\[
D^1 \text{ line: } \left< J = \frac{1}{2} \parallel er \parallel J' = \frac{1}{2} \right>
\]

Combining \( A \) and \( B \) into one expression,

\[
\langle F, m_F | e_{rq} | F', m'_F \rangle = \langle J || er || J' \rangle (-1)^{F' + J + 1 + I} \sqrt{(2F' + 1)(2J + 1)} \begin{pmatrix} J & J' & 1 \\ F' & F & I \end{pmatrix} \\
	imes (-1)^{F' - 1 + m_F} \sqrt{2F' + 1} \begin{pmatrix} F' & 1 & F \\ m'_F & q & -m_F \end{pmatrix}
\]

**Steady-state Population**

The saturation intensity is the energy scale for the saturation of the excitation of a two-level atom.

The steady-state population is

\[
\rho_{ee}(t \to \infty) = \frac{1}{2} \frac{I/I_{sat}}{1 + 4\Delta^2/I^2 + I/I_{sat}}
\]
which for a resonant drive simplifies to

\[ \rho_{ee}(t \to \infty) = \frac{1}{2} \frac{I/I_{\text{sat}}}{1 + I/I_{\text{sat}}} \]

For \( I \gg I_{\text{sat}} \), the excited state population \( \rho_{ee} \) saturates to half. For \( I \ll I_{\text{sat}} \), the atomic response is linear \( \rho_{ee} \sim I/I_{\text{sat}} \).

**1D Conservative Lattice**

For the typical lattice used in lab, the nearest atomic transition is \( \lambda_0 = 780 \text{ nm} \) and we detune the lasers to \( \lambda_{\text{laser}} = 755 \text{ nm} \), which translates to \( \Delta \approx 12 \text{ THz} \). The natural linewidth \( \Gamma \approx 6 \text{ MHz} \). Hence,

\[ \left( \frac{\Delta}{\Gamma} \right)^2 \approx 4 \times 10^{12} \]

Additionally, both the D\(_1\) and D\(_2\) transitions have saturation intensities \( I_{\text{sat}} \approx 2 \text{ mW/cm}\(^2\)\). For a 200 mW beam with waist 100 \( \mu \text{m} \), that gives an intensity of

\[ I \approx \frac{200 \text{ mW}}{\pi (100 \mu \text{m})^2} \Rightarrow \frac{I}{I_{\text{sat}}} \approx 10^6 \]

In this limit, we may then simplify the excited state population to

\[ \rho_{ee} = \frac{1}{8} \frac{\Gamma^2}{\Delta^2} \frac{I}{I_{\text{sat}}}, \quad \frac{\Delta^2}{\Gamma^2} \gg \frac{I}{I_{\text{sat}}}, \frac{\Delta^2}{\Gamma^2} \gg \Gamma^2 \]
Our potentials are a result of a spatially varying Stark shift, so

\[ V(z) = \Delta E_{\text{Stark}}(z) = \frac{\hbar^2 I(z)}{8\Delta} \frac{I(z)}{I_{\text{sat}}} \Rightarrow \frac{I(z)}{I_{\text{sat}}} = V(z) \left( \frac{8\Delta}{\hbar^2} \right) \]

The probability of excitation then has a simple spatially varying form

\[ \rho_{ee} = \frac{V(z)}{\hbar\Delta} \]

For reasonably large lattice depths, the atomic wavefunction can be approximated as a Gaussian with spread \( \ell \),

\[ \psi(z) = \frac{1}{\pi^{1/4} \sqrt{\ell}} e^{-\frac{z^2}{2\ell^2}} \]

If we integrate over the lattice potential, we get the overall probability of excitation,

\[ \rho_{ee} = \int_{-\infty}^{\infty} \rho_{ee}(z) |\psi(z)|^2 \, dz \]

\[ \rho_{ee} = \int_{-\infty}^{\infty} \frac{V(z)}{\hbar\Delta} |\psi(z)|^2 \, dz \]

\[ \rho_{ee} = \int_{-\infty}^{\infty} \frac{V_0}{2} \sqrt{\frac{\Delta}{\hbar}} \frac{1 \pm \cos(2kz)}{\hbar\Delta} \frac{1}{\sqrt{\pi\ell^2}} e^{-z^2/\ell^2} \, dz \]

\[ \rho_{ee} = \pm \frac{V_0}{2\hbar\Delta} \left( 1 - e^{-k^2\ell^2} \right) \]

In terms of the Lamb-Dicke parameter, \( \eta = \frac{k\ell}{\ell} \), we can identify the following relations in the limit.

---

\(^1\)The spread of the Gaussian is given by \( \ell = \sqrt{\frac{\hbar}{m\omega}} \), where the trap frequency \( \omega \) is \( \hbar \omega = 2\sqrt{V_0 E_{\text{recoil}}} \) where \( V_0 \) is the depth of the optical lattice potential.
of $V_0 \gg E_{\text{recoil}}$,

\[
\rho_{ee} = \begin{cases} 
\frac{V_0}{\Delta} (1 - e^{-\eta^2}) & \rightarrow \frac{V_0}{\Delta} \eta^2 \quad \Delta > 0 \\
\frac{V_0}{\Delta} (e^{-\eta^2} - 1) & \rightarrow \frac{V_0}{\Delta} (2 - \eta^2) \quad \Delta < 0 
\end{cases}
\]

**AC Stark Shift**

In terms of the saturation intensity, the AC Stark Shift can be written

\[
\Delta E_{\text{Stark}} = \frac{h \Gamma^2}{8 \Delta} \frac{I}{I_{\text{sat}}}
\]

For a Gaussian Beam, the intensity in the center is $2P/(\pi w^2)$ so that the Stark shift is

\[
\Delta E_{\text{Stark}} = \frac{h \Gamma^2}{8 \Delta I_{\text{sat}}} \frac{2P}{\pi w^2}
\]

Now converting $\Delta \equiv \omega_0 - \omega_L$ into wavelengths $\lambda_0$ and $\lambda_L$,

\[
\Delta E_{\text{Stark}} = \frac{h \Gamma^2 P \lambda_0 \lambda_L}{\pi \cdot 8 \pi w^2 I_{\text{sat}}} \frac{c}{(\lambda_L - \lambda_0)}
\]

The decay $\Gamma$ is defined in the optical Bloch equations:

\[
\partial_t \rho_{ee} = i \frac{\Omega}{2} (\rho_{eg} - \rho_{ge}) - \Gamma \rho_{ee}
\]

\[
\partial_t \rho_{ge} = - (\gamma_\perp + i\Delta) \rho_{ge} - i \frac{\Omega}{2} (\rho_{ee} - \rho_{gg})
\]

where the decay $\Gamma = 1/T_1$ is the longitudinal relaxation time and $\gamma_\perp = 1/T_2$ is the transverse relaxation time.
Lastly, we convert to Hertz using $h\nu_{\text{Stark}} = \Delta E_{\text{Stark}}$,

$$\nu_{\text{Stark}} = \frac{P \Gamma^2 \lambda_0 \lambda_L}{2\pi \cdot 8\pi^2 w^2 I_{\text{sat}} c (\lambda_L - \lambda_0)}$$

**Scattering Rate**

With the excited state population $\rho_{ee}$, the scattering rate $R_{sc}$ is simply $\Gamma \rho_{ee}$,

$$R_{sc} = \frac{\Gamma}{2} \frac{I/I_{\text{sat}}}{1 + 4 (\Delta/\Gamma)^2 + (I/I_{\text{sat}})}$$

### A.1.1 Bloch Sphere

### A.2 Three-Level Atom

In this section, we consider a three-level $\Lambda$-type atom with driving fields that couple the two lower-lying states to the excited states. As was done in §A.1 for the two-level atom, we use the dipole approximation to treat the atom-field interaction and consider the slowly-varying envelope limit. In

The Gaussian beam takes the following normalized form,

$$E(r) = \sqrt{\frac{2P}{\pi w^2}} e^{-r^2/w^2}$$

where normalization is such that

$$P = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E^2(r) \, dx \, dy = \int_{0}^{2\pi} \int_{0}^{\infty} E^2(r) r \, dr \, d\theta$$
In this case, we can write the Hamiltonian
\[ H = \hbar (\omega_{12} |2\rangle\langle 2| + \omega_{13} |3\rangle\langle 3|) \]
\[ - (\mathcal{E}_1 (r, t) e^{-i\nu_1 t} + \mathcal{E}_1^* (r, t) e^{i\nu_1 t}) (\mu_{13} |1\rangle\langle 3| + \mu_{31} |3\rangle\langle 1|) \]
\[ - (\mathcal{E}_2 (r, t) e^{-i\nu_2 t} + \mathcal{E}_2^* (r, t) e^{i\nu_2 t}) (\mu_{23} |2\rangle\langle 3| + \mu_{32} |3\rangle\langle 2|) \]

We apply the unitary transformation defined by,
\[ U = e^{-i\nu_1 t |3\rangle\langle 3| - i(\nu_1 - \nu_2)t |2\rangle\langle 2|} \]

to transform into a rotating frame. As with the two-level atom, the Hamiltonian transforms according to
\[ H_{RF} = U^\dagger H U - i\hbar U^\dagger \frac{\partial}{\partial t} U. \]

The second term of the effective Hamiltonian is
\[ -i\hbar U^\dagger \frac{\partial}{\partial t} U = -\hbar \nu_1 |3\rangle\langle 3| - \hbar (\nu_1 - \nu_2) |2\rangle\langle 2|. \]

Using the same power series technique as in §A.1, we can also obtain the identities,
\[ U^\dagger |1\rangle = |1\rangle, \quad U^\dagger |2\rangle = |2\rangle e^{-i(\nu_1 - \nu_2)t}, \quad U^\dagger |3\rangle = |3\rangle e^{-i\nu_1 t}. \]
which we use to compute the first term in the effective Hamiltonian. The Hamiltonian in this new frame is then,

\[ H_{RF} = \hbar (\omega_{12}|2\rangle\langle 2| + \omega_{13}|3\rangle\langle 3|) - \hbar ((\nu_1 - \nu_2)|2\rangle\langle 2| + \nu_1|3\rangle\langle 3|) \\
- (\mathcal{E}_1(r,t)e^{-i\nu_1 t} + \mathcal{E}^*_1(r,t)e^{i\nu_1 t}) (\mu_{13}|1\rangle\langle 3|e^{i\nu_1 t} + \mu_{31}|3\rangle\langle 1|e^{-i\nu_1 t}) \\
- (\mathcal{E}_2(r,t)e^{-i\nu_2 t} + \mathcal{E}^*_2(r,t)e^{i\nu_2 t}) (\mu_{23}|2\rangle\langle 3|e^{i\nu_2 t} + \mu_{32}|3\rangle\langle 2|e^{-i\nu_2 t}) , \]

which after removing the fast oscillating terms simplifies to,

\[ \Rightarrow H_{RF} = \hbar [(\omega_{12} - (\nu_1 - \nu_2))|2\rangle\langle 2| + (\omega_{12} - \nu_1)|3\rangle\langle 3|] \\
- (\mu_{13}\mathcal{E}_1(r,t)|1\rangle\langle 3| + \mu_{31}\mathcal{E}^*_1(r,t)|3\rangle\langle 1|) \\
- (\mu_{23}\mathcal{E}_2(r,t)|2\rangle\langle 3| + \mu_{32}\mathcal{E}^*_2(r,t)|3\rangle\langle 2|) . \]
Orbital Excitation Blockade

B.1 State Preparation

Our experiments begin with a degenerate 2D Bose gas of $^{87}$Rb atoms prepared in the $|F = 1, m_f = -1\rangle$ state in a single layer of a 1D optical lattice with spacing 1.5 $\mu$m, in the focal plane of a high resolution imaging system as described in previous work. The atoms are then loaded into a 2D optical lattice with spacing 680 nm, which is ramped up to a depth of $45 E_r$ adiabatically on either a single-
or many-body timescale, depending upon the experiment to be performed.

B.2 Higher Band Removal

The orbital blockade is observed through the deterministic removal of atoms in higher bands of the 1.5 $\mu$m lattice. For removal of atoms from the second band, this is achieved by reducing the depth of this lattice to 3.8 kHz from an initial depth of 35.8 kHz. Gravity produces a shift of 3.2 kHz per well, thus inducing second band atoms to Zener tunnel away within a few ms. The Landau-Zener tunneling rate from the ground state is given by $\Gamma_{LZ} = \frac{mga^2}{2\pi\hbar}\frac{e^{-g_c/g}}{} \approx 12$ Hz. Here $g$ is the gravitational acceleration and $g_c = a\omega_z^2/4$. This effect leads to a loss of ground state atoms on the percent level, but can be made negligible by using excitations to the fourth band.

B.3 Band Dependent Energy Shifts

Due to its large spacing, the 1.5 $\mu$m lattice has a recoil energy of only 250 Hz. Consequently its depth is ~150 recoils, and its low-lying eigenstates are, to good approximation, the Hermite-Gaussians of a harmonic oscillator. The interaction energy between particles in bands $m$ and $n$ may thus be written in terms of the ground band interaction energy $U_{00}$ as:

$$U_{nm} = U_{00} (2 - \delta_{nm}) \frac{\int |\psi_m(x)|^2 |\psi_n(x)|^2 \, dx}{\int |\psi_0(x)|^4 \, dx}$$
\[ \Delta \omega_z / 2\pi \text{ [Hz]} \begin{array}{lllll} n = 1 & n = 2 & n = 3 & n = 4 \\ m = 0 & 0 & -217 & -434 & -651 \\ m = 1 & -9 & -226 & -443 & \\ m = 2 & -18 & -235 & \\ m = 3 & -27 & \\ \end{array} \]

Table B.1: Frequency shifts in Hz for a transition transferring an atom from the ground band to the fourth band, starting with \( n \) and \( m \) atoms in each of these bands. The shifts are measured relative to an initial state with one atom in the ground band and none in the excited band.

where \( \psi_m(x) \) is the normalized \( m \)th harmonic oscillator wavefunction. The total interaction shift for \( M \) particles in band \( m \), and \( N \) particles in band \( n \) is thus:

\[
\frac{M(M-1)}{2} U_{mm} + \frac{N(N-1)}{2} U_{nn} + MNU_{mn}.
\]

The interactions also produce off-resonant band changing collisions, with a Rabi frequency:

\[
\Omega_{mn\leftrightarrow pq} = U_{00} C_{mn\leftrightarrow pq} \frac{\int \psi_m(x) \psi_n(x) \psi_p^*(x) \psi_q^*(x) \, dx}{\int |\psi_0(x)|^4 \, dx}
\]

up to a combinatoric factor \( C_{mn\leftrightarrow pq} \) resulting from Bose enhancement. For an energy defect of \( \delta_{mn\leftrightarrow pq} \gg \Omega_{mn\leftrightarrow pq} \), this process produces an energy shift of \( \Delta_{mn} = -|\Omega_{mn\leftrightarrow pq}|^2 / \delta_{mn\leftrightarrow pq} \). For our experiment, the dominant band changing collision is \( |m = 0, n = 2 \rangle \rightarrow |p = 1, q = 1 \rangle \) with a Rabi frequency \( \Omega_{02\leftrightarrow 11} = 2\pi \times 120 \text{ Hz} \). In this case lattice anharmonicity and interaction shifts produce an energy defect of \( \delta_{02\leftrightarrow 11} = 2\pi \times 330 \text{ Hz} \), resulting in an additional overall shift of the \( |0, 2 \rangle \) state of \( \Delta_{02} = -2\pi \times 45 \text{ Hz} \).
B.4 Limits on entropies achievable with algorithmic cooling

In our system, the main limitation on the achievable entropies with algorithmic cooling is losses during the Landau-Zener chirp. Spontaneous emission after absorption of photons from the lattice leads to excitation of atoms from the ground state at a rate of $0.1 \text{s}^{-1}$. These atoms are quickly lost due to tunneling in the higher bands in the case of the in-plane lattice or in the band filtering step in the case of the axial lattice. This leads to holes in an $n = 1$ Mott insulator (3% during the 250 ms ramp), setting a lower bound on the reachable entropy after thermalization of $\approx 0.15 k_B$ per particle. The lattice light is detuned 25 nm to the blue of the atomic resonance, and the heating rate can be made negligible by increasing the detuning (e.g. using 1064 nm lattice light). A more fundamental limit on the single-shot cooling algorithm demonstrated here is given by initial holes in the Mott insulator that cannot be corrected. For our Mott insulators, the hole fraction is on the order of 0.5% corresponding to a post-thermalization entropy of $\approx 0.06 k_B$ per particle. This limit can be overcome by the iterative algorithm described in the text. For Mott insulators with large initial atom numbers per site, it is also important to take into account the efficiency of the Landau-Zener chirp. For excitation to the second band, the measured efficiency is $0.94(1)$. 

140
C.1 Experimental Sequence

All of the experiments described in this letter start with a 2-D, single layer Mott insulator of $^{87}\text{Rb}$ in a deep optical lattice ($V_x = V_y = 45 E_r$, $E_r/2\pi \sim 1.24$ kHz) with a 680 nm spacing$^{12}$. The experimental sequences for both the single-particle and interacting two-particle experiments are illustrated in Fig. C.1.
Preparing Initial Fock State Distribution

Single-Particle State Preparation

Chiral Quantum Walk

Fluor. imaging

Figure C.1: Experimental sequence: Schematic showing the approximate ramps and relative timing of the $x$-, $y$-lattices, the $x$-, $y$-DMD-potentials, the $x$-, $y$-tilts, and the Raman lattice. The profiles of the DMD potentials are sketched for the dimension labeled on the left. The other dimension of the profiles is well described by a smooth flattop potential within the region used for the experiment. All optical ramps are changed exponentially in depth as a function of time and are sketched with a logarithmic $y$-scale here. The $x$-, $y$-tilts that are created by magnetic field gradients are, however, plotted and ramped linearly.
C.1.1 Initial State Preparation

Preparation of the Initial Fock State Distribution

For both experiments we deterministically prepare an initial state from the $N = 1$ shell of a Mott insulator. We choose the number of atoms for each experiment by projecting an additional confining (or “cutting”) optical potential from a digital micromirror device (DMD) located in the Fourier plane of our imaging system. This “cutting” potential is either a single-well or a double-well along one dimension, and a smoothed flattop potential along the other dimension. The additional potential is superimposed on top of the atoms which are still situated in a deep lattice. The atoms outside of the “cutting” potential are then removed from the system by turning off the optical lattice and applying an anti-confining potential to efficiently expel them from the system. The lattice is then ramped back on and the anti-confinement potential is turned off. As illustrated in Fig. C.2, this sequence is first applied in the $x$- and then in the $y$-direction of the lattice such that either a $1 \times 1$ or a $2 \times 1$ initial state is produced. The loading efficiency of these states is $\approx 93\%$ and is largely dominated by the initial Mott insulator fidelity.

Single-Particle State Preparation

There is an additional Landau-Zener preparation step for the single-particle experiments, which require an individual atom to be delocalized across the central rung of the ladder system. First, the ladder-forming double-well potential is projected on top of a deep, non-tilted lattice with a single atom being located on one side of the central double-well. While the tunneling is still suppressed,
we add an additional tilt $\Delta \gg J$ with a physical magnetic field gradient along the rung direction, which is used to prepare the occupied site as the ground state of the tilted double-well system (cf. Fig. C.2 (c)). Tunneling is then rapidly increased by ramping down the lattice potential (final parameters: $V_y = 11E_r, \Delta \approx 20$). Finally, we adiabatically prepare the $\Delta = 0$ ground state of the balanced double-well system by ramping down the magnetic field gradient over a period of 100ms, which results in the state $|\psi_{\text{initial}}\rangle = \frac{1}{\sqrt{2}}(a_U^\dagger + a_D^\dagger)|\text{vac}\rangle$. In doing so, we bring the gradient close to zero but eventually set it to a small finite value for the remainder of the experiment. This empirically chosen value compensates for any other sources of tilt in the double-well system and maintains the balanced population in the $|U\rangle$ and $|D\rangle$ states until the experiment is started.

C.1.2 Quench Dynamics with a Gauge Field

After the preparation of the initial state (either one or two particles), the dynamics are initiated by a quench in both directions. In the two-particle case, a double-well potential whose minima align with those of the $y$-lattice is superimposed on the lattice to create a $2 \times N$ confining potential. Afterwards, complex tunneling along the $x$-direction is engineered by ramping on a physical magnetic field gradient while still maintaining a deep optical lattice. This gradient is large enough to suppress tunneling even after the next step, during which the optical lattice is ramped down to a lower depth. It is noteworthy that the resonance frequency for restoring the tunneling is calibrated at this lower lattice depth, since optical potentials of different strengths can have residual gradients resulting in a lattice-depth dependent resonance condition. To restore the tunneling suppressed by the tilt, the Raman lattice power is first ramped up to $V_R \approx 0.05E_r$, then the optical lattice along the $x$-
Figure C.2: Initial state preparation. The steps for preparing the one- or two-particle states are shown in part a and b for the x- and y-directions, respectively. i,ii illustrate the superposition of the confining DMD potential and the bare lattice potential. iii,iv illustrate the removal of unwanted atoms from the system due to the removal of the optical lattice and the addition of an anti-confining potential. v,vi illustrate the reloading of the optical lattice and the removal of the additional “cutting” potential from the DMD. The preparation of the delocalized single-particle initial state is illustrated in panel c. The left plot shows the energy of the two instantaneous eigenstates of the system as a function of $\Delta/J$ where the color denotes the overlap of the bare states $|U\rangle$ and $|D\rangle$ with these eigenstates. The initial state for the single-particle experiments is obtained by starting at $\Delta = 20$ and adiabatically following the ground state to the $\Delta = 0$ point in the diagram, as denoted by the dashed black line in panel b. The sketches above the plot visualize the approximate description of the system at given ratios of $\Delta/J$. The overall preparation sequence is visualized in the additional sketches i-iv. i,ii show the tilting of the lattice while tunneling is still strongly suppressed. iii shows the restoration of tunneling after the depth of the tilted lattice has been reduced. iv shows the final state produced by the Landau-Zener sweep after the tilt has been ramped down. The overall sequence thus corresponds to the state transformation $|U\rangle \rightarrow \frac{1}{\sqrt{2}}(|U\rangle + |D\rangle)$.
direction is ramped down to $\approx 4E_r$ to increase the bare tunneling in this direction. Afterwards, the frequency of the Raman lattice is chirped to the resonant frequency to enable complex tunneling and thereby realize the Harper-Hofstadter Hamiltonian on the $2 \times N$ ladder that is defined by the bare lattice and the remaining DMD potential. In the two-particle case, the $\gamma$-lattice is additionally quenched to $11E_r$ at the time the Raman lattice is chirped to resonance. In the single-particle case, this is unnecessary since the lattice is left at $11E_r$ from the Landau-Zener sweep. After a given quench time all lattices are ramped to their maximum depth to suppress all dynamics and the atoms are then imaged with single-site resolution (C.1). For all two particle experiments conducted, the doublon fraction at any time during the evolution is sufficiently small such that the results are not affected by the loss of atoms due to parity projection.
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