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Quantifying and engineering protein dynamics in bacteria

Abstract

Genetically identical cells can display heterogeneity in their level of proteins due to stochastic

gene expression. Such noise has been found to be widespread across biology, and can have a tremen-

dous impact by allowing cells to access different phenotypes. However, the timescales of these fluc-

tuations matter: slow fluctuations are potentially much more potent whereas if fluctuations are

corrected rapidly they are relatively innocuous. Many simple mechanisms in cells – such as gene

cascades, time-averaging to suppress fluctuations and epigenetic modifications – can create slow

fluctuations. Quantifying protein dynamics remains a technical challenge as it requires measuring

gene expression of long time series under constant growth conditions, and thus the timescales of

fluctuations in gene expression remain largely unknown. By using a newly developed microfluidic

device – to follow hundreds of cells for hundreds of cell divisions under constant growth conditions

– we quantify the timescale of fluctuations of∼ 50 transcriptional reporters and∼10 translational

reporters in Escherichia coli. All reporters show a strikingly similar and surprising behavior: an expo-

nential decorrelation with a half-life of one generation. We show that the discrepancy with previous

studies can be explained by artifacts arising from calculating autocorrelation functions with short

time series or non-uniform growth conditions.

The general absence of slow fluctuations in cells opens up the question of how difficult it is to
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create epigenetic memory with fluctuations in protein copy number. To answer this question, we

revisit a synthetic oscillator, the repressilator, to engineer oscillations correlated over hundreds of

generations. Synthetic gene circuits typically have much lower accuracy than their natural counter-

part, and our hypothesis for this difference is that they are usually designed without considering

stochastic gene expression. We used principles from stochastic chemistry in single cells to reduce

error propagation and information loss. By simply removing features from the circuit rather than

adding feedback loops, we created highly regular and robust oscillations, with circuits keeping their

14-generation periods in a wide range of growth conditions. The phase was kept for hundreds of

generations such that flasks of cells and bacterial colonies displayed synchronous oscillations, even

without coupling between cells.

Proteins cannot adapt to upstream changes on a scale faster than their lifetime. In order to re-

spond to changes in their environment more quickly than their division time, cells must degrade

their proteins. Fluctuations in the proteolytic machinery could therefore cause fluctuations in the

half-lives of the degraded proteins. We develop and validate the first tool measuring instantaneous

proteolysis rates in single bacterial cells. By measuring the saturation curve of ssrA-tagged proteins,

we show that these substrates exhibit Michaelis-Menten kinetics, with very high affinity and a half-

life of∼45 seconds. We show that the SspB adapter protein increases the affinity of the ClpXP pro-

tease to ssrA-tagged substrates, which was previously demonstrated in vitro but not in vivo. How-

ever, depending on the substrate’s local structure, degradation can be faster without the adapter. By

measuring changes in degradation rates over time, we discover a proteolytic response: at high con-

centration of ssrA-tagged substrates, cells compensate by producing more proteases. We connect
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this phenomenon to the heat shock response and characterize the associated toxicity. We discuss the

limitations of using fluorescent proteins as reporters for degradation – fluorescent proteins targeted

with natural tags can be partially degraded such that there is no decay in fluorescence – and suggest

potential alternative methods for measuring degradation in single cells.
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1
Introduction

Protein levels can vary greatly between genetically identical cells in the same environment. Such

‘noise’ can arise from random expression events or from uneven partitioning of molecules between

the two daughters at cell division. At high abundances, the noise magnitude can become small com-

pared to the average, but it is also possible for noise to propagate between network components in

a way that is independent of abundances. For example, mRNAs are often present in such low num-

1



bers per cell that fluctuations arise spontaneously, and cells that have twice as much of an mRNA

may produce the protein at twice the rate, transmitting the fluctuations in mRNA abundances to

proteins. Because molecules such as mRNAs and proteins largely determine the identity of the cells,

genetically identical cells exposed to the same environment will exhibit different behaviors. Cells

have evolved to tolerate, control or exploit this noise.

Fluctuations in the number of molecules per cell are often quantified by estimating the statisti-

cal distributions over a population. However, the timescales on which numbers vary around the

mean (i.e. how rapidly deviations are corrected) are also crucial, but have not been quantified as ac-

curately or as systematically. Specifically, fluctuations that are rapidly corrected cannot substantially

affect downstream processes because their levels change before those processes have had a chance to

respond. Slow fluctuations can by contrast create long-lasting, possibly even epigenetic, phenotypes.

Several high-throughput studies have surveyed protein distributions and revealed widespread

variability between cells. Protein dynamics in single cells have in turn primarily been studied in spe-

cial cases. One reason is that quantification of protein dynamics is technically more challenging than

taking snapshots. In fact, statistically quantifying the timescales can require long-term imaging of

cells growing under precisely controlled growth conditions, as any changes in the conditions would

appear as slow fluctuations. Protein time series in bacteria are typically acquired by imaging cells

as they grow and divide on an agar pad. However, the growth conditions are then changing as the

bacteria form a micro-colony and the cells start competing for limited resources. Additionally, the

cells quickly become crowded in the field of view and the fluorescence in one cell is affected by its

neighbors simply due to the point-spread function of light.
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Recent developments in microfluidics have yielded devices that enable researchers to follow mul-

tiple well-separated cell lineages as they grow and divide for long periods of time, with fresh medium

washing away the newborn cells. The growth conditions – whether rich or poor – can then be kept

precisely constant over time, making the results easier to interpret.

We leveraged this high-throughput quantitative setup to both measure and engineer protein

dynamics on multiple timescales in bacteria. We will start by surveying the timescales of fluctua-

tions for natural genes in E. coli. This will show a striking universality: all measured genes decay on

a timescale of one cell division. By using a synthetic biology approach, we will then engineer very

slow protein dynamics. Specifically, by using the quantitative platform and insights from stochas-

tic theory we could modify a classic synthetic circuit – the repressilator – to create oscillators that

keep phase for more than 200 generations before drifting out phase by half a period. Finally, we will

quantify the kinetics of protein degradation, which allows cells to adapt to their environment on a

timescale faster than one generation. The half-life of the substrates targeted for degradation will be

as low as 0.03 generation.

The dissertation is structured as follows. In chapter 2, we will introduce stochastic gene expres-

sion and present theoretical results in order to develop an intuition for how noise transmission in

chemical cascades affect the timescales of the fluctuations. We will then survey those timescales for

∼60 native genes in Escherichia coli and mention our efforts to describe similar properties in fission

yeast. We then describe some interpretation artifacts that have arisen from analyzing short time se-

ries.

In chapter 3, we will show how we can engineer gene synthetic circuits with correlations lasting
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over dozens of generations by using insights from stochastic theory. The chapter is composed of a

reformatted, published article, reproduced here with permission from Nature.

After observing extremely long timescales, we will characterize how quickly can cells respond to

their environment in chapter 4. We will introduce proteolysis in bacteria, with a focus on E. coli.

We will then present the development and validation of the first method allowing measurement of

instantaneous degradation rates in single cells. This tool will be used to measure the saturation curve

of degradation tagged-substrate, which led us to discover a new proteolytic feedback response: when

cells are challenged with a high concentration of substrates, they appear to respond by producing

more proteases.

Because many details of the experimental methods are shared between the chapters, we present

them side-by-side in appendix B.
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The most exciting phrase to hear in science, the one that

heralds new discoveries, is not ‘Eureka!’ but ’That’s

funny...’

Isaac Asimov

2
Fluctuation timescales in micro-organisms

The objective of this chapter is to provide a global survey of the fluctuation timescales in E. coli, by

quantifying the protein dynamics of many natural genes under precisely controlled growth condi-

tions.

We will start by briefly introducing stochastic gene expression, and the statistical metric we will

use to quantify the timescales – the autocorrelation function. We will then introduce a toy model
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in order to develop an intuition for how the timescales of fluctuations change when they are trans-

mitted from one component to another in chemical cascades. After showing how plasmid-based

reporters can bias the measurements, we quantify the fluctuation timescales of∼ 60 native genes.

We will also discuss how using short time series for calculating autocorrelations can introduce arti-

facts that have completely confounded some conclusions in the field.

Contributions

The results presented here are part of a large collaboration. The project started as Nathan Lord’s

Ph.D. project, during which he developed the microfluidic device, built the transcriptional reporters

and imaged them. Yoonseok Jung in turn developed the microfluidic device for Schizosaccharomyces

pombe, built the yeast reporters and imaged them. I built the E. coli translation reporters and imaged

them. Due to space constraints, I will briefly summarize the results of Lord and Jung, and then focus

on my results.

2.1 Introduction

It is now well established that stochastic fluctuations are ubiquitous in cells (for reviews, see ref-

erences [1–4]). Such fluctuations arise from the stochastic chemistry inside the cells, as molecules

present in low numbers randomly collide with each other. These fluctuating molecules, such as

mRNAs and proteins, play important regulatory functions inside the cells, and thus, genetically

identical cells exposed to the same environment can behave differently. Those fluctuations can be

detrimental: accessing a wide range of phenotypes can make cells grow more slowly overall. How-
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ever, cells can also exploit this non-genetic heterogeneity in many ways. For example, bacteria can

stochastically switch to a slow-growing persister state where they tolerate antibiotics [5, 6]. This is

different from resistance: after an antibiotic treatment, persisters will grow into a population where

only a fraction of the population is resistant by chance. Noise can also be exploited by stem cells to

differentiate probabilistically [7] or by cancer cells in their response to drug treatment [8].

Noise can be intuitively quantified in two ways: by the distribution of protein numbers in the

population, and by the timescale of these fluctuations (i.e. how long does a cell maintain a state of

the distribution). The timescale is important, as slow fluctuations are potentially much more potent.

Take for example the case of the bacterial persisters. If the bacteria switched into the antibiotic re-

sistant state for only a few seconds, any meaningful antibiotic treatment would eliminate the cells,

making persistance ineffective.

Theoretical frameworks have been developed to understand stochastic gene expression and the

experimental results obtained over the past 15 years [1, 9–15]. There are three main points which we

will focus on.

First, the noise observed in cells is often attributed to transcription [16–23]. Messenger RNAs

are typically present in low numbers in cells and are therefore more prone to low number stochastic

effects. Genes can also stochastically switch between states that are effectively on or off in terms of

expression, possibly creating bursts of mRNA production and creating substantial fluctuations even

at higher numbers.

Secondly, this noise can be propagated, because the rates of chemical reactions often depend on

the concentration of another species. If a protein is translated from an mRNA with fluctuating
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levels, its own levels will also fluctuate, even if the protein is present in large numbers. The noise in

the protein can be further propagated if it affects the expression of other genes.

Thirdly, noise can be time-averaged. For example, if the average lifetime of the protein is much

longer than that of the mRNA (which is often the case), the protein will not have time to respond to

mRNA fluctuations, and will instead effectively time-average its concentration and thereby partly

prevent noise propagation. Time-averaging therefore appears as a trivial way to suppress noise.

However, it comes at a cost: time-averaging prevents but also slows fluctuations. This trade-off be-

tween noise suppression and slow timescales suggests that slow protein dynamics could be common

in cells.

In addition to time-averaging slowing down fluctuations, there are multiple reasons to expect

fluctuations to be long-lived. Simple schemes such as genes affecting each other in a cascade will ef-

fectively put fluctuations through low-pass filters, suppressing them while also slowing them down.

Epigenetic modifications [24–26], positive feedback loops [27], bistability [28] and zero-order ultra-

sensitivity [29] can also create memories over multiple generations.

While the distribution of native proteins in E. coli has been measured on a global scale [30], the

timescales of these fluctuations remain largely unknown. In bacteria, synthetic constructs have been

shown to decorrelate on a timescale of one generation [31–33]. However, this might not be represen-

tative of the behavior of natural genes. Taniguchi et al. measured extremely long correlation times

of 8 to 21 generations in three native genes [30]. It was even reported that natural genes exhibit slow,

transient oscillations with periods of up to 20 generations [34]. In human cells, a survey has shown

most protein fluctuations to be corrected on the order of 1 to 5 generations [35].
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Surveying the timescales of fluctuations has so far been challenging due to technical limitations.

Quantifying slow fluctuations requires extraordinarily long time series under precisely constant

growth conditions. Using short time series can introduce artifacts, as we will show in section 2.3.3.

Minor changes in growth conditions over time can result in apparent slow timescales. Moreover, the

fluorescence from other cells can affect the measurement if the cells are crowded in the field of view.

By using a newly developed microfluidic device that addresses all of these challenges, we sought to

quantify the timescales of native genes in E. coli.

2.2 Quantifying protein dynamics

To quantify the fluctuation timescales, we will use the autocorrelation function:

A(T ) =
⟨(x(t)− ⟨x(t)⟩t)(x(t+ T )− ⟨x(t)⟩t)⟩t

⟨x(t)2⟩t
(2.1)

where x(t) is the concentration of molecules at time t and T is the time lag. The autocorrelation

function measures the correlation coefficient between two time points separated by a time lag T . It

intuitively represents the “memory” of the system: how long does it take before values at different

time points become uncorrelated.

In order to build some intuition for the behavior of autocorrelation functions, we will start by

looking at a simple toy model. A molecule x is produced at a constant rate (λx) and eliminated at

a constant rate per molecule (βx). A second molecule y is produced at a rate proportional to the

number of x (λy) and also eliminated at a constant rate per molecule (βy). This may describe the
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mRNAs (x) and the proteins (y):

x
λx−→ x+ 1

x
βxx−→ x− 1

y
λyx−→ y + 1

y
βyy−→ y − 1 (2.2)

Note that βy typically represents exponential dilution due to cell growth (e.g. β = ln 2/τdiv), but

may also include additional elimination such as degradation, as long as the total rate is proportional

to the number of molecules (e.g. β = βdil + βdeg + βbleach). In this case, because the rates are

linear functions of the number of molecules, the chemical master equation can be solved exactly for

the moments such as the averages and the covariances [10], giving the well-known results for the

mRNA-protein model:

ηxx = 1/⟨x⟩

ηxy =
1

⟨x⟩
τx

τx + τy

ηyy =
1

⟨y⟩
+

1

⟨x⟩
τx

τx + τy
(2.3)

where we used the normalized covariances (ηxy = σ2
xy/(⟨x⟩⟨y⟩)) and the molecules lifetimes

(τi = 1/βi). The effects of time-averaging appear obvious: if τy ≫ τx, then the second term of

ηyy vanishes and fluctuations are not effectively transmitted from X to Y. In other words, the noise
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Figure 2.1: Stochastic simulations of simplemodels show the effects of time-averaging and reaction cascades. a) Sim-

ulated time trace of themRNA-proteinmodel. The normalized number of molecules (numbers/average numbers) is

shown varying over time. ThemRNA numbers fluctuatemore (with respect to their mean, blue trace) and faster, with

the protein time-averaging the fluctuations (red trace). The simulations were performed using equations (2.2), with
(λx = 100,βx = 10,λy = 10,βy = 1). The autocorrelation functions show exponential decay with the half-life

of themRNA (blue) and the protein (red). The effects of cascades are shown, with the purple protein depending on the

yellowwhich depends on the red, with progressively slower time scales.

would be the same if the rate of production was replaced by a constant.

We can also calculate the autocorrelation matrix usingA(t) = exp(−Jt)C, with J the jacobian

matrix (Ji,j = ∂
∂xj

d⟨xi⟩
dt ) andC the covariance matrix (Ci,j = ηij). We obtain:

Axx(t) = e−t/τx

Ayy(t) = e−t/τy +
ηxy
ηyy

τx
τy − τx

(
e−t/τy − e−t/τx

)
(2.4)

Note that we have normalized the autocorrelation function such thatA(0) = 1 per convention.

The autocorrelation for molecule x simply decays exponentially with the time constant of the

molecule’s lifetime (Figure 2.1b, blue trace).

For molecule y, the picture is less clear. The first important point to note is that the function is
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always greater than e−t/τy (because the second term is always positive). This has important conse-

quences: the autocorrelation cannot decay faster than the molecule’s lifetime. Therefore, proteins

cannot respond to changes faster than the division time unless they are degraded, a process which we

will explore in chapter 4.

Let us now consider τy ≫ τx, which is an approximation for the mRNA-protein model, as the

lifetime of the proteins is typically much greater than the mRNA’s. In that case, ηxy goes to zero and

the second term of (2.4) vanishes such thatAyy is now equal to:

Adil(t) = e−t/τy (2.5)

where we renamed the autocorrelation dilution limited exponential. For stable molecules that are

only diluted, the autocorrelation function will then half every cell division (Figure 2.1b, red trace).

To illustrate the effects of cascades, we now set τy = τx = τ . We obtain:

Acas(t) = e−t/τ +
ηxy
ηyy

e−t/τ t

τ
(2.6)

In this case, the decay will be non-single-exponential, which will be more apparent for lag values on

the order of τ (e.g. Figures 2.1b, yellow trace, and 2.2). The deviation from single exponential will

depend on the ηxy/ηyy ratio. This ratio goes to one if most noise arises from x (i.e. ⟨y⟩ ≫ ⟨x⟩ ).

Cascades of genes thus slow down fluctuations.

Finally, let us consider the case where fluctuations of the upstream component are much slower
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(τx ≫ τy). This could represent x being the number of transcription factors and y now being the

mRNAs.

Ainh(t) =

(
1− ηxx

ηyy

)
e−t/τy +

ηxx
ηyy

e−t/τx (2.7)

The inheritance of the timescale depends on the ratio between the upstream fluctuations and the

total fluctuations (ηyy = 1/⟨y⟩ + ηxx). If most of the noise comes from the upstream fluctuations,

the autocorrelation will decay with the timescale of their lifetime (τx). However, if the noise comes

from the fluctuations of y, most of the slow timescale will not appear and the autocorrelation will

decay with timescale τy . However, because τx ≫ τy , the decay will have a long tail, where the small

contribution from the upstream component will decay slowly.

2.3 Experimental results

2.3.1 Gene cascade

In order to illustrate to effects of noise transmission, we introduced the same transcriptional re-

porter (PrpsL) on the chromosome and on a plasmid in the same cells (Figure 2.2). The autocorre-

lation of the chromosomal reporter showed exponential decay with a half-life of one generation, as

expected if it does not inherit slow fluctuations because the reporter is stable. However, the reporter

on the plasmid exhibited slower fluctuations. This is consistent with this reporter inheriting plasmid

copy number fluctuations, as plasmid copy numbers are expected to vary on the timescale of one

generation (similar to equation (2.6)).

There are two important points to note here. First, fluctuations can be transmitted from up-
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Figure 2.2: Autocorrelation functions of experimental system showing cascade inheritance. The transcriptional re-

porter (PrpsL) is introduced simultaneously on the chromosome and on a low copymini-R1 plasmid with compatible

fluorophores (LPT40). The autocorrelation function for the chromosomal reporter (mVenus, blue trace) shows expo-

nential decay with the half-life of one cell division, while the plasmid reporter (CFP, red trace) shows slower fluctua-

tions, suggesting that it inherits plasmid copy number fluctuations.

stream components in a way that can be straightforwardly measured. Secondly, the use of plasmid

vectors can greatly affect the dynamics of the transcriptional reporter by transmitting slow fluctua-

tions. It is therefore necessary to use chromosomal reporters to quantify natural protein dynamics.

2.3.2 Survey of genes in E. coli

We sought to measure the timescales of fluctuations of native genes on a larger scale in E. coli. Be-

cause measuring autocorrelations requires long time series, and because any variation in the growth

conditions can cause changes that appear as slow fluctuations, we used a microfluidic device [36–38]

which allow us to image hundreds of cells for hundreds of generations under constant growth condi-

tions (Figure 2.3). The bacteria are trapped in short channels and the newborn cells are washed away

by the constantly supplied fresh medium. We verified that the properties of the cells in the device

were uniform spatially and stable for multiple days (Figure 3.12).

We started by measuring the properties of∼50 transcriptional reporters – integrated into the
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Media flow

0 100 200 300

Figure 2.3: Experimental setup for measuring autocorrelations. a) Microfluidic device in which the bacteria are

trapped in short channels and the newborn cells are washed away by the constantly supplied freshmedium. We fol-

low the cell at the end of the channel -- the ``mother'' cell -- as it grows and divide for hundreds of generations. b)

Schematic of the translation fusion library. Genes are fused at the C-terminus with a Venus at the native locus. Rep-

resentative images of a cell trench for four reporters, from left to right, GapA-Venus (NDL208), Lon-Venus (NDL205),

ClpP-Venus (LPT76) and LigA-Venus (NDL207). c) Three representative time traces for the GapA-Venus (NDL208)

reporter.

chromosome to avoid artifacts from plasmid-based reporters (e.g. Figure 2.2). This library was cre-

ated by integrating a previously generated plasmid-based GFP promoter library [39] at one neutral

locus in the chromosome (attTn7), although similar results were obtained by using a different lo-

cus [36].

Strikingly, all reporters showed the absence of slow fluctuations, with the autocorrelation decay-

ing with the half-life of one generation (Figure 2.4). This is consistent with the stable fluorescent

proteins time-averaging fast promoter fluctuations. Indeed, because the reporters are not degraded,

they cannot report on timescales faster than one generation.

Because slow fluctuations could arise from epigenetic mechanisms acting locally on the chromo-

some, we generated a library of∼10 translation fusion reporters at their native loci (Figure 2.4b) by

transferring a pre-existing Venus library [30] into our experimental strain. This could also report

timescales faster than one generation. Four of these reporters had a low signal and the SulA reporter
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Figure 2.4: Autocorrelation functions show the absence of slow fluctuations for all reporters. a) Transcriptional re-

porters (blue traces) decay with the timescale of one generation, consistent with dilution limited exponential decay.

Data from reference [36]. b) The translation reporter fusions also decay with a timescale of one generation (blue,

SeqA-Venus, LPT74, red, ClpP-Venus, LPT76, orange, AtpD-Venus, LPT75, green, LigA-Venus, NDL207, baby blue,

LigA-Venus, NDL208). The Lon-Venus (purple, NDL205) decays slightly faster, suggesting that it could be targeted for

degradation. An exponential with a half-life of one generation is indicated in red in a) and b).

had a filamentous phenotype, most likely because the C-terminal fusion interfered with its degra-

dation (i.e. similar to a lon mutant). Strikingly, the remaining reporters again decorrelated on the

timescale of one generation. After correction for uncorrelated white noise, the reporters with low

signal also appeared to decay on a similar timescale (Figure A.1). Only the Lon fusion had a slightly

shorter half-life, suggesting that it might be targeted for degradation, which is consistent with the

fact that it was identified in a screen for substrates of the ClpXP protease [40].

2.3.3 Artifacts from sub-sampling the autocorrelation function

In the previous section, we observed the absence of slow fluctuations in all of our reporters, which

is in contrast with some other studies [30, 34]. Because small changes in the conditions can create

apparent long-term correlations, we suggest that the discrepancy could be explained by the non-
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homogeneous conditions of the previous experiments. However, one study used a similar microflu-

idic device and found slow oscillations in newborn cell length as well as natural genes in E. coli [34].

Tanouchi et al. report slow, transient oscillations – with periods of up to 20 generations – in the

size of newborn E. coli cells. They found that∼30-40 % of the cells display the oscillations in the

autocorrelation function, only transiently, and that each such autocorrelation estimate oscillates

with a different frequency. By observing the oscillations in different growth conditions, at differ-

ent temperatures, in different organisms (Bacillus subtilis and Schizosaccharomyces pombe) and in

the concentration of natural proteins, they conclude that this is a general mechanism in microbes.

Finally, the authors also propose a simple mathematical model that fits the experimental data.

We suggest that these oscillations in fact represent an artifact of extreme undersampling of the

autocorrelation function. The authors calculated the autocorrelation function for short time traces,

and selected the fraction of estimates that looked oscillatory. For such short time traces (∼ 70 time

points instead of the≥5,000 we used in the previous section), the autocorrelation can look oscilla-

tory even if the time traces themselves do not oscillate. For example, by repeating their methodology,

we could find a fraction of the time traces in our data set with autocorrelations that looked oscil-

latory, but we also found the same for a simple series of simulated dice rolls, which clearly cannot

oscillate (Figure 2.5). For these handpicked autocorrelations, the time traces do not look oscillatory,

and the autocorrelation is within the large lag error estimate [41].

The model that the authors used to recapitulate their data is called the auto-regressive 1model

(AR(1)) [42], which is solved and cannot produce oscillations for any positive rates. They used the

power spectrum to represent the “probability of transient oscillations at a given frequency”. How-
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Figure 2.5: Low sampling of the autocorrelation function (ACF) can create autocorrelation estimates that look oscil-

latory. a) Example of autocorrelation estimate using a time trace of 70 points of the YFP concentration (SeqA-Venus,

LPT74). The estimate can look oscillatory (but within the large lag error estimate, dashed lines,±1 STE), while the time

trace (inset) doest not. One time point represents 8minutes. b) Example of autocorrelation estimate using the time

series of a smoothed average of dice rolls. The estimate can look oscillatory even in this non-oscillatory system. The

time trace (inset) does not appear to oscillate.

ever, using this definition would imply that every possible stochastic process would oscillate.

The average autocorrelation that the authors measure is the same we report: an exponential decay

with a half-life of one generation. While it is possible to imagine a complicated process that switches

stochastically between exponential dilution and oscillations, in the absence of a mechanism that

could create such oscillations, we conclude that there are no evidence of slow, transient oscillations

in these data sets or ours.

2.4 Discussion and conclusion

There are many reasons to expect that cells would exhibit slow fluctuations. The densely connected

cellular network would suggest that proteins would inherit fluctuations from transcription factors,

polymerases, ribosomes, etc. Epigenetic modifications could create memories lasting multiple gen-
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erations. We measured the protein dynamics of transcriptional and translational reporters system-

atically in E. coli and observed no slow fluctuations. All the reporters showed a striking similarity

in their autocorrelation functions: a simple exponential dilution with a half-life of one generation.

That behavior can be well captured by a simple toy model of constant production rate (or fluctu-

ating quickly) and exponential dilution (equation (2.5)) and rules out numerous network models

where fluctuations are stabilized.

Our translational fusions also indicated that most proteins are not degraded, as previously re-

ported [43]. Of the eleven fusions observed, one was degraded (SulA) and one had a slightly faster

timescale that suggested degradation (Lon). However, we must point to a major caveat that we

will investigate in chapter 4: fluorescent proteins can greatly interfere with protein degradation. As

ClpAP is the only protease that can degrade fluorescent proteins from their N-terminus, we hypoth-

esize that Lon is degraded by ClpAP. This hypothesis could easily be tested by mutating clpA. Mak-

ing a good reporter for protein degradation is an exciting challenge that will be discussed in more

details in chapter 4.

The experiments have also been repeated in a variety of growth conditions [36], which showed

exactly the same behavior. Even more surprising, our group measured protein dynamics systemati-

cally in the fission yeast Schizosaccharomyces pombe and showed the absence of slow timescale, with

fluctuations diluted out exponentially [44]. Taken together, the results point to a widespread mech-

anism of passive correction of fluctuations and the absence of slow timescales in most genes of E.

coli and S. pombe. The results contrast with some previous reports that showed slow fluctuations.

We suggest that these discrepancies were either due to non-uniform growth conditions or artifacts of
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undersampling the autocorrelation function.

Given the complex networks in the cell, it is surprising that fluctuations are not transmitted in

cascades. It suggests a fast, large and local source as the main contributor of fluctuations. Messenger

RNAs are short-lived and present in low copies, which make them a plausible candidate. However,

we still do not understand why mRNAs do not inherit slow fluctuations from upstream compo-

nents such as transcription factors. One possibility is that they could operate at saturation, making

them insensitive to changes in upstream components. This comes at a price of not being sensitive

to any change in conditions, whether real or noise. Another possibility is that global upstream influ-

ences are tightly controlled so that they have low noise or shorter half-lives. In fact, many ribosomal

protein subunits have been found to be degraded [40], even though producing ribosomes is one of

the major limitation on growth. It could be that cells have taken precautions to avoid transmittal of

slow fluctuations that are potentially much more potent.
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Dans les champs de l’observation le hasard ne favorise

que les esprits préparés.

In the fields of observation chance favors only the pre-

pared mind.

Louis Pasteur, 1854

3
Synchronous long-term oscillations in a

synthetic gene circuit

In the previous chapter, we saw that typical genes in E. coli are corrected on the timescale of one gen-

eration and do not exhibit long term memory. These results bring up a new question: how slow can

fluctuations be, or how long can we create epigenetic memory from fluctuations in gene expression?
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This will take us through a different approach, where we will attempt to engineer long timescales in

bacteria. Synthetic biology, or the engineering of biology for specific purposes, was kick-started in

2000 by the publication of the first synthetic oscillator, the repressilator [45], and the genetic toggle

switch [46]. Here, we will revisit the repressilator by leveraging insights from stochastic gene expres-

sion to engineer accurate oscillators that can keep memories over long timescales.

Powerful theoretical frameworks have been developed to analyze gene expression, with exact solu-

tions for linear systems (i.e. where the rates of the chemical reaction depends linearly on the concen-

tration) and a good estimate for non-linear systems using linear noise approximation [10]. Further

work has shown fundamental constraints on noise suppression [11, 15] – regardless of control mech-

anisms – that identify what cells absolutely cannot do. Tools for calculating noise from stochastic

partitioning of molecules at cell division [47, 48], for separating extrinsic from intrinsic sources of

noise [12, 13] and for strictly testing hypotheses in sparsely characterized gene networks [14] have also

been developed. However, frameworks describing dynamical systems, such as oscillations, have re-

mained elusive. By “building to understand” – using a synthetic circuit as a simple toy model where

we know all the chemical interactions – we aim to also gain insights and intuition on the role of

noise in dynamical systems.

Contributions

This chapter is a published article reproduced here with permission from Nature [49]. Johan Pauls-

son and I conceived the study. Nathan D. Lord developed the microfluidic device and helped me

with some of the experiments. Johan Paulsson, Glenn Vinnicombe and I performed the theoretical
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analysis. Glenn Vinnicombe did other theoretical derivation not included in this thesis. I prepared

the strains, performed the experiments and the data analysis.

3.1 Abstract

Synthetically engineered genetic circuits can perform a wide range of tasks but generally with lower

accuracy than natural systems. Here we revisited the first synthetic genetic oscillator, the repressila-

tor [45], and modified it based on principles from stochastic chemistry in single cells. Specifically, we

sought to reduce error propagation and information losses, not by adding control loops, but by sim-

ply removing existing features. This created highly regular and robust oscillations. Some streamlined

circuits kept 14 generation periods over a range of growth conditions and kept phase for hundreds

of generations in single cells, allowing cells in flasks and colonies to oscillate synchronously without

any coupling between them. Our results show that even the simplest synthetic genetic networks can

achieve a precision that rivals natural systems, and emphasize the importance of noise analyses for

circuit design in synthetic biology.

3.2 Main text

Many biological systems show remarkably precise and robust dynamics. For example, the circadian

clock in cyanobacteria uses a combination of transcriptional and post-translational control mecha-

nisms [50, 51] to keep phase for weeks without entrainment, while displaying robustness to changes

in temperature and growth rate [51–53]. Synthetic circuits built from well-characterized parts can

also exhibit a wide range of dynamical features – including arithmetic computations [54, 55], oscilla-
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tions [45, 56–61], logic gates [62] and edge detection [63] – but often with lower accuracy. For exam-

ple, the repressilator [45], a now iconic device that helped jump-start the field of synthetic biology

15 years ago, showed clear signs of oscillations using a simple design where three genes inhibit each

other’s production in a single loop (A⊣ B⊣ C⊣A). However, only about 40% of cells were found

to support oscillations, and those oscillations were quite irregular. Subsequent synthetic oscillators

evaluated different control topologies or repression mechanisms [56–61], but most were again quite

irregular in both phase and amplitude despite being mathematically designed to display sustained

oscillations in a broad range of parameters.

The challenge when designing synthetic circuits to operate reliably in single cells is that biochemi-

cal noise can do more than just create different rate constants in different cells. On one hand, simple

intrinsic noise can in principle enhance control [64] and even create high-quality oscillations in sys-

tems that could not display limit cycles for any rate constants in the absence of noise [65, 66]. On

the other hand, any component present in low numbers can in principle randomize behavior of the

whole system, and a single stochastic signaling step can introduce fundamental constraints [11] that

cannot be overcome by any control system. This suggests that simplicity could even help achieve

accurate oscillations as long as stochastic effects are accounted for in the design, and that minimal

control topologies may not only be elegant and interesting but also very effective. We therefore re-

visited the original repressilator to reduce error propagation from the reporter system, from core

cellular processes, and from within the circuit itself.

The repressilator consists of three genes – tetR from the Tn10 transposon, cI from bacteriophage

λ and lacI from the lactose operon – and each repressor has a C-terminal ssrA tag [67] that targets it
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for degradation (Figure 3.1a). The whole circuit was encoded on a low-copy pSC101 plasmid in an Es-

cherichia coli strain lacking lacI, and a second high-copy ColE1 reporter plasmid encoded GFP under

the control of TetR with a modified degradation tag [45, 68]. We first reevaluated this circuit using

a microfluidic device in which cells are trapped in short channels and newborn cells are washed away

by fresh medium [37, 38] (Figure 3.1a). Tracking reporter levels under the microscope for hundreds

of consecutive generations across hundreds of single-cell traces (Methods) revealed clear oscillatory

dynamics in all cells (Figure 3.1b, Extended Data Figure 3.5a), particularly in the rate of production

(Extended Data Figure 3.5a). This shows that the simple design was sound and that some of the er-

ratic behavior originally reported was due to the limited imaging platforms available at the time.

We next evaluated how much of the noise reflected error propagation from the reporter system.

Mathematical predictions have suggested that high-copy ColE1 cloning vectors fluctuate substan-

tially and slowly, due to poorly controlled self-replication, and therefore effectively transmit fluctu-

ations to encoded proteins [69]. Moving the YFP reporter onto the low-copy repressilator plasmid

indeed reduced the relative standard deviation in amplitude greatly, from 78% to 36% (Figure 3.1d,

Extended Data Figure 3.6a-b). Degradation tagged reporter proteins have also been predicted to po-

tentially have ‘retroactivity’ effects on oscillations [70] due to competition for shared proteases. Pro-

tease competition has in fact been cleverly exploited for improved control in synthetic circuits [61],

but stochastic theory [69, 71] suggests that saturated degradation enzymes also can create effects

related to dynamic instability of microtubules, with large random fluctuations in single cells. Com-

paring a range of constructs indeed showed that the synthetic degradation tag caused fluctuations

to propagate from the reporter proteins to the repressors via the proteolysis system (§3.5.1). Sur-
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Figure 3.1: Reducing reporter interference. a) Schematics of the original repressilator plasmids as described in text

andmicrofluidic device where E. coli cells are diffusively fed in growth channels and daughters eventually are washed

away. b) Typical time trace of a single cell for original repressilator (NDL332). The GFP concentration (green trace)

oscillates noisily while a constantly expressed RFP (red trace) stays constant. Both traces were normalized to their

means. c) Autocorrelation functions (ACF) and power spectral densities (PSD) were calculated over the whole popula-

tion (2,706 generations) and demonstrate oscillations with amean period of 2.4 average division time. d) Top: oscilla-

tions aremore regular when the reporter is expressed on the repressilator plasmid rather than on a separate high-copy

plasmid (ExtendedData Figure 3.6). Some cells irreversible shift period from∼2.5 to∼5.5 generations. Bottom: The

period changewas invariably connected to a loss of the separatemCherry-ASV-expressing reporter plasmid. Analysis

of e.g. empty plasmid vectors, various reporter proteins and reporter degradation tags, and circuits with andwithout

repressor degradation (§3.5.1 and 3.5.3) show that the interference was caused by the reporter ssrA degradation tag

where the last three amino acids were substituted to ASV. e) ACF and PSD for the YFP expressing repressilator with-

out separate reporter plasmid (LPT25), calculated over all 8,694 total cell divisions observed. Average period was 5.6

generations. Reporter protein close to fluorescence detection limit at troughs, and the actively degraded repressors

should bemuch lower yet. The PSDwas normalized by peak frequency, with width of the window function indicated by

red line. f) Histograms of interpeak distances for one, two and three periods in blue, red and black respectively. Orange

and grey lines were obtained by summing two or three samples (respectively) from the blue distribution. Consecu-

tive periods are thus independent. Panel on right shows that the variance in period grows linearly with the number of

periods elapsed (LPT25).
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prisingly, however, the ’competing’ reporter proteins accelerated the degradation of ssrA-tagged

substrates (Extended Data Figure 3.7). Removing this interference created very regular oscillations,

with periods increasing from∼2.4 to∼5.7 generations (Figure 3.1d-e, Extended Data Figure 3.5b, Ex-

tended Data Figure 3.6c-e). Characterizing the phase drift – the statistical tendency of oscillations in

individual cells to go out of phase with each other – showed that on average this circuit oscillates for

∼5.5 periods before accumulating half a period of drift (Methods).

In cell-free extracts, i.e., without the low-copy noise of single cells, the repressilator has been

shown to display the sinusoidal curves expected for harmonic oscillators [72]. However, analyzing

the highly asymmetric shape of the time traces in single cells shows that it effectively operates as a re-

laxation oscillator [73], i.e., with a characteristic build-up phase sharply followed by an almost pure

dilution and degradation phase until concentrations reach very low levels (Figure 3.1d, Extended

Data Figure 3.8 and Box 1). The mathematical conditions for sustained harmonic oscillations – co-

operative repression and similar mRNA and protein half-lives [45] – are then less relevant, but it

becomes key to reduce the heterogeneity in the build-up and dilution phase (Box 1, §3.6.2) since

stochastic effects otherwise fundamentally compromise the system’s ability to keep track of time.

Specifically, if the production phase for each of the repressors involves a low number of stochastic

production events, statistical variation in that number will cause heterogeneity in peak amplitude,

which then to some extent creates heterogeneity in the subsequent dilution and decay period. If

peak protein abundances are low, random degradation events or uneven partitioning of molecules

at cell division will in turn cause heterogeneity in the decay and dilution process. However, increas-

ing peak abundances should only help marginally unless the repression thresholds are also increased
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Figure 3.2: Identifying and eliminating inherent sources of error. a) Typical time trace in∆clpXP cells (LPT61) where

repressors are not degraded. ACF and PSD calculated over 5,356 cell divisions. The average period was 10 genera-

tions, and the correlation coefficient was 0.1. Dashed vertical lines are separated by an average period to illustrate pe-

riodicity in a-c. b) (Left) Time trace of multi-reporter repressilator (∆clpXP, LPT113). TetR represses the production of

YFP (yellow trace), LacI inhibits the production of CFP (blue trace) and CI represses the production of RFP (red trace).

Peak indicated by asterisk not shown due to its high amplitude of 11.5 units. (Right) Interpeak distances evaluated for

YFP to CFP (YtoC, red), CFP to RFP (CtoR, yellow) and RFP to YFP (RtoY, blue) without (LPT113,n = 163, 150 and
173) andwith the titration sponge (plasmid with PLtet binding sites, LPT117 and LPT127, combined,n = 109, 86
and 116). Respective contributions to the average and variance shown by bar plot. The RtoY part of the oscillation

(induction of YFP, low TetR levels) represents 27% of the period, but contributes 44% of the variance. Addition of the

PLtet titration sponge brings down the variance almost fourfold. c) Example time trace of single reporter repressilator

with PLtet-mCherry-asv (∆clpXP, LPT64), along with ACF and PSD calculated over 3,695 generations. Oscillations have

an average period of 14 generations and a correlation coefficient of 0.5 after one period. Inset shows a time trace from

the triple reporter repressilator without degradation andwith titration sponge (LPT127, color scheme as in b).
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appropriately (Box 1), since the last few steps contribute disproportionally to the variance (Box 1,

§3.6.2).

Motivated by these results, we eliminated repressor degradation by removing the ssrA degra-

dation tags from the repressors, by using a∆clpXP strain, or both (§3.5.3). These circuits indeed

oscillated in all cells, with a period of∼10 generations. However, as predicted the noise in the period

was only slightly reduced (Figure 3.2a, Extended Data Figure 3.9c, Extended Data Figure 3.10). To

pinpoint the reason we built a circuit with compatible fluorescent reporter proteins for each repres-

sor. Analyzing the variance in the three interpeak distances showed that the noisiest phase was when

TetR levels were low (Figure 3.2b). We then estimated the protein abundances from the partition-

ing errors at cell division (§3.5.5), and found that the derepression of the TetR controlled promoter

occurs at an extremely low threshold.

The theory suggests that the regularity could be greatly improved if this threshold was raised,

e.g. using a ‘sponge’ of repressor binding sites that soaks up small numbers of TetR molecules. The

high-copy reporter plasmid included in the original repressilator design in fact already carried bind-

ing sites for TetR, and simply reintroducing it greatly reduced the noise in all steps (Figure 3.2b)

whereas similar sponges for CI and LacI had minor effects (Extended Data Figure 3.11d) as expected.

Titration may in fact be a particularly useful way to increase the thresholds because it can also help

create sharp switches [74] (§3.6.3), which may or may not be necessary for oscillations in single cells

but generally should increase accuracy.

These changes created a streamlined repressilator with highly regular oscillations that peak every

∼14 generations (Figure 3.2c). Each repressor spends several generations at virtually undetectable
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concentrations (§3.5.5) followed by several generations at concentrations that completely saturate

repression. The amplitude still displays some variation (Extended Data Figure 3.12d), but because

the time it takes to dilute levels from a peak amplitude ofN to a threshold of S depends logarithmi-

cally onN/S, little variation in amplitude is transmitted to the timing (Box 1, Extended Data Figure

3.12e). Indeed the phase drift was only∼14% per period (Extended Data Figure 3.9d), i.e., on aver-

age the circuit should oscillate for∼18 periods before accumulating half a period of drift (Methods).

The theory shows that similar accuracy should be possible in systems where dilution in growing cells

is replaced by first order degradation, and that it is not the slowness itself that creates accuracy, but

the absolute number of proteins at peaks and troughs.

The periods of circadian clocks, as measured in hours, are often robust to changes in growth con-

ditions. However, other intracellular oscillators may need periods that instead are robust relative to

internal physiological time scales such as the generation times. Synthetic circuits generally do not

display either type of quantitative robustness because periods depend on so many different param-

eters that change with conditions. That is in principle also true for the circuits above: as conditions

change, plasmid copy numbers, RNA degradation, gene expression, cell volume, etc. change in non-

trivial ways. However, the logarithmic dampening that makes individual periods insensitive to fluc-

tuations in peak amplitudes (Box 1) is also predicted to make the number of generations per period

insensitive to growth conditions (Box 1). Indeed we found that the circuit retained the 14 generation

period under all conditions tested (Figure 3.3a), including growth at 25-37◦C and in conditioned

medium from early stationary phase culture where cells become much smaller and almost spherical.

The combination of robustness to conditions and great inherent precision suggest that cells could
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display macroscopic, population-scale oscillations without cell-cell communication. We therefore

synchronized (Extended Data Figure 3.13) a liquid culture and maintained it in early exponential

phase (Methods). We indeed found that whole flasks oscillated autonomously, with a period of the

expected∼14 generations (Figure 3.3b). We also imaged the growth of large colonies originating

from single cells containing the triple reporter repressilator. Because only the cells at the edges of the

colonies grow significantly, cells in the interior were arrested in different repressilator phases, creat-

ing ring-like expression profiles much like the seasonal growth rings seen in tree stumps (Figure 3.3c,

Extended Data Figure 3.11a). The regularity originated in the autonomous behavior of single cells –

no connections were introduced and cells kept their own phase when merging into areas where the

neighboring cells had a different phase (Extended Data Figure 3.11c).

The results above (summarized in Extended Data Figure 3.14) illustrate the importance of un-

derstanding genetic networks at the level of stochastic chemistry, particularly for synthetic circuits

where the noise has not been shaped by natural selection and where the heterologous components

and reporters used may interfere with cells. We hypothesize that if statistical properties are systemat-

ically measured and the mechanisms are iteratively redesigned based on general stochastic principles,

the next generation of synthetic circuits could rival or even surpass the precision of natural systems.

3.3 Box 1 | Relaxation oscillations of the repressilator

Depending on parameters, simple repressilators can produce traditional harmonic oscillations with

sinusoidal trajectories, as observed in vitro, or relaxation oscillations with separate build-up and re-

laxation phases (panels below) as we observe experimentally in single cells (middle panel). Due to
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Figure 3.3: Themodified repressilator shows great robustness to growth conditions. a) The repressilator without

degradation andwith titration sponge (LPT64) has a period of 14 generations at different temperatures (blue bars,

division time of 27, 40 and 59min for 37◦C, 30◦C and 25◦C respectively) and in conditionedmedia (OD600∼2, dou-

bling time of 44min). Repressilator with repressor degradation (LPT25) shows a varying period (yellow bars, doubling

time of 26, 34 and 52min for 37◦C, 30◦C and 25◦C respectively). Error bars indicate STD on the first maximum of the

ACF obtained by bootstrapping. b) Cells containingmulti-reporter repressilator without repressor degradation and

with PLtet-peptide-asv plasmid (∆clpXP, LPT117) were grown in liquid culture in 25mL flasks. After the culture was

initially synchronized with IPTG, it was kept in exponential phase via dilution. Average YFP intensity shown for colored

square area, with unsychronized culture for comparison. c) A∼5mmdiameter colony of cells with the triple reporter

repressilator (LPT117) reveals tree-like ring patterns in FP levels. The average YFP intensity is reported for the slice

in the white rectangle. The decrease in RFP levels towards the edge of the colony is likely due to different response to

stationary phase of its promoter.
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low abundance fluctuation effects, single cells can in principle also achieve stable oscillations without

the traditional requirements of cooperative repression and feedback delays (simulation example in

left panel, details in §3.6). However, having low abundances introduces other constraints. For exam-

ple, using Poisson communications theory [75] we demonstrate (SI §A1) hard limits on the ability

of such systems to keep track of time, in terms of the average number of moleculesN at the peak

of the oscillations, even if a repression control system could remember time series of decay events.

For circuits like the actual repressilator, where repression is set by the current repressor level, the

constraints are more severe yet, and limited both by heterogeneity inN and the inherent noise of

the first-order elimination process until levels reach the repression threshold S. Variation inN can

be reduced if repressors approach a steady state where production is balanced by elimination (left

panel). Noise inN also only has a damped effect on the time to reach a threshold because that time

approximately depends logarithmically onN/S: doublingN only adds one more half-life before

reaching S. However, substantial noise can arise towards the end of each decay phase if the repres-

sion threshold S is too low, as the last few steps then dominate the total decay time (right panel and

inset). Specifically, the average length of the decay phase is
∑N

i=S 1/i ≈ log(N/S)while the vari-

ance is
∑N

i=S 1/i2 ≈ 1/S in units of protein half-lives (for details see §3.6.2), creating an optimal

threshold Sopt that minimizes the CV in the decay time. IncreasingN should only significantly re-

duce this CV if S > Sopt, have virtually no effect if S < Sopt, and decrease the CV in proportion

to
√
N if S is close to Sopt (Extended Data Figure 3.8e). Finally, the exponential nature of the decay

phase allows the repressilator to be robust to growth conditions: changes inN/S are logarithmically

1This appendix is not included in the dissertation.
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damped in their effects on the average period. ThoughN and S change with conditions, for many

repressors they may change with similar factors that cancel out in the ratio, e.g. because conditions

with less gene expression (loweringN ) also tend to produce smaller cell volumes (lowering S).
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Figure 3.4: Left panel: Simulated time traces showing that the repressilator can produce harmonic oscillations, with

shapes very close to a sine wave (dashed lines), or relaxation oscillations, depending on the parameters. Relaxation

oscillations have two distincts phases: a build-up with constant production and dilution and a decay phase, with only

dilution (dashed lines). The period can then be decomposed as a sum of three decay phases (one for each of the repres-

sor, blue, red and yellow traces). Middle panel: The experimental data shows that the repressilator displays relaxation

oscillations. The peaks were aligned and averaged (yellow trace) and fit well to the build-up and decay phases (dashed

lines). Outlier cell traces (magenta) show how fluctuations are dampened by the exponential dilution. Right panel: The

length of the decay phase depends on the log of the ratio between the peak heightN and the thresholdS . Even for a
large ratio, there can be significant heterogeneity in the timing if the threshold is low (inset).

3.4 Extended Data Figures
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Figure 3.5 (following page): Oscillations in the original and integrated repressilator circuits. a) Original (NDL332,

GFP production rate) and b) integrated repressilator (LPT25, YFP concentration) oscillations are sustained for more

than one hundred generations. The two time traces were normalized to their respectivemeans. Three peaks in a)

indicated by asterisks have been clipped due to their high amplitude (5.9, 7.1 and 4.8) to allow better visualization of

the oscillations. IPTGwas added to themedia for the time period indicated by the red bar (in a) in order to synchronize

the cells in the device.
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Figure 3.5: (continued)
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Figure 3.6: Interference from the reporter plasmid. a) Oscillations of the integrated repressilator with the PLtet-

mCherry-asv plasmid (LPT54) have amore constant peak amplitude compared to the original repressilator, indicated by

the CV of the peak amplitude decreasing from 0.78 to 0.36 (b). The inset in b) zooms in on the tails of the distributions.

c) Additional plasmid loss event of integrated repressilator with PLtet-mCherry-asv reporter. The reporter plasmid is

lost around generation 34, as evidenced by the loss of red fluorescence. The oscillation period shifts from∼2 to∼5

generations quickly after the plasmid loss event. d) Example time trace of the integrated repressilator, without the re-

porter plasmid (LPT25). The YFP production rate oscillates (yellow trace), while the segmentationmarker (blue trace)

stays relatively constant (close-up of the shaded region on top). Both traces were normalized to their respectivemeans.

e) Autocorrelation function (ACF) and power spectral density (PSD) were calculated over the whole population (8,694

total generations) and demonstrate strong oscillatory behavior, with an average period of 5.6 generations. The width

of the window function used for calculating the power spectrum is indicated by a red line.
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Figure 3.7 (following page): Summary of results explaining the difference in period between the original and inte-

grated repressilator. a) The PLtet sponge (LPT44) makes the oscillation slightly shorter andmore regular compared

to the empty plasmid (LPT45), but cannot explain the change in period. b) Increasing the expression of `competing'

substrates taggedwith the asv tagmakes the oscillations faster. The period gradually decreases from 5.5 generations

for the empty plasmid (LPT45) to 4.2 with PLtet-pep-asv (LPT46), to 2.6 with PLtet-mCherry-asv (LPT54) and to 2.3 with

Pconst-darkGFP-asv (LPT53). c) Removing the degradation tag on the reporter of the original repressilator (LPT60)

produces oscillations very similar to the integrated repressilator with the sponge (LPT44). d) Summary of the period

of the different construct presented in this figure, compared to the original (NDL332) and integrated repressilator

(LPT25). Introduction of ASV-taggedmolecules is sufficient to explain the change in period, whereas introduction

of LAA-taggedmolecules slows down the oscillations (LPT55). Overexpressing a functional ClpP-mGFPmut3 fusion

makes the period slightly faster (5.4 gen, LPT159), but does not rescue the effect of the ASV-tagged proteins (2.8 gen,

LPT165). e) Expressing ASV-taggedmolecules in the absence of the repressilator lowers themean abundances of ssrA-

taggedmolecules∼ four-fold, suggesting that presence of ASV-taggedmolecules cause faster degradation rates. f)

In the∆clpXP background, the oscillations are not affected by the presence of ASV-taggedmolecules or additional

reporter. Triple reporter with PLtet sponge (LPT127), triple with PLtet-mCherry-asv (LPT118) and single with PLtet-

mCherry-asv (LPT64) have very similar autocorrelation functions and ring patterns (g-h-i). There were slight variations

in the imaging conditions due tomanual focusing and non-uniformity of the LED illumination.
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Figure 3.7: (continued)
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Figure 3.8: Modeling results. a) The repressilator can display harmonic or relaxation oscillations. The gradual transi-

tion between the regimes is shown here by varying the parameterK in theminimal model (λ = 2000 andn = 4,
§3.6.1). b) The experimental data suggest that the repressilator oscillates in the relaxation regime. Simulated time

trace (blue,K = 13,λ = 103, andn = 3 ) is overlayedwith time trace of experimental data (from Figure 3.2c,

LPT64, yellow). c) Close-up of a simulated time trace (minimal model,K = 0.2,λ = 103, andn = 2, §3.6.1) in
the relaxation regime showing the three different repressors (blue, red and yellow). The oscillations can be separated

in two distinct phases: an accumulation phase during which the protein (blue) is completely derepressed (red below

threshold) and starts at very low numbers, and a decay phase that starts when the repressor is completely repressed

(red above threshold) and ends when it goes below the repression threshold of the next component (yellow starts to

accumulate). d) Relaxation oscillators have different parameter requirements for oscillations. Simulated time traces

(solid lines) show oscillations without biochemical cooperativity or phase shift due to the presence of mRNA (minimal

model,K = 0.01,λ = 103, andn = 1, §3.6.1). The deterministic differential equations with the same parame-
ters show damped oscillations (dashed lines with flipped colors). e) Even for perfect thresholdmechanism, significant

noise comes from the decay phase if the threshold (S) is too low (or too high) with respect to the peak value (N ). If

S << N , then the CV in one decay step goes down very slowly (1/log(N/(S + 1))). However, if it is reasonably
close to its optimal value (e.g. 0.05< S/N < 0.3), it goes downmuch faster (1/

√
N ). The CV is shown for different

combination ofS andN , as well as the asymptotic traces. f) Simulated time trace of themodel of §3.6.3 shows oscilla-

tions of similar shape, peak amplitude numbers, period and phase drift as the experimental data by using reasonable

parameters (λ = 60,K = (5, 10, 10) for the three repressors,n = 1.5 for all repressors, ⟨b⟩ = 10, ⟨No⟩ = 10
⟨Nt⟩ = 40).
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Figure 3.9 (following page): Period histograms and kymographs of selected strains. Peak-to-peak distance of the oscil-

lations was calculated as described inMethods, and the average period, as well as the CV (standard deviation divided

by themean) are reported in the figure panels. a) Original repressilator (NDL332). b) Integrated repressilator (LPT25).

c) Integrated repressilator in∆clpXP (LPT61). d) Integrated repressilator in∆clpXPwith PLtet-mCherry-asv (LPT64). e)

Integrated repressilator with PLtet sponge (LPT44). f) Integrated repressilator with PLtet-mCherry-asv (LPT54) g) Kymo-

graph (xy-tmontage) of the raw data is presented for three strains. The image of a single growth channel is presented

every 1, 2 and 7 frames (5min/frame) for the top, middle and bottom panel respectively. The oscillations in concentra-

tion are difficult to see in the fast oscillator (although clear when looking at production rate), but they can be clearly

seen in the slow oscillators. The growth channels are open towards the bottom of the images, wheremedia is supplied.
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Figure 3.9: (continued)
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Figure 3.10 (following page): Oscillations of the repressilator without degradation tags. a) Schematic of integrated

repressilator without degradation tags, with or without the PLtet titration sponge. b)Without the titration sponge

(LPT120), the oscillations are erratic in amplitude, with a correlation coefficient of∼0.1 after one period. c) Addition

of the sponge (LPT124) makes the oscillations muchmore regular, with a correlation coefficient of∼0.25 after one

period. d) Time trace and autocorrelation of integrated repressilator without degradation tags in∆clpXP (LPT128).

Introduction of themutation did not change the oscillations substantially (compared to c). e) The colonies of integrated

repressilator without degradation tags with PLtet sponge (LPT124) exhibit spatio-temporal ring patterns in the YFP im-

ages. f) Close-up of the colonies show that the spatio-temporal patterns were similar if the titration sponge contained

only the promoter (LPT124) or expressed an ASV-tagged peptide (LPT125), suggesting that these strains have similar

oscillations.
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Figure 3.10: (continued)
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Figure 3.11 (following page): Macroscopic spatial patterns of the repressilator. a) Time course growth of a single colony

grown from a∆clpXPmutant cell containing the integrated repressilator and titration sponge (LPT64, PLtet-mCherry-

asv). Oscillations in YFP levels producemacroscopic, ringed structures in the YFP channel (bottom row), while such

patterns are absent in the constitutive segmentationmarker (CFP, middle row) and gross colonymorphology (bright

field, top row). The bottom and left white spots in the brightfield images are reflections from thewhite LEDs. b) On the

left, unsynchronized cells were plated and different phases of the oscillators are represented by different ring patterns

(dark or bright center of different sizes). Synchronization of the cells with IPTGmakes the patterns similar, with a dark

center of the same size. c) The ring patterns do not synchronize when adjacent colonies merge into each other. d) Only

the presence of the PLtet sponge is required for macroscopic oscillations, while titration of the other repressors do not

affect greatly the oscillations. From left to right: LPT153, LPT154, LPT157, LPT143, LPT155, LPT156 and LPT152.

Several strains were also evaluated in themicrofluidic device.
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Figure 3.11: (continued)
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Figure 3.12 (following page): Characterization of themicrofluidic device and of the oscillations. a) The average division

time of the integrated repressilator (LPT25) is constant over time. The inset shows the distribution of growth rates

of two independent experiments (45,828 and 9,135 points are shown in the blue and red distributions, respectively),

with a slight difference in themean (∼ 1%). b) The period of the oscillations is constant in space (position in field of

view, distance to inlets and outlets and different media channels) and time. Each point represents a bin of 400 (a)

or 100 (b) points, with the error bars indicating standard error of themean. c) The induction/repression switch of

CI (reported by YFP) occurs when the transcriptional reporter for TetR (CFP) is below the detection limit. Typical

time trace of multireporter repressilator without repressor degradation andwith PLtet-peptide-asv plasmid (∆clpXP,

LPT117). The production rate of YFP is shown alongside the CFP concentration. The inset shows that the switch from

induction to repression occurs below the detection limit of∼ 50 FU. d) The distribution of peak amplitude of the

repressilator without degradation but with titration sponge shows significant heterogeneity (LPT64, CV of 35%). e)

The peak amplitude has a small influence on the next period, due to exponential dilution. The red line shows a fit to

y = 1.99 ∗ log(x) + 13.18 and explains 25% of the variance in the periods. Black circles are bins of 15 points of

black dots (LPT64) and blue dots (LPT156). f) Estimating partitioning root mean squared (RMS) errors at cell division

during the dilution phase showed that it scaled binomially, and allowed us to roughly estimate a fluorescence units

to protein scaling factor. Black circles are bins of 50 blue dots (LPT64). The red line shows the fit (after conversion) to√
⟨(n1 − n2)2⟩ =

√
N , whereni is the number of proteins in the daughters right after division, andN = n1+n2

the number in themother cell. g) Typical time trace of triple reporter repressilator without degradation with titration

sponge (LPT127) in estimated protein numbers (concentration× average cell size).
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Figure 3.12: (continued)
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Figure 3.13: Robustness and synchronization of the oscillations. a) The phase of the oscillations is independent of

the phase of the cell cycle. The average phase of the oscillation phase is shown as a function of the position in the cell

cycle. Each point represents a bin of 3,000 data points, which have been average in x and y after being sorted on their

x values. The error bars represent standard error on themean and are of similar size to the symbols. Similar results

were obtained for different strains, but here are shown for the integrated repressilator (LPT25). b) Synchronization

of different cells in themicrofluidic device was done by introducing 1mM IPTG. The original repressilator (NDL332)

shows amodest level of synchrony in the oscillations of the GFP production rate. c) The integrated repressilator shows

amore robust synchronization in the YFP production rates, but takesmore time to recover from the pertubation.
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Figure 3.14 (following page): Schematic of themajor changes to the repressilator and resulting effects on the oscilla-

tions. The original repressilator displays sustained oscillation with a period of 2.4 generations, albeit with a variable

amplitude. Integrating the reporter on the pSC101 plasmid decreases the peak amplitude CV from 78% to 36%. Then,

removing the presence of ASV-taggedmolecules increases the period to 5.7 generations, due to the interference with

degradation of the repressors in the former case. Removing degradation entirely increases the period to 10 genera-

tions, but significant amplitude and phase drift subsist. Reintroducing a sponge of binding site for the TetR repressors

raises the repression threshold and enables the repressilator to exhibit precise oscillations (as well as macroscopic

oscillations), by decreasing the period CV from 28% to 14% and increasing the period to 14 generations. Typical time

traces are shown from top to bottom of NDL332, LPT54, LPT25, LPT61 and LPT127.
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Figure 3.14: (continued)
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3.5 Supplementary results and discussion

3.5.1 Interference of the reporter plasmid

ASV-tagged molecules

The results for the period change due to the introduction of ASV-tagged molecules are summarized

in Extended Data Figure 3.7. The addition of substrates tagged with the native LAA tag slowed

down the oscillations (compared to the titration sponge, Extended Data Figure 3.7d), as expected if

it serves as a competitive substrate of ClpXP. Surprisingly, however, the ASV version of the degra-

dation tag made the periods faster, and the effect became more pronounced the more numerous

and stable the ASV tags were. The identity of the ASV-tagged substrate changed the magnitude of

the effect: expressing a small peptide-ASV, repressilator-controlled mCherry-ASV or constitutive

dark GFP (Y66L), reduced the period from 5.5 to 4.2, 2.6 and 2.4 generations, respectively. Over-

expressing a functional ClpP-mGFPmut3 fusion [76] decreased the period slightly, but could not

compensate for the presence of ASV-tagged substrates.

To confirm that the proteolysis of the natural, ssrA-tagged molecules was faster in the presence of

ASV-tagged molecules, we expressed both in the absence of the repressilator (Extended Data Figure

3.7e). For the same production rate, the mean abundances of ssrA-tagged molecules was reduced

four-fold in the presence of ASV-tagged molecules. This response was not observed in the∆clpXP

strain (Extended Data Figure 3.7f-h): it did not make a significant difference if the titration sponge –

in the∆clpXP strain – expressed an ASV-tagged protein or contained only the promoter. Further-
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more, the response was also not observed in the repressilator that did not contain degradation tags

on the repressors (Extended Data Figure 3.10f).

Titration sponge

Addition of the titration sponge had only a minor effect on the fast and medium oscillators: the

period became slightly shorter (from 5.5 to 5 generations), and the oscillations slightly better, with

a phase drift of 24% per period (Extended Data Figure 3.9) and a slight increase in correlation (Ex-

tended Data Figure 3.7a). This is consistent with expectations since many proteins are not degraded,

or degraded more slowly, when bound to DNA [77]. Thus in the strains without repressor degrada-

tion, the proteins and repressor sites are diluted out and replaced on the same time-scale, but when

repressors are degraded, the repressors turn over after the titration sponges fills up, and the abun-

dance of the free component becomes almost independent of the titration sites (see §3.6.3).

Trying all possible combinations of titration sponges for the different repressors (Extended Data

Figure 3.11d) showed that only the sponges containing binding sites for the TetR repressor displayed

macroscopic oscillations, and that titration of the other repressors did not influence greatly the oscil-

lations. This suggests that the activity threshold is higher for these repressors, as further supported

by our observations of absolute abundances and the amount of dilution required to trigger produc-

tion in the next step.
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3.5.2 Robustness of the oscillations

The phase of the repressilator oscillations were independent of the cell cycle progression (Extended

Data Figure 3.13a), as expected. The period of the modified repressilator with degradation (LPT25)

increased when grown at lower temperature (up to 10 generations at 25◦C). This was expected since

degradation of many components ceases during slow growth. The repressilator without degradation

(including the titration sponge) was remarkably robust (Figure 3.3a). It oscillated at 13.8±0.2 genera-

tions at three different temperatures, as well as with conditioned media from early stationary phase

culture (OD600 ∼2), where the cell physiology was radically different. Over these conditions, the

standard deviation in the average period was∼2%. This robustness across growth conditions is in

fact expected for oscillators relying only on dilution, for a combination of reasons.

First, though the total expression rates vary greatly between conditions, E. coli to a large extent

compensate with changes in size that keep concentrations more constant. For example, under condi-

tions where they make twice as much proteins, they also roughly have twice the volume since much

of the mass is in protein form. If this applies to the repressors that form the repressilator, it means

that the amplitude peaks may be twice as high, but so is the derepression threshold which is set by

the concentration. The number of generations required for dilution, from the peak to the next

derepresion, is then the same.

Second, the exponential nature of dilution means that there is a logarithmic dependence between

the fold-reduction (from the peak to the derepression threshold) and the time that reduction takes.

For example, a two-fold change in the required dilution factor only changes the dilution time with
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one cell generation, which is much less than a two-fold change when oscillations are slow. Likewise,

since the build-up phase approaches a steady state, the height of the peak is insensitive to further

increases in the dilution time of the repressor controlling the height of that peak.

Third, protein degradation changes greatly between growth conditions (without a compensat-

ing change in concentration because so few proteins are actively degraded), but the 14-generation

oscillator does not rely on protein degradation in any way.

3.5.3 Removing the degradation tags of the repressors

Removing the degradation tags from the repressors in cells that were wild-type for ClpXP produced

similar results to having degradation-tagged repressors in the∆clpXP strain (Extended Data Figure

3.10). The oscillations were again quite irregular, but the addition of the titration sponge again made

the oscillations much more regular, and e.g. enabled the bacterial colony to exhibit ring patterns.

Combining the repressilator without degradation tags on the repressors with the∆clpXP strain

also gave similar results.

3.5.4 Stability of the conditions in the microfluidics device

Characterization of the microfluidic device has shown that the conditions experienced by the cells

were very uniform both across the device and over time. Division times were stable over multiple

days, and growth distributions very similar across different experiments (Extended Data Figure

3.12a). The period of the oscillations was uniform spatially (different cells, position in the field of

view, distance to the inlet/outlet, media channel) and temporally (Extended Data Figure 3.12b).
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3.5.5 Characterization of the oscillations

Using binomial partitioning to estimate absolute protein abundances

To roughly estimate the average abundances of the repressor proteins in the strains without repres-

sor degradation, we considered the statistical partitioning error at cell division of the corresponding

fluorescent proteins, which are expressed under the same promoters from the same plasmid. This

allows to approximately convert fluorescence units into number of proteins, as previously demon-

strated [31].

Specifically, we measured the root mean squared (RMS) errors between daughters at cell division

during the dilution phase of the repressilator oscillation, and confirmed that it scaled binomially

with total abundance (Extended Data Figure 3.12f), as expected for fluorescent proteins diffusing

freely in the cytoplasm. We then used the magnitude of the error to identify the absolute number

of molecules. One caveat of this approach, in addition to the fact that the fluorescent proteins are

just a proxy for the actual repressors, is that any aggregation of the proteins could increase the error

but still produce binomial scaling. For example, if all proteins formed dimers and these segregated

independently of each other, the errors would still be binomial but the average abundance would

be off by a factor of two. Fluorescent proteins primarily multimerize when tagged to native proteins

that multimerize [76] (increasing the local concentration), but since all red fluorescent proteins that

we know of have severe multimerization tendencies as well as very slow maturation, including the

mCherry used here, we only estimate a lower bound for the abundance of this component.

The results suggest that the YFP and CFP transcriptional reporters peaked at around 2,000-
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3,000 copies (Extended Data Figure 3.12d,g) per cell, while for mCherry we can only say the levels

are higher than about 500 copies, which gives a rough estimate of the peak values of the repressors.

These numbers should only be seen as a very rough approximation, since some of the repressors

form dimers which affects the estimated numbers, but are at least consistent with the dilution times

observed, and the fact that the titration sponges had a substantial effect.

Repression by TetR occurs at very low levels

We attempted to measure input-output relations for the fast-maturing CFP and YFP transcrip-

tional reporters (CFP reports levels of TetR and YFP reports on CI), but not for mCherry due to

the longer maturation time. We established a detection limit of at least∼ 50 FU for CFP in our

imaging conditions, due to combined contributions of auto-fluorescence and shot noise. As shown

in Extended Data Figure 3.12c, the switch between induction and repression occurs below the detec-

tion limit of our transcriptional reporter.

Even if the repression switch occurs below the detection limits, it is possible to get a rough esti-

mate for the location of the derepression threshold by using the protein number at the peak and the

duration of the dilution phase obtained from the triple reporter analysis. This suggests a switching

point of approximately 5 molecules for the oscillator without titration sponge (LPT61), and ap-

proximately 20 molecules with titration sponge (LPT64). Note that the errors in estimation of the

dilution phase and the conversion of fluorescent units to molecules are exponentially amplified, and

thus again this should only be considered a rough estimate.
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Peak amplitude heterogeneity and dampening

Even in the very precise oscillators, we observe significant peak amplitude heterogeneity, with a CV

of about 35% (Extended Data Figure 3.12d). However, this heterogeneity is dampened by the ex-

ponential dilution, which results in a dependence of the next period in the log of the peak height

(e.g. for a peak twice higher than average, the period will be only one generation longer). Using the

law of total variance, the fit to a log of the peak height explains 25% of the variance in the period

(Extended Data Figure 3.12e).

3.6 Theory

Because key properties of the single-cell kinetics – like the cooperativity or the noise in plasmid copy

numbers – are unknown even for the repressilator, we use theory not to validate detailed models,

but to identify potential design challenges. First we show that a simple repressilator model can be-

have either as a harmonic oscillator or a relaxation oscillator, depending on parameters, and that the

data show that it operates in the latter regime. The criteria for stable oscillations are then very dif-

ferent, and we show that relaxation repressilators can display regular and sustained oscillations with

minimal phase lags or cooperativity. We then analyze how noise arises in the accumulation and de-

cay phases of the oscillations, and how titration sponges affect the dynamics. Finally, in Appendix

A we derive exact limits on the accuracy of repressilator-type systems – regardless of control mecha-

nisms – due to information loss and finite numbers of control molecules.
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3.6.1 Harmonic versus relaxation oscillators

We start by considering a minimal model of the repressilator:

pi

λ
Kn

Kn+pnj−→ pi + 1

pi
pi−→ pi − 1

where (i, j) = (1, 3), (2, 1), (3, 2), λ is the production rate,K the protein level at half-repression,

n the Hill coefficient and pi the number of repressor proteins. We have set the protein degradation

rate constants to 1 without loss of generality, and thus express time in units of average protein life-

times. Note that the production rates are therefore in units of protein produced per protein lifetime.

Depending on the parameters, this system can behave as a harmonic oscillator, where stability

properties are captured by linearizations, or as a relaxation oscillator [73] (Extended Data Figure

3.8a) with self-sustained periodic repetitions of an aperiodic phenomenon with a period set by a

relaxation time. As opposed to sinusoidal/harmonic oscillators, relaxation oscillators exhibit discon-

tinuous jumps and all-or-none behavior. This well describes the repressilator dynamics we observe:

as shown in the three-color analysis, the production of a repressor starts abruptly and remains con-

stant until it suddenly turns off. In fact, even the seemingly gradual reduction in expression before

the turn-off observed for the 14 generation oscillator is a part of the relaxation path rather than a

result of control exerted: measuring the production rate and dilution rate shows that the concentra-

tion only starts to level off because dilution effects become increasingly important at high numbers.
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The strongly non-sinusoidal shape thus comes from thresholding, where promoters spend most of

their time in either a completely on-state or completely off-state. The mathematical requirements

for oscillations are then very different. Classical stability analysis for harmonic oscillators empha-

sizes the importance of phase lags and high cooperativity, but in the relaxation regime it is possible

to oscillate without much of either – in fact for extreme parameters, stochastic models show that

oscillations are possible without any phase lag or cooperativity (Extended Data Figure 3.8d). Due

to the clear separation of the two phases – a build-up phase with constant production and a pure

decay phase with no production (Extended Data Figure 3.8c) – we next analyze how much noise

arises in each phase, with a particular focus on noise in timing rather than in amplitude. The pe-

riod can either be seen as the sum of three decay phases, or as the sum of three production phases,

since the beginning of a production phase of one repressor marks the beginning of a decay phase

of another. We find that a key architectural feature of the repressilator – in the observed relaxation

mode – is that variation in the build-up occurs in a way has little effect on the overall timing, while

timing noise from the decay phase is hard to avoid given the low promoter derepression thresholds

observed. Specifically we iterate some known results about noise in gene expression to show how

removing degradation tags reduces the noise in the starting value of the decay phase, and then ana-

lyze the inherent variation in the decay phase as a function of the starting value and the derepression

threshold. Finally we consider the propagation of noise between the build-up and decay phases, i.e.,

how variation in peak amplitude affect the decay phase and how variation in the decay phase affects

the build-up phase.
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3.6.2 Heterogeneity in the accumulation and decay phases

Accumulation phase

Motivated by the experimental observation that the oscillation cycle has a build-up phase with al-

most constant production rate, we consider the variation in the number of proteins made during a

time window Ta during which gene expression is unrepressed. Most of the results presented here are

well known from the extensive literature on stochastic gene expression and are only briefly repeated

here for convenience.

First, consider a process in which proteins are made constitutively in bursts of size b:

pi
λ−→ pi + b

The CV (standard deviation over mean) in the number of proteins produced is then 1/
√
λTa, and

even if we further allow variation in b, the CV is still inversely proportional to the square root of

λTa. Statistical accuracy can thus be increased either by increasing the production rate, or by inte-

grating over longer time periods by increasing Ta. The latter can be achieved by eliminating repres-

sor degradation and thereby extending the periods.

If the build-up phase is short, so that dilution/degradation is negligible, the number of proteins

produced is similar to the peak amplitude (the troughs of the oscillations are virtually at zero so

proteins from the previous build-up phase contribute very little). However, for long enough times

Ta, decay and dilution eventually become non-negligible, and the system approaches a steady-state
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(this was directly observed in the data for the slowest oscillator but is likely the case also for the faster

oscillator where the actively degraded repressors should approach a steady state much faster than

the stable reporter observed). Increasing Ta further thus does not reduce the CV in peak amplitude.

Specifically we consider:

pi
λz−→ pi + b

pi
pi/τp−→ pi − 1

where z is some extrinsic noise variable, b is a geometrically distributed burst size and τp the lifetime

of the protein. For simplicity, if we assume z is following its own birth-death Poisson process, then

at the end of the build-up phase [1, 9, 69]:

CV 2
p = (1 + ⟨b⟩) 1

⟨pi⟩
+

1

⟨z⟩
τz

τp + τz

where τz is the lifetime of z. Therefore, increasing the proteins’ lifetimes still reduces noise by in-

creasing the average protein abundance and time-averaging over extrinsic influences.

Decay phase

Motivated by the experimental observation that the decrease in repressor concentration is indis-

tinguishable from exponential decay, we here model the variation expected in the time until the

repressor reaches low enough concentrations that expression of the next component in the cycle is

derepressed. Specifically, we are interested in the average and standard deviation of the decay time
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Td, from an initial peak ofN to a threshold S. This time contributes one third of the period, and

determines the build-up time of another repressor in the system. We ignore two biological complica-

tions. First, for systems with actual degradation of proteins, fluctuations in the proteolysis machin-

ery could produce fluctuating degradation rate constants, i.e., essentially contributing an extrinsic

source of noise. However, this noise is unknown, and our primary purpose with this theory is to ex-

plain the effects observed for the circuits without active degradation, when molecules are diluted out

during the cell cycle and then randomly partitioned between daughters at cell division. For binomial

partitioning (as we directly observe, see section 3.5.5), this can be modeled by explicitly accounting

for cell growth and division, as we and others have done in other studies [69]. However, because our

goal here is to produce insights into experimental design rather than to capture the exact dynamics,

we use a common approximation where binomial segregation and dilution are approximated with

first order decay, i.e., where the protein decays in individual random steps:

pi
pi−→ pi − 1

Here we again have set the degradation rate constant to one, to express time in units of average pro-

tein lifetimes.

Each step is thus probabilistic with an exponentially distributed waiting time, and the total time

to decay fromN to S molecules is a sum of the random variables for the individual steps. For very

high thresholds, where S is almost as high asN , the standard deviation in the total time is substan-

tial compared to the average total time, since few steps are summed. For very low thresholds there
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are large numbers of steps, but the last few steps are rate limiting and dominate the sum. For exam-

ple, the average waiting time for going fromN toN − 1molecules isN times shorter than the

average waiting time for going from 1 to 0molecules. If the derepression threshold is reached when

the last molecule is eliminated (S=0), the total variance in the time equals
∑N

i=1 1/i
2, which is 1 for

N = 1 and quickly approaches π2/6 for higherN . The average time is in turn
∑N

i=1 1/i, which

is approximately log(N) + γ where γ = 0.57721 . . . is Euler’s constant. More generally, for any

threshold S < N , the variance is
∑N

k=S+1
1
k2

, which approaches 1
S+1 − 1

N for largeN and fixed

S/N 2 (which in turn is approximately 1/(S + 1) if, in addition, the ratioN/S is sufficiently large3.)

The average follows
∑N

k=S+1
1
k ≈ log(N/(S + 1)) under the same conditions. Thus, for a thresh-

olding scheme of this type

CV ≈
√

1/(S + 1)

log(N/(S + 1))

IfN/S is large the CV increases very slowly withN , because the logarithm becomes insensitive

to changes inN/S. For example, doublingN/S from 1, 000 to 2, 000 only increases log(N/S)

by about 10%. For any givenN , there is also an optimal threshold that minimizes the CV at (S +

1)/N = 1/e2 = 0.13534, giving a mean of 2 and a variance of e2/N . Therefore:

CV ≈
√

N/(S + 1)

log(N/(S + 1))

1√
N

≥ e/2√
N

=
1.359√

N

Extended Data Figure 3.8e in turn shows the exact CV as a function ofN for various values of S,

2specificallyN
∑N

k=S+1
1
k2 →

(
N

S+1 − 1
)

asN → ∞.
3Note that we sometimes use the approximateN/S ratio (instead ofN/(S + 1)) for simplicity as it is

good approximation for the S andN values considered.
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which closely follows these approximations sinceN ≫ 1 throughout. For any fixed S, the decrease

in CV withN is thus logarithmic, and it is necessary to increase S along withN in order to reduce

the CV effectively. However, the CV remains close to its minimum for a rather wide range of S/N

values (e.g. between 0.05 and 0.3, see Extended Data Figure 3.8e). Thus if S is increased along with

N , it should be possible to decrease the CV by the inverse square root ofN . These simple theoreti-

cal findings could directly explain our experimental observations. The estimate of the TetR thresh-

old suggests that it was lower than optimal even before eliminating repressor degradation. Thus

N/S was already very high and we should only expect a very minor reduction in the heterogeneity

of the timing, as we indeed observed. However, when the threshold is also increased (Figure 3.2b)

by adding a titration sponge, the variation in the timing should be more drastically reduced by the

increasedN , as we also observed.

Transmission of noise between phases

Fluctuations in the decay time will also affect and be affected by fluctuations in amplitude. Here we

show how this noise propagation to some extent is naturally damped by the mechanisms of the sys-

tem. First, a doubling in the peak amplitude will only result in an increase of one generation of the

decay phase, which is small given that the oscillator has a period of 14 generations and each repressor

thus spends 4-5 generations in the decay phase. More generally, the time it takes to exponentially di-

lute out levels fromN molecules to S molecules on average approximately equals log(N/(S + 1)).

The additional variance in the decay period due to the variation in peak amplitude can be estimated

using the rule for error propagation for functions of random variables (a small deviations approach),
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which immediately shows that for log(N/(S + 1)) the additional variance in timing is given by

σ2
N/⟨N⟩2, which equals 1/⟨N⟩ if the initial number of molecules is Poisson distributed. If the re-

pressor molecules are produced in geometrically distributed bursts of size b this variance increases to

(1 + ⟨b⟩)/⟨N⟩. In either case, as long asN/S is reasonably high this term will be small in compari-

son to ⟨1/(S+1)−1/N⟩ 4, the expected variance in the decay steps, and so little noise is transferred

from the peaks to the periods, as we also observe experimentally (Extended Data Figure 3.12e).

Noise is also transmitted from the decay phase to the accumulation phase, as the decay time Td

of one repressor determines the accumulation time Ta of another. In the parameter regime in which

the repressor in question does not have time to approach a steady-state before production is turned

off again, significant noise is propagated because a doubling in the accumulation time will result ap-

proximately in a doubling of the amplitude peak. Even in this regime, little noise propagates back to

affect the next decay phase due to the logarithmic principle above. Furthermore, in a regime where

the repressor reaches a (quasi-)steady-state before production stops, little noise is transmitted since

fluctuations in the accumulation time then only change the time the repressor spends around its

steady-state value.

3.6.3 The role of the titration sponge

The theoretical analysis above shows that low repression thresholds S create large noise in the decay

phase of the oscillation even for perfect threshold mechanisms. This seems to explain why titration

sponges improve the regularity of oscillations so much. In the next section we include titration in

4specificallyN/(S+1) >> 1+ b. If the first term is 10 times larger, there will then be a 10% contribution
to the variance.
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a simulation model, and here we first discuss non-trivial aspects of titration such as the effect of

fluctuating thresholds, changes in the effective cooperativity, and the impact of titration when the

repressors are degraded.

The perhaps most obvious complication is that the titration sponge not only raises the threshold

but also randomizes it because it is encoded on a plasmid that fluctuates in single cells. The effect

of such fluctuations is included in the simulation model where we also account for the fact that

only some of the sites will have repressor bound at any given time. However, for approximate but

simpler results consider a situation where the threshold S varies around an average ⟨S⟩, and fluc-

tuations are so slow in time that S can be considered to be fixed during each derepression window.

This creates additional variance in the decay period due to variation in the conditional average (in

the sense of the Law of Total Variance). As for the discussion of uncertainty inN in the previous

section, the rule for error propagation for functions of random variables immediately shows that for

log(N/(S + 1)) the additional variance in timing is approximately given by σ2
S/⟨S⟩2, which equals

1/⟨S⟩ if the threshold is Poisson distributed. Fluctuations in S then contribute about as much to

the variance in timing as the inherent randomness of the decay process (this is again a small noise

approximation since the ‘intrinsic’ noise due to random decay events is ⟨1/(S + 1)⟩ but not 1/⟨S⟩).

The experimentally observed improvement of the oscillations with the addition of the titration

sponge still makes sense though, because it appears to raise the threshold by an order of magnitude.

Intuitively, it may randomize the threshold to some extent, but it also avoids the extreme variation

that comes from low thresholds, where the last few decay events greatly randomize control.

The experimental data also shows that the titration sponge only has a small effect when the re-
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pressors are degraded (§3.5.1). This is also easily explained by the model above. In fact, none of the

conditions for having an effective titration sponge seem satisfied when the repressors are degraded.

First, we showed above that there is an optimal threshold S for every peak abundanceN that mini-

mizes the relative standard deviation in the decay window. With repressor degradation,N is much

lower because of the short repressor half-lives. Based on the numbers observed (N ≈ 600), we be-

lieve that S is still too low to be optimal even under those conditions, but raising S only has a large

effect on the noise if S is far below the optimum for a givenN (Extended Data Figure 3.8e). Second,

it is unlikely that repressors are effectively titrated out when the repressors are tagged for degrada-

tion. Many proteins appear not to be degraded, or to be degraded much more slowly, when bound

to DNA (see for example Ref. [77]). For example imagine a threshold of 50. If there are 51 repressor

molecules present but only one available for degradation because the others are titrated out, then

the noise in this step is the same as if there were no titration and just one repressor molecule present.

Another way of looking at this is that if the repressors are degraded, taking out some of them by

titration makes little difference, because they quickly re-adjust to steady state. The fact that both

repressor molecules and binding sites are diluted at the same rate is key to ensure effective titration.

Finally, for repressors that are actively degraded, the noise in the time needed to decay below some

threshold concentration may not be dominated by the last few reaction steps, as in the model above,

but by ‘extrinsic’ noise from fluctuating proteases. Raising the threshold to eliminate the last few

steps may then have a marginal impact.

As described above, given the experimental observations of the low TetR threshold, in this con-

text the main effect of the TetR titration sponge seems to be to simply increase the threshold. Most

68



previous models have instead emphasized that titration (and other schemes for zero-order elimina-

tion of molecules) create ultra-sensitive switches similar to increasing the effective cooperativity (see

e.g. references [78–82] ). It is possible that this also helps in this system, but several system-specific

features suggest it may not be the case. First, relaxation oscillators where the independent relaxation

path is long compared to the time-window for switching are less sensitive to cooperativity – even if

the decision to repress was gradual, it is still brief compared to the rest of the dynamics. Indeed, we

see that high cooperativity is not needed for the stochastic models to oscillate with high regularity

(Extended Data Figure 3.8d). Second, we introduced the titration sites on plasmids that fluctuate

in copy numbers, and because the binding sites are no different from the regular promoters, not all

sites will be filled at the time of the derepression. Thus the titration remove a variable number of

molecules, and may not increase the effective cooperativity much.

Simple computational model

We will now show that a simple computational model combining these features can not merely os-

cillate, but reproduce the amplitude, period and shape of the peaks for the estimated abundances of

proteins and plasmids. In fact, we found that many versions of the model and parameter combina-

tions can reproduce the data, and thus our purpose is not to promote one such model over others

but merely to demonstrate that the types of models we have in mind are not inconsistent with the

key known facts. For example, the absence of definitive data on e.g. binding affinities, repressor

dimerization, and repression kinetics, prevents us from usefully modeling the switches in terms of el-

ementary reactions. However, to make the models more realistic than perfectly sharp thresholds we
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assume Hill functions with reasonably small Hill coefficients (i.e. ∼ 1.5 − 2). We further account

for translational bursting and for fluctuations in both the repressilator plasmid and the plasmid for

the titration sponge, to show that reasonably accurate oscillations (e.g. correlation coefficient after

one period >∼0.2) are possible despite these sources of randomness. Specifically we assume that

pTot,i

λNo
Kn

Kn+pnFree,j−→ pTot,i + b

pTot,i
pTot,i−→ pTot,i − 1

where (i, j) = (1, 3), (2, 1), (3, 2). No is the number of promoters, pFree,j is the number of un-

bound repressor molecules, pTot,j is the total number of repressor molecules and b is a geometri-

cally distributed random variable with mean ⟨b⟩, representing the number of proteins produced

from each mRNA, where the mRNA lifetime is assumed to be short compared to the protein life-

time, which is the case for the oscillators with a∼ 14 generation period. For the number of titration

sponge plasmidsNt and the number of repressilator plasmidsNo, we simply assume

No
⟨No⟩−→ No + 1, No

No−→ No − 1

Nt
⟨Nt⟩−→ Nt + 1, Nt

Nt−→ Nt − 1

This is in fact not so different from some specific plasmid models, where self-replication and non-

cooperative negative feedback combine into a constant production rate. The decay of plasmids again
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approximates the dilution and segregation, and thus has the same ‘degradation’ rate constant of 1 as

the proteins.

Titration effects are harder to model due to several complications. For example, simply removing

Nt copies from the pool of free proteins (which we found was enough to reproduce key experimen-

tal observations) does not account for the fact that repressor binding is not complete, or for the fact

that the actual binding sites on the repressilator plasmid are of the same type as on the decoy plas-

mid. Since we do not know the binding details and only use the Hill function as a generic way to

capture nonlinear effects, there is no straightforward way to model titration through elementary

reactions. However, motivated by the fact that the dynamics we model are very slow, we assume

that the number of proteins bound to promoter sites is in quasi-equilibrium due to fast binding

and unbinding. The fraction of promoters which are unbound is Kn

pnFree,j+Kn . The number of bound

repressor molecules will then be proportional to

Npro

pnFree,j

pnFree,j +Kn

whereNpro is the total number of promoters for the respective repressors

Npro =


No +Nt, j = 1

No, j = 2, 3

where TetR is repressor number 1. For integer n this is consistent with modeling a single elementary
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reaction of n repressors binding with the promoter in a reaction that comes to equilibrium quickly,

where the total number of repressor molecules would then be given as pFree,j + nNpro
pnFree,j

pnFree,j+Kn .

However, since we use the Hill function as a generic way to account for cooperativity we instead

consider

pTot,j = pFree,j + 2Npro

pnFree,j

pnFree,j +Kn

where the factor of two comes from the two binding sites per promoter. This equation is then

solved at each step of the Gillespie algorithm [83] to update the free number of proteins. This is

an approximate scheme, but one that accounts for several of the important complications, and we

find that many ways of accounting for titration can explain the data.

For the simulation of Extended Data Figure 3.8f, the parameters used are λ = 60,K = (5, 10, 10)

for the three repressors, n = 1.5 for all repressors, ⟨b⟩ = 10, ⟨No⟩ = 10 ⟨Nt⟩ = 40. The mean

period for this model is approximately 9 protein lifetimes, or 13 generations, and the CV of the cycle

to cycle variation in period (e.g. phase drift) is approximately 10%, which is similar to the exper-

imental data. Extended Data Figure 3.8d in turn shows that oscillations are possible as described

above, without bursts, biochemical cooperativity (n=1) titration or phase lag contribution from mR-

NAs (we consider infinitely fast mRNA dynamics). Deterministic linear theory would require a Hill

coefficient of over 3 in each component for oscillations in this case.
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During the time that [Karl] Landsteiner gave me an
education in the field of immunology, I discovered that
he and I were thinking about the serologic problem in
very different ways. He would ask, What do these experi-
ments force us to believe about the nature of the world? I
would ask, What is the most simple and general picture
of the world that we can formulate that is not ruled
out by these experiments? I realized that medical and
biological investigators were not attacking their problems
the same way that theoretical physicists do, the way I
had been in the habit of doing.

Linus Pauling

4
Protein degradation kinetics in single

bacterial cells

In the previous chapter, we saw the importance of protein degradation on the repressilator. It dras-

tically changed the period of the oscillations from 2.5 to 14 generations and it prevented the most

accurate oscillations by lowering the number of molecules. Some effects of degradation were also
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counter-intuitive: the ASV-tagged reporter for the oscillations acted as an anti-competitor for degra-

dation, accelerating rather than slowing the oscillations.

We saw in chapter 2 that proteins cannot respond to changes faster than their half-life. Protein

degradation is therefore necessary for response faster than one generation, which could be vital if

cells need to respond quickly to a changing environment. The main objective of this chapter is to

develop a tool to measure degradation rates in single cells. This tool would allow us to quantify the

impact of fluctuations in degradation rates on the cells.

We will start by briefly introducing proteolysis and its the main actors in E. coli. We will then

explore the counter-intuitive effects of the reporter in the repressilator, which will further motivate

the development of a tool for measuring degradation rates in single cells. Our approach will then

be described and validated. A comparison with the typical pulse-decay approach will showcase the

limitations of that particular approach. This will lead us to describe the issues associated with using

fluorescent proteins as reporters for degradation.

We will then characterize what we term a degradation response: a high concentration of substrate

targeted for degradation can induce production of proteases. We will show its association with the

heat shock response as well as pleiotropic effects such as an increase in intracellular ATP concentra-

tion. Finally, the interference effects due to transcriptional reporters as well as the toxicity of our

particular construct will be discussed.

In this chapter, we will also describe “negative results”, as we believe the dissemination of these

results is important for scientific progress. Indeed, a better access to such results would have greatly

accelerated the progression of this project.
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Contributions

The work presented in this chapter was performed in full collaboration with Scott Luro.

4.1 Introduction

In E. coli, most proteins are not actively degraded but instead diluted out as cells grow and divide

[43]. This limits how quickly cells can approach lower steady state protein concentrations, since

even if production is entirely turned off the concentration can only be halved each doubling (as

seen in chapter 2). Similar principles in fact apply when cells adjust to higher steady states: for many

kinetic schemes the time it takes to move e.g. half the distance to a new steady state is set entirely

by the half-life of the component and not by the production rate. For dynamics faster than the cell

cycle, proteins thus need active proteolysis. Indeed, many stress response pathways in E. coli, where

rapid responses may be crucial, are regulated via proteolysis, such as the heat shock response (RpoH

[84]), the envelope stress response (RpoE [85]) and the general stress response (RpoS [86]).

Protein degradation is performed by a variety of proteases, chaperones and unfoldases. These

proteins are also part of the protein quality control network (PQC), which is reponsible for the

refolding and/or degradation of misfolded proteins, aggregated proteins and damaged proteins.

This network is well conserved across bacteria. In fact, the ClpXP protease can even been found in

human mitochondria [87]. Proteases have also been recently suggested as a novel target for antibi-

otics, which could potentially be very useful to kill even non-growing cells which are recalcitrant to

many treatment. Specifically, new molecules (e.g. acyl depsipeptides) have been found to activate
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the peptidase ClpP for unregulated degradation of peptides and unfolded proteins, making the cells

effectively degrade themselves [88–92].

In the following section, we will briefly introduce the main players of protein degradation in E.

coli, with a particular focus on ClpXP and the ssrA tag. For an in-depth review, see reference [93].

4.1.1 Proteolysis in E. coli : an overview

In E. coli, there are five different AAA+ (ATPase associated with diverse cellular activities) proteases:

ClpAP, ClpXP, HslUV, Lon and FtsH. The proteases are composed of two parts, an unfoldase and

a peptidase. We will start by describing ClpXP, arguably the most studied bacterial protease [94], as

a model for proteolysis in bacteria.

ClpX is the unfoldase and forms hexameric ring shape structure that align concentrically with

the ClpP peptidase, which in turn forms a barrel structure of two stacked heptameric rings (i.e. a

14mer, Figure 4.1). The ClpX6 ring can bind either or both ends of the barrel, forming single- (1:1)

or double-headed complexes (2:1), although the two heads appear to operate independently [95].

Degradation proceeds when the unfoldase recognizes a degradation tag, called the degron, which

is typically an amino acid sequence located at the N- or C-terminus of the proteins (although some

reside within the protein). These tags can be either added to the proteins during translation (e.g. the

ssrA tag [67]), genomically encoded on the protein sequence (e.g. Crl [40]]) or exposed by protein

processing (e.g. N-end rule [96]) or changes in the protein structure (e.g. RpoH [97, 98]). The

unfoldase then unfolds the substrate and translocates it through the peptidase, where the peptide

is hydrolyzed into small fragments of 3-8 amino acids (Figure 4.1). Unfoldases therefore provide
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Figure 4.1: Cartoon schematic of degradation by the protease ClpXP. The substrate, containing a degradation tag (de-

gron), is recognized by the unfoldase (ClpX). It is then unfolded by pulling on its recognition sequence and translocated

through the peptidase (ClpP), processively unravelling the substrate. The peptidase cuts the peptides in fragments 3-8

amino acids long. Figure reproducedwith permission from reference [93]

substrate specificity for the associated peptidase.

The ssrA tag and trans-translation

Messenger RNAs that lack a stop codon, due to truncations or errors in transcriptions, cause the

ribosome to stall on the 3’ end, as it cannot dissociate without the stop codon. Because of the vital

role of ribosomes for growth, bacteria have evolved different mechanisms for ribosome rescue [99].

The main pathway involves the ssrA RNA [67, 100–102], which has been termed a tmRNA because

of its function as both a tRNA and an mRNA [67, 103]. It is charged with an alanine while the

rest of the RNA encodes for a short peptide sequence followed by a stop codon. The tmRNA can

then dock to the empty A-site of the stalled ribosome, resume translation of the ssrA mRNA and

terminate translation, releasing the ribosome. It has been estimated that about 1 protein for every

200 translated proteins is naturally ssrA-tagged [100, 102] – emphasizing the importance of this

mechanism.
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The ssrA tag, inserted during translation of damaged mRNAs, target the proteins for rapid degra-

dation via the added peptide sequence (AANDENYALAA), because of the potential toxicity of

these aberrant proteins. In E. coli, ssrA-tagged proteins are recognized by ClpXP, ClpAP, Lon

and FtsH [102, 104], although more than 90% of the degradation is mediated by ClpXP [102]. Be-

cause this tag can be added to any protein, it has been used extensively as a model for unfolding and

adapter-mediated substrate delivery [105–108].

Protease specificity and adapters

Roughly 100 genomic targets for ClpXP have been identified by using a mutant ClpP lacking the

peptidase activity (ClpPtrap [40, 109]). These substrates include transcriptional regulators (Crl, LexA,

RpoS), proteins involved in translation (RplJ, TufB), protection against stress (Dps), cell division,

motility, metabolism, chaperones and proteases. Recognition motifs have been proposed at both the

N- and C- termini for recognition by ClpXP [40].

Unfoldase specificity can be influenced by proteins termed adapters. The adapter SspB docks

on ClpX and greatly increase the specificity of the complex to ssrA-tagged proteins [110] (and the

anti-sigma factor RseA [85]). While ClpXP can still recognize and degrade ssrA-tagged substrate

efficiently without SspB [110], other adapters are essential for recognition, such as RssB (also known

as SprE) for degradation of RpoS by ClpXP [86, 111, 112].

ClpP can also bind to ClpA to form the ClpAP protease (or even double-headed ClpAPX hy-

brid [113]). The substrates recognized by ClpAP have been less well characterized than the ClpXP

substrates. Interestingly, ClpAP can degrade ClpA, albeit with lower affinity than the ssrA tag [114,
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115], suggesting feedback control. ClpAP recognition of N-end rule substrates – a highly conserved

pathway originally found in eukaryotes – is greatly increased with the adapter ClpS [116], though

also possible without the adapter [117]). These substrates require pre-processing in order to expose

their recognition sequence. For example, putrescine aminotransferase (PATase) is modified post-

translationally by leucyl/phenylalanyltRNA-protein transferase (LFTR) in order to be targeted for

degradation [96]. The substrate Dps can be cleaved by the methionine aminopeptidase (MetAP) to

form Dps2−167, recognized by ClpXP [40], or by an unknown endopeptidase to form Dps6−167,

recognized by ClpAPS [96, 118].

The Lon protease has a similar structure to ClpXP, except that the unfoldase and the peptidase

are encoded on the same gene and forms hexamers. Lon is the main protease responsible for protein

quality control by degrading misfolded proteins [119, 120]. Lon recognizes misfolded proteins using

short stretch of amino acids rich in aromatic residues normally hidden in folded proteins [121]. Lon

can also recognize native proteins where the degron is genomically encoded, such as the cell division

inhibitor SulA [122] (suppressor of lon).

FtsH is an evolutionarily conserved inner-membrane anchored protease. It can degrade unstruc-

tured substrates as well as folded proteins. It plays an important role in heat-shock by degrading

the master regulator of heat-shock response, RpoH [84, 123, 124]. Interestingly, FtsH cannot de-

grade RpoH in vitro, probably due to its weak unfoldase activity [125]. It has been proposed that

the chaperones DnaK-DnaJ-GrpE and GroEL/ES bind and unfold RpoH so that it can be processed

by FtsH [97, 98]. DnaK binds unfolded proteins and therefore acts as a sensor: during heat shock, a

high number of misfolded proteins are present, titrating DnaK away from RpoH and stabilizing the
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sigma factor [97, 126]. Although multiple proteases contribute to the degradation of RpoH, FtsH is

thought to be the main contributor [84, 123, 124]. It also plays an important role in the quality con-

trol of membrane proteins and the regulation of lipid synthesis. FtsH is the only essential protease

in E. coli, although it can be rescued by a point mutation in the fabZ gene to restore the balance of

lipids [127]. An FtsHtrap approach has been used to identify potential FtsH substrates [128]. Few

putative substrates were confirmed in vitro, which might be due to the weak unfoldase activity and

the need for co-factors for degradation.

Partial degradation

When a protease engages a domain resilient to degradation, it can release its substrates. This phe-

nomenon has been termed partial degradation, or substrate processing, as the protein now lacks

a degradation tag and is no longer targeted for degradation. Proteases possess different unfoldase

strengths and are expected to yield different amount of partial degradation (see Table 4.1). It has

been shown that the local structure (i.e. where the protease is pulling) is important for partial degra-

dation, not the overall stability of the protein1 [107, 130]. This substrate processing can be used by

the cell: the ATP-binding clamp loader subunit DnaX in Caulobacter crescentus is partially degraded

by ClpXP to form different stable fragments of different physiological function [131]. Partial degra-

dation is further enhanced when the stable domain is preceded by a glycine rich region, although

the exact requirements for this sequence remain to be elucidated [132–134]. The glycine rich region

impairs the unfolding properties of the protease [135]. Partial degradation has also been observed in

1It has been argued that it is the interaction between the specific protease and the local structure; however,
the evidence is not convincing [129]
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Table 4.1: Processivity (complete/partial degradation ratio) of different proteases degrading E. coliDHFR through the

C-terminus. Note that this data represents processivity of one particular domain, and it is included as an approximate

guide to compare unfoldase strength. Data from reference [137].

Protease Processivity
26S proteasome >9

ClpAP 1.25
ClpXP 0.4
HslUV 0.1
Lon <0.05
FtsH 0

vitro, for example by targeting titin-I27 to ClpXP [108] or GFP to FtsH [136].

4.1.2 Current methods for measuring proteolysis

Pulse-decay

Most in vivo measurements use some variation on the broader theme of the pulse-decay method.

The idea is to pulse the production of the substrate (e.g. with an inducible promoters), label the sub-

strate (e.g. with radio-labeled amino acids) and chase to watch the decay by running a SDS-PAGE

at multiple time points. Although this method typically does not allow measuring the full kinetics,

it has been used to determine substrate half-lives (though half-lives are less relevant if the decay is

not exponential). This can also be done with fluorescent proteins, with the decay measured by the

decrease in fluorescence signal.

One study in particular has used this method to measure degradation rates in single cells of ssrA-

tagged GFP [81]. The authors induced substrate production in bulk cultures, washed the cells,

treated with chloramphenicol to stop protein production and transferred to agar pads for imaging
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the decay. Degradation was reported to follow zero-order kinetics, i.e., the enzymes were shown to

be completely saturated by the substrate of interest, eliminating a constant amount of substrate per

unit time. Potential issues with this particular method that will be discussed in section 4.4.

Measuring what is missing

An interesting way to measure degradation has been used by Farrell et al. [138]. By expressing a GFP

with and without a degradation tag, they could measure what is “missing” from the strain with the

degradation tag (assuming production of the two proteins is indentical). This has allowed measure-

ment of steady-state degradation rates (proteins/generation) in a variety of mutants using bulk flu-

orescence assays. However, as the authors noted, these rates also include degradation of substrate

before protein folding, which can be 20 times faster than processing fully folded substrates [108].

In vitro

In vitro measurements have been incredibly useful to identify specific interactions as well the molec-

ular mechanisms of proteolysis. They also enable measurement of the substrate-enzyme kinetics.

However, they do not capture the complex in vivo environment and they cannot answer the ques-

tions of the following section, concerning time dynamics and cell-to-cell heterogeneity.

4.1.3 Motivation

A lot has been learned about proteolysis in bacteria, but many basic questions remain unanswered.

For example, what are the degradation kinetics of substrates in vivo? Do they obey Michaelis-Menten
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kinetics? Do they commonly operate at saturation, as recently reported [81]? Measurement of the in

vivo kinetics can also be useful for the design of synthetic circuits, which commonly use proteol-

ysis to obtain faster protein responses [45, 56–61]. The kinetics are also non trivial because of the

many different unfoldases, peptidases and adapters with overlapping specificity for many different

substrates, forming degradation “queues” (Figure 4.2).This arrangement of multiple queues for

degradation is in striking contrast with eukaryotes, where degradation is performed by a single en-

zyme, the proteasome2. Have the queues evolved any properties that prevent fluctuations in one

substrate concentration from propagating to other substrates? How noisy are degradation rates for

natural substrates? Given that proteolysis regulates many important stress sigma factors (e.g. RpoH,

RpoS and RpoE), fluctuations in degradation could have a major impact on the cells. Such fluctu-

ations could even be exploited by the cells, as many toxin-anti-toxins modules linked to persisters

are regulated by proteolysis [139–142]. For example, heterogeneity in degradation rates of an anti-

toxin could result in cells entering a persister state. In contrast to other basic mechanisms such as

transcription [16], protein degradation has not been well characterized in single cells, and therefore

the dynamics in cells and the extent of the heterogeneity remain largely unknown.

If keeping degradation rates constant is important, there could be feedback control on the rates

of degradation. Although feedback control for noise suppression is notoriously difficult to achieve

[11], protease could use post-translational feedback to minimize delays, by degrading themselves for

example. In fact, many proteases process themselves autocatalytically (e.g. ClpP, FtsH) or are known

2Interestingly, bacteria from actinobacteria and nitrospira phyla have a proteasome replacing one or more
proteases
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Figure 4.2: Cartoon schematic of degradation queues formed by proteases and adapters. Proteases have overlapping

specificity of some substrates. Note that these queues differ from the traditional first-in-first-out customer serving

ordering. They aremore appropriately describedwith priority ordering, with the binding affinity of the substrate to

the protease determining the priority.

to degrade themselves (e.g. ClpAP degrades ClpA). In addition, there is evidence for transcriptional

control: ClgR is a substrate of ClpXP and up-regulates ClpXP in some bacteria [143–145], forming

a potential feedback loop. The next section will further motivate the development of tools to study

these processes in vivo in single cells.

4.2 Counter-intuitive effect of an adapter protein on the repressilator

In chapter 3, we observed a counter-intuitive effect where a GFP tagged for degradation did not

compete with other substrates, but instead acted as an “anti-competitor”. Briefly, the presence of

ssrA-(ASV) tagged molecules made the oscillations faster rather than slower, whereas the presence

of natural ssrA-(LAA) tagged molecules had the expected effect of slowing down the oscillations

(explained in more details in section 3.5.1). Here, we continue to investigate this effect to further pin-

point the underlying mechanism. Specifically, we measured the period of the repressilator as a proxy

for the degradation rate of the ssrA-(LAA)-tagged repressor in many different deletion mutants
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Figure 4.3: The ASV-effect is caused by titration of the SspB adapter proteins. Period of the repressilator -- measured

using the first local maximum of the autocorrelation function -- in deletionmutants in the presence or absence of

ASV-taggedmolecules. Deletion of SspB recapitulates the effect of the presence of ssrA-ASV taggedmolecules on

the repressilator. The strains are, from left to right ((LPT25, LPT53), (LPT323, LPT324), (LPT189, LPT202), (LPT185,

LPT198), (LPT190, LPT203), (LPT186, LPT199), (LPT191, LPT204), (LPT187, LPT200), (LPT139, LPT133), (LPT188,

LPT201), (LPT140, LPT134). Note that half of the strains have an additional RFP, which allowed us to look at two

distinguishable strains per lane in themicrofluidic device.

related to proteolysis in the presence or absence of ssrA-(ASV) tagged molecules (Figure 4.3).

The results showed that deleting the SspB adapter protein was sufficient to recapitulate the ef-

fect of ssrA-(ASV) tagged molecules, whereas combining the two does not change the effect. This

result was surprising because the SspB adapter protein has been shown to increase the affinity of the

ClpXP protease to ssrA-(LAA) tagged molecules and therefore increase their degradation rate by the

ClpXP protease [110]. Here, removing SspB increases the frequency of the oscillations, most likely

by increasing degradation rates. It is straightforward to see how ssrA-(ASV) tagged molecules can re-

capitulate the effect of deleting SspB. As shown in Figure 4.4, the ASV mutation of the tag contains

the intact SspB binding sequence of the tag, while the ClpX binding sequence is mutated [146].

Therefore, the SspB proteins can be effectively titrated away by the presence of the ssrA-(ASV)

tagged molecules, while these proteins are probably not degraded by ClpXP because of the mutated

tag.
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Figure 4.4: Schema showing how the ssrA-(ASV) taggedmolecules can compete for binding to the SspB adapter. The

SspB binding region of the tag is intact, while the sequence that binds ClpX has beenmutated. Mutation of one of

the last three amino acids is sufficient to inhibit ClpX binding [146], and therefore themolecules aremost likely not

recognized and degraded by the protease.

Our first hypothesis was that removing the SspB adaptor, or titrating it out with a GFP that can-

not be delivered to ClpXP, would prevent all SspB dependent substrates in the cell from being de-

graded by the protease, and that the other substrates therefore have less competition. However, the

adaptors are thought to primarily recognize the degron rather than the rest of the protein. When

we measure the degradation rate of an ssrA-tagged GFP (section 4.3.2), the rate is instead slowed

down in the absence of SspB. The opposite behavior of the repressors and the GFP, despite having

the same ssrA-tag suggests that the effect is instead related to the structural differences of the sub-

strate. Our second hypothesis is that, in the absence of the SspB adapter, ssrA-tagged susbtrates

can be degraded by other proteases with lower affinity but faster degradation rates. Multiple dif-

ferent proteases have been reported to recognize and degrade ssrA-tagged substrates (ClpAP [104],

Lon [147], FtsH [148]), even though the vast majority of ssrA-tagged substrates are degraded by

ClpXP in vivo [102] (which makes sense because of the very high affinity of SspB). The results rule

out ClpAP and Lon, because deletion of these proteases do not block the ASV effect. This leaves

only FtsH, whose deletion is not viable unless combined with a suppressor mutation (fabZ [127])

and was therefore not included in this initial screen. Testing this double mutant to see if deletion of

FtsH remove the ASV effect would be a crucial experiment to reject this hypothesis.
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The other mutants showed minor or expected changes in the period. Deletion of Lon (here com-

bined with a supressor mutation to prevent filamentation, sulA [122]) reduced only slightly the

degradation rates, consistent with a minor role in degrading ssrA-tagged substrates. ClpA, ClpB,

ClpS and HslV deletions showed no major changes in the period, while ClpP or ClpX deletions es-

sentially eliminated degradation (period comparable to the repressilator without degradation tags,

Figure 3.10). Note that deleting ClpP or ClpX funnels a large pool of the ssrA substrates (about 1

in 200 translated protein is naturally ssrA-tagged [100, 102]) to the other proteases, which could

saturate them and make these particular mutants difficult to interpret.

YbaQ is a predicted transcription factor and was identified as a substrate of ClpXP [40], and we

conjectured it could be a transcriptional regulator of ClpXP. However, deletion of that gene did not

impact significantly degradation rates. Finally, YdcN was included being an unrelated protein as a

control.

These results emphasize the importance of measuring proteolysis in vivo and the surprising ef-

fects of the complex proteolytic environment. This further motivated the development of a new

assay to measure proteolysis rates in vivo in single cells.
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4.3 Measuring instantaneous proteolysis rates in vivo

4.3.1 Our approach

A simple description of degradation dynamics formulates a differential equation for the concentra-

tion of the degradation-tagged substrate as:

dy(t)

dt
= p(t)− β(t)y(t) (4.1)

where y(t) is the concentration of the substrate (i.e. molecules per volume), p(t) the time-varying

normalized production rate and β(t) = βdeg(t) + βdil(t) the time-dependent elimination rate

per molecule (including protein degradation and dilution).By using concentration of molecules

(or molecules per cell area assuming the radius of the bacterium is constant), we can approximate

the loss of molecules at cell division by exponential dilution (as we and others have used previously

[69]). The production rate is therefore normalized per area (more details in section B.3.2), which

remove cell cycle dependence (as seen in chapters 2 and 3).

In order to measure βdeg(t), we need to be able to measure the concentration of the substrate

over time, its production rate and the dilution rate (i.e. growth rate over time). We therefore use

fluorescent proteins targeted for degradation as substrate, an approach subject to limitations as dis-

cussed below. Most of this chapter will focus on ssrA-tagged substrates in order to compare to the

main previous report of proteolysis in single cells [81] .

To measure the production rate, we use a translational fusion of CFP and YFP, linked by a se-
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Figure 4.5: Schematic representation of our approach tomeasure instantaneous degradation rates in single cells. CFP

and YFP are translationally fused and linked by a roadblock (GAr30-Titin I27-GAr30). The substrate is targeted for

degradation by a C-terminal ssrA tag, and the slippery sequence causes partial degradation of the substrate.

quence that inhibits degradation of the other fluorescent protein (Figure 4.5). It has been previously

shown [132] that a “slippery” sequence (alanine and glycine repeats3), followed by a “roadblock” (a

protein domain with a structure that is difficult to degrade) cause the protease to stall in its proces-

sivity and fall off the substrate. The resulting substrate lacks a degradation and will no longer be

recognized and degraded by the protease. We therefore use a GAr30-Titin I27-GAr30 domain as a

linker (Materials and Methods, section B.3), which has been shown to cause partial degradation of

77% of ssrA-tagged substrate by ClpXP [132]. Note that we expect our rate of partial degradation

to be much greater because fluorescent proteins themselves can act as roadblock, as we will show in

section 4.4.3. Because of the double roadblock-slippery sequence, we expect about 95% of substrates

to be partially processed4. We will refer to this setup as the slippery construct.

The number of CFP molecules produced will thus equal the number of YFP molecules produced,

but only the latter are degraded. The production rate p(t) can be calculated with the CFP (as in

3Interestingly, this sequence originate from the Epstein-Barr virus nuclear antigen-1 (EBNA1) to evade
degradation by the proteasome [149–151]

4Of the 23% of the proteases that degrades the titin domain without falling, we expect only 23% to degrade
the CFP. Therefore, only∼5 % of the slippery construct will be completely degraded.
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section B.2.3) after fluorescent units conversion. This conversion factor can be calculated by using a

strain where the ClpXP protease is deleted, or by simply removing the tag on the substrate. Because

we can calculate the instantaneous production rate, we can express the slippery construct using any

time-varying rates. We will use both a constitutive expression or oscillatory inductions using the

repressilator, and the type of induction will be specified in the respective sections.

The experiments were conducted in our microfluidic device (Figure 3.1), allowing us to follow

hundreds of cell lineages under constant growth conditions as they grow and divide for hundreds of

consecutive generations.

An example experimental time trace with calculated degradation is shown in Figure 4.6, where

the substrate’s lifetime (τ(t) = 1/β(t)) is plotted alongside the CFP and YFP intensity. The

construct was expressed at a constant but noisy level in order to observe degradation at different

substrate concentrations. Multiple checks were performed to validate these degradation rates. The

conversion factor between CFP and YFP units was obtained in two different ways which gave sim-

ilar results: using the clpXP mutant (Figure A.2) and using the fact that when dilution completely

dominates the half-life is equal to one generation. We also observed protease saturation at the same

substrate concentration using an orthogonal method (Figures 4.7 and 4.9). Finally, the saturation

curve obtained in the next section is an internal validation and will be compared to in vitro results.

4.3.2 Measuring the saturation curve

We started by expressing the construct at intermediate levels using a leaky repressed promoter (Fig-

ure 4.6). By using natural plasmid fluctuations to generate a range of substrate concentrations, we
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Figure 4.6: Example time trace showing the degradation rate of the slippery construct over time (SL86). The con-

struct is repressed by the TetR repressor, which is expressed at low levels to generate fluctuations in gene ex-

pression. The fluorescence of the CFP (blue trace) and the YFP (yellow trace), as well as the substrate half-life

(τ1/2(t) = log 2/β(t)) fluctuate over time. Degradation rates are calculated with equation (4.1) (Materials and

Methods, section B.3)
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Figure 4.7: Saturation curve of the slippery construct in theWT and sspBmutant strain. The total degradation rate

(βdeg(t)y(t)) is shown as a function of the substrate concentration (y(t)). TheWT (SL86, black curve) fits well to

Michaelis-Menten kinetics (orange curve). The sspBmutant (blue curve, LPT311) shows decreased degradation rates.

Each point is a bin of 200 time points averaged in x and y, with the error bars indicating standard error on themean.

could build a saturation curve (Figure 4.7), which showed the dependence of the total degradation

rate (βdeg(t)y(t)) as a function the substrate concentration. The saturation curve fits quite well to

the expectation from Michaelis-Menten kinetics:

βdeg(t, y)y(t) =
y(t)Vmax

y(t) +KM
(4.2)

which was observed in vitro [110, 152] but not yet in vivo. The affinity is also remarkably strong, with

aKM of∼70 FU, close to our detection limit. In the SspB deletion strain, we see that, as expected,

the binding affinity goes down, but our range of concentrations is then not wide enough to con-

clude whether proteolysis in that strain also follows Michaelis-Menten kinetics.
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Note that these results apparently contradict the observation in section 4.2 that ssrA-tagged

substrates are degraded faster in the absence of the SspB adapter. However, the structure of the

degraded substrates are different: in the former case, the substrates were the three repressors of the

repressilator (CI, LacI and TetR), whereas here the substrate is a fluorescent protein. Most or all

known fluorescent proteins have a structure inherently difficult to unfold and degrade, and indeed

we only observed degradation of fluorescent proteins when targeted to the ClpXP protease via the

C-terminus (section 4.4.3). This emphasizes the importance of the substrate’s local structure for

degradation, and we posit that here we are measuring mostly ClpXP-mediated degradation due to

the stability of the substrate (similarly discussed in reference [138]). The ClpAP protease could pos-

sibly degrade this construct, although its degradation of ssrA-tagged substrate has generally been

considered minor compared to the other proteases [102, 104, 138, 147]. In the case of the repressors

targeted for degradation, we hypothesize that other proteases are participating in their degradation.

Comparison to literature and validation

We measured degradation rates along the saturation curve varying from first-order to zero-order

kinetics. These findings contrast with the only other single-cell measures of protein degradation in

bacteria [81], which report exclusively zero-order kinetics. This discrepancy may be explained by

complications of the pulse-decay method when assessing degradation of high-affinity substrates,

which will be discussed in section 4.4.

Using the Michaelis-Menten fit, we can obtain the substrate half-life in the linear unsaturated
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regime (y ≪ KM ):

τ1/2 = ln 2
KM

Vmax
= 0.76min (4.3)

This is strikingly close to what has been reported by bulk in vivo measurements: natural ssrA-tagged

substrates with a half-life of <0.5 min [102] and 0.5 min for CI-SsrA [110]. We expect the degrada-

tion rates in our case to be lower because 1) the substrate is a GFP, which has a structure that is par-

ticularly difficult to degrade (see section 4.4.3) and 2) the protease might spend some time on the

slippery sequence before releasing the substrate.

One obvious next step is to convert the FU into actual protein numbers (such as in reference

[153]). However, we can still use existing in vitro data as a rough validation of our saturation curve.

Indeed, as the saturation curve contains two independent parameters (KM and Vmax), we can use

one to find a protein to FU conversion factor and validate the other. Using an in vitroKM = 75

nM (at 30◦C, [152]) and 1.7 nM = 1 molecule/cell [138], we obtain a Vmax = 1120 YFP/gen, or 0.95

YFP/min/ClpXP (assuming 43 ClpXP complexes per cell [138]). This is again strikingly close to

the in vitro reported Vmax = 1.2 GFP/min/ClpXP (at 30◦C [152]), and an order of magnitude

closer than previous attempts at comparing in vivo to in vitro data [138]. In that previous report,

the authors did not measured degradation rates directly, but rather compared the concentration of

GFP with and without ssrA tag. As the authors dutifully noted, their rates include degradation of

the substrate before folding, which is an order of magnitude faster [108]. Indeed, with such a strong

binding affinity, the half-life of these molecules is close to the time GFP takes to fold (GFP takes 1

min to fold in vitro [154]). This comparison was included as a rough validation, because we expect
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all of these parameters to change at different temperature (e.g. see Table 4.2) and in vivo. There

is also considerable differences in the measurement of the parameters in different reports (e.g. see

references [110, 113, 155, 156]). The data further provide a rough estimate of the actual number of

substrates we expressing in the cell (1 yellow FU/YFU≈ 0.6 molecules/cell).

4.4 Comparison to pulse-decay method and limitations

The main objective of this section is to use the traditional pulse-decay method (i.e. pulse the sub-

strate and measure its decay) in order to compare it to our approach. The results will explain the dis-

crepancy with previous reports while highlighting the advantages and limitations of our approach.

4.4.1 Limitations of pulse-decay method

In order to compare to previous measurements of single cell degradation rates (and to provide yet

another validation), we replicated a typical pulse-decay experiment by placing the slippery construct

(CFP-slip-YFP-SsrA, section 4.3.1) under the control of the repressilator as an autonomous pulse

generator (Figure 4.8). The periodicity of the oscillations can be seen clearly in the CFP channel:

every 14 generations, a strong induction is followed by complete repression indicated by exponential

dilution. As expected, the YFP peaks decay much faster due to degradation.

Surprisingly, many peaks that can be seen in CFP channel do not produce a corresponding YFP

peak. It appears that the small induction peaks are below the YFP detection limit. In figure 4.8, the

second peak corresponds to ten times less substrates than the first peak (as measured on the CFP

peak), but the number of substrate measured is at least 50 fold less (below the detection limit). This
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Figure 4.8: Representative time trace of the slippery construct (CFP-Slip-YFP-SsrA) induced by the repressilator

(SL61). The oscillations, with a period of 14 generations, can clearly be seen in the CFP trace (blue). The CFP is simply

diluted out exponentially, while the YFP (yellow trace) is degraded. Some peaks in the YFP are below the detection

threshold, even thoughwe should be able to detect them if the substrate half-life was constant.

non-linearity suggests that the proteases are saturated during the large induction peaks.

To better understand this effect, we used the distribution of peak heights generated by the re-

pressilator to plot the relation between the “input” peak height (number of substrates produced,

as estimated from the CFP peak height) and the “output” peak height (number of substrates ob-

served, from the actual YFP peak height). The saturation effect can be seen in Figure 4.9, by analyz-

ing three distinct zones. At very low peak heights, the number of substrates is below the detection

limit, which we call “missing peaks”. At intermediate values, the slope on the loglog plot is approxi-

mately two: that is, if we produce twice as many substrates, we observe four times as many, demon-

strating that the degradation rate is changing as a function of the substrate concentration. Finally,

we observe complete saturation of the proteases when the slope goes back to one. The saturation

point occurs around a concentration of 2,000-3,000 YFU (yellow FU), which corresponds to where

we observe saturation on the saturation curve (Figure 4.7).

These results highlight the difficulties of measuring degradation rates by using a pulse-decay
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Figure 4.9: As the induction of the slippery construct (SL61) reaches the detection limit, the proteases are saturating.

The relation between the ``input'' peak height (number of substrates produced, CFP peak height) and the ``output''

peak height (number of substrates observed, YFP peak height) is shown. Two different experiments with different

exposure settings (blue and red, the red has higher CFP exposure) are shown, with each dot representing one peak, and

the trace is a moving average of 8 points. Three distinct zones have been separated by vertical lines. On the left, the

YFP peaks are below the detection limit. In the center, the YFP peaks can be detected, and their amplitude increase

approximately as the square of the CFP peak amplitude, indicating decreasing degradation rates. On the right, the

proteases are completely saturated, and the relation between CFP and YFP peak heights become linear. Dashed lines

representing slopes of two and one are shown to guide the eye. Note that we observe camera saturation at 216 =
65, 536 FU.

97



method for substrate with high affinity and high degradation rates. If the pulses are too low, the

degradation rate is so high as to make it impossible to observe the pulses (partly due to the fluo-

rescent protein maturation), and if the pulses are too high, the protease saturates. This perhaps

explains why previous in vivo degradation results have reported only protease saturation [81], and

showcases an advantage of the instantaneous measurements we report here.

4.4.2 Manipulating the degradation rate

Despite the limitations from the pulse-decay method, we used it to characterize degradation in dif-

ferent proteolytic environments using a variety of mutants due to the simplicity of the assay. To

increase degradation, we inserted a second copy of the PclpPX -clpPX operon close to the replication

origin. To decrease degradation, we used a partially functional clpP-mVenus translational fusion pre-

viously characterized [76]. We also grew cells in a different temperature (32◦C) and used a modified

ssrA tag that was shown to improve delivery of the substrate by SspB to ClpXP (ssrA-NYNY [152]).

We started by pulsing different substrates (CFP-SsrA, CFP-SsrA-NY and the slippery construct)

using the repressilator, and simply measured the frequency of observed peaks as a proxy for degra-

dation rates (Table 4.2). The peak frequency was either calculated by using a stable FP reporter for

the oscillations or approximated using the numbers of peaks per cell division observed. Lower fre-

quency means more missing peaks, suggesting higher degradation rates.

The results are mostly as expected. The over- and under-expression appears to increase and de-

crease degradation, respectively. Removing SspB decreases the degradation rate, an effect which is

exaggerated when the substrate carries the mutated ssrA tag with improved delivery to the protease.
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Table 4.2: Approximate frequency of observed peaks for different substrates, tags and conditions. The peaks were

driven by the repressilator, and the frequency of observed peaks is used as a proxy for degradation rates.

CFP-SsrA CFP-SsrA-NYNY CFP-slip-YFP-SsrA
WT 0.43 0.29 0.68

WT 32◦C 1 0.76
sspB 1 0.96

sspB 32◦C 1 0.71
PclpPX -clpPX over 0.14

clpP-mVenus 0.89
PclpPX decoy 1

Degradation is also lower at lower temperature, as expected. Finally, the slippery construct appears

to be degraded more slowly than only the CFP-SsrA, which makes sense if the protease spends some

time on the slippery sequence before releasing the substrate.

Representative peaks are plotted in Figure 4.10. Again, the limitations of this method comes to

light. For example, the decay of the peaks between the WT and the sspB mutants are remarkably

similar, even though we have measured higher degradation for the WT (Figure 4.7 and Table 4.2).

This suggests again that this method measures degradation rates closer to protease saturation, as the

degradation rates is more similar between these strains at saturation. In fact, the rise of the peak is

much sharper for the WT, indicating higher degradation at low abundances. Why isn’t it possible

to measure the decay at low abundances? It appears that a small fraction of the substrates cannot be

degraded and are only diluted, which appears as a “kink” on the decay curve (discussed in section

4.4.3), possibly because of partial degradation where only the tag is removed. These non-degradable

substrates therefore hide the “interesting” part of the decay curve.

Measuring degradation rates from this curve is thus quite challenging. The top part of the decay
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Figure 4.10: Comparison of pulse-decaymeasurements across different mutants. Peaks were induced autonomously

using the repressilator, and the fluorescence decays over time as production is turned off. A solid line is shown indicat-

ing the dilution rate. Peaks are horizontally aligned using an arbitrary set value. The strains are, in the clockwise direc-

tion,WTmVenus-SsrA (LPT232),∆sspBmVenus-SsrA(LPT241), PclpPX -clpPX overexpression CFP-SsrA (LPT269)

and clpP-mVenusCFP-SsrA (LPT266).
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Figure 4.11: Half-lives of ssrA-tagged fluorescent proteins as measured per the pulse-decaymethod. The half-lives are

longer in the partially functional ClpP-mVenus translational fusion (LPT266) and in the sspBmutant (LPT241) than in

theWT (LPT232), but shorter in the PclpPX -clpPX overexpression. Each point represents a fit to the exponential part

of the decay curve and their x positions have beenmoved to avoid overlap.

curve is limited by saturation of the protease and the switch to full gene repression, while the bot-

tom curve is hidden due to the kink. We can nevertheless fit the limited region of the decay curve to

obtain the approximate half-life (Figure 4.11).

As expected, degradation is faster in the strain that over-expresses ClpP and slower in the ClpP

under-expression or sspB mutants. The half-lives are substantially higher than those obtained from

the saturation curve (0.03 gen, Figure 4.7). This is consistent with the fact that the half-lives of Fig-

ure 4.11 are measured outside of the first-order regime (closer to saturation), therefore providing an

upper bound on the substrate’s half-lives (i.e. the actual half-lives are lower).

Taken together, these results highlight the pitfalls of measuring degradation rates using the pulse-

decay methods, especially for high affinity substrates with half-lives≤ 1 min. To the best of our
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knowledge, the higher degradation rates of ssrA-tagged substrates by ClpXP with SspB was not

yet measured in vivo5. Our approach therefore provides the first confirmation of the in vitro mea-

surement.

4.4.3 Fluorescent proteins can act as degradation roadblocks

A fraction of ssrA-tagged fluorescent proteins are not degraded

As mentioned in the previous section, using the pulse-decay method highlights that a fraction of

the substrates targeted for degradation cannot be degraded and are simply diluted out (Figure 4.10).

As the decay reaches around 1% of the peak height, it switches to exponential dilution. Because the

lifetime of the degraded substrates is at least 10 times smaller than the stable population, we estimate

that less than 0.1% of produced proteins cannot be degraded (i.e. 1/10 of the steady-state levels of the

substrate). This fraction is within range of errors in transcription or translation that would cause the

substrate to no longer be recognized by ClpXP6.

We also suggest an additional possibility: fluorescent proteins can act as roadblock and cause par-

tial degradation (i.e. clipping off the tag). In fact, this phenomenon can be seen in Dirk Landgraf’s

PhD thesis [160]. He was observing the targeting of an RpoS750-Venus fusion to ClpXP on gel (Fig-

ure 4.12). We believe the band he labeled as “degradation product” is actually the fluorescent protein

(the gel is labeled with GFP antibodies). As we will see in section 4.4.3, we did not observe any degra-

dation of the fluorescence of that construct, supporting that only the RpoS750 is degraded. Taken

5Without using synthetic degradation tags [157] or double mutants [110]
610−3-10−4 for errors in translation and 10−4-10−5 for errors in transcription [158, 159]. Mutation of

one of the last three amino acids is sufficient to abolish recognition by ClpXP [146].

102



! "%)!

This data is consistent with the hypothesis that the RpoS level fluctuates heavily in 

single cells resulting in a small fraction of cells populates the RpoS ON state, even in 

non-stress conditions. It will need further experimental validation to show that this small 

fraction of cells in the RpoS high state is caused by the slow feedback loop dynamics 

and not by an artifact of the reporter. I did show that the RpoS750-Venus degradation 

reporter is actively degraded in mid-exponential-phase cells and that the adapter protein 

SprE is necessary for the degradation (Figure 4.7). 

 

!

Figure 4.7. Western blot analysis with the #GFP antibody shows that the degradation of 
the RpoS750-Venus degradation reporter depends on SprE in mid-exponential-phase 
cells (OD600 = 0.7–0.8). The RpoS750-Venus degradation reporter is low in the wild-type 
background likely because of efficient degradation by the ClpXP protease (2: DHL222). 
Deletion of SprE (i.e. !sprE allele) leads to strong accumulation of the RpoS750-Venus 
reporter (3: DHL363), demonstrating that RpoS750-Venus is actively degraded and that 
SprE is necessary for degradation. The #GFP antibody cross-reacts with a band in the 
wild type (1: MC4100). The expected molecular weight of the RpoS750-Venus band is 
55.4 kDa. 

 

4.3.2. Evaluation of protein fusions to RpoS 

A functional fluorescent protein fusion to RpoS would be the ideal reporter for studying 

RpoS dynamics in single cells since such a reporter contains more information about the 

system than the RpoS750-Venus degradation reporter, which is non-functional and can 

essentially only be used in an RpoS wild-type background. The RpoS750 reporter might 

still capture some of the RpoS dynamics but a non-functional RpoS reporter should for 

Figure 4.12:Western blot usingαGFP antibody showing the partial degradation of the RpoS750-Venus construct.
The full construct is efficiently reduced to the Venus in theWT (lane 2), while deletion of RssB (essential for RpoS

degradation) leads to accumulation of RpoS750-Venus (lane 3). A non-specific band is shown to cross-react in theWT

MC4100 (lane 1). The expectedmolecular weights are 55.4 kDa for RpoS750-Venus and 27 kDa for Venus. Figure

reproducedwith permission from reference [160].

together, these results suggest that, at least in certain configurations, fluorescent proteins can act as

roadblocks causing partial degradation and release by the proteases.

Fluorescent proteins targeted for degradation by many natural tags are not

degraded

We targeted fluorescent proteins for degradation by ClpXP, ClpAP and Lon using degrons that are

normally encoded on the genome (Figures 4.13, A.3, A.4 and Table 4.3). Only the SulA tag produce

any visible fluorescence decay beyond dilution with a τdeg,1/2 = 75 min – comparable to degradation

of GFP-SsrA by Lon in vitro [147] but much lower than 1 min, the in vivo half-life of SulA [161].

The other substrates showed fluorescence decay following exponential dilution due to growth.

We suggest that the FPs are partially degraded by the proteases (like in Figure 4.12) with these de-

grons because their structure makes them resilient to degradation. This is perhaps not so surprising

as degradation of GFP has only been reported in vivo using the ssrA tag. Many of these results were
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Figure 4.13: Pulse-decaymeasurement of fluorescent proteins targeted for degradation with genomic tags. CFP-SulA

is slowly degraded (SL49, τdeg,1/2 = 75min) while RpoS750-CFP (LPT263) follows exponential dilution due to cell
growth. The solid lines indicate the decay rate for exponential growth.

in fact expected: ClpXP can degrade FP from their C-terminus [146, 154] but apparently not their

N-terminus [129]7. The N-end rule degron we used require pre-processing by an enzyme to expose

the tag [96, 118], which might depend on recognition of the whole protein rather than simply the

degradation tag. The RepA and MuA tags have been reported degraded in vitro or not in this exact

configuration. It is possible that the exact position of the degron with respect to the FP structure

has an impact on the rate of partial degradation. Finally, the Lon protease has very weak unfoldase

activity and was reported to degrade FP with their normal structures very slowly [147, 162].

This result highlights the limitations of using FP for measuring degradation. We will discuss alter-

native methods that could overcome this issue in section 4.7, and will focus the rest of the results on

degradation of ssrA-tagged proteins.

7This result was reported as “Personal communication from J.A. Kenniston”
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Table 4.3: Summary of FP-degrons pairs assessed for degradation by loss of fluorescence.

Protease Observed
Degrada-

tion

References

Dps1−20-CFP ClpXP, ClpAP No In vivo, Dps τ1/2 = 10 min, [40]
In vitro, ClpXP Dps2−12-Arc, τ1/2 = 5 min [40]

In vitro, ClpAPS Dps6−16-GFP, τ1/2 = 15 min [96]
IscS1−11-CFP,

IscS1−11-
mNeonGreen

ClpXP No In vitro, IscS1−11-Arc, τ1/2 = 15 min [40].

CFP-SulA20C Lon Yes,τ1/2 =
75 min

In vitro, GFP-titinI27-sulA20C , τ1/2 = 45 min [129]

RpoS750-CFP,
RpoS750-

mNeonGreen

ClpXP No In vivo, RpoS750-LacZ, τ1/2 = 3 min [163]

CFP-RpoS750 ClpXP No
CFP-RepA1−15 ClpAP No In vitro, GFP-RepA1−15, τ1/2 = 3 min [164]
CFP-MuA2−11 ClpXP No In vitro, GFP-MuA, τ1/2 = 25 min [164]

4.5 Interference with the cell

In this section, we will investigate whether our degradation measurements interfere with natural

cellular processes. We will use transcriptional reporters for various genes, and then further verify if

the reporters are interfering with the cells.

4.5.1 High concentration of ssrA-tagged substrates induce production of

ClpXP

We monitored levels of the ClpXP protease using a transcriptional reporter (including all reported

transcription start sites of the clpPX operon) while pulsing CFP-SsrA using the repressilator (Figure

4.14). At high substrate concentration, the levels of the proteases increased by about 50% compared

to without substrate, and there was no increase when the substrate was not tagged for degradation.
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Figure 4.14: Transcriptional reporter for clpPX increases with higher level of ssrA-tagged substrates, but not with

untagged proteins. Concentration of the translational reporter as a function of the substrate concentration. The sub-

strates (CFP, SL148, blue trace, and CFP-SsrA, SL149, red trace) were autonomously induced using the repressilator.

Each point is a bin of 50 time points averaged in x and y.

This effect was also observed in the translational fusion clpP-mVenus integrated at the native locus

(Figure A.5). This compensation reveals a negative feedback mechanism where the substrate concen-

tration affects its own degradation rate.

Toxicity of the slippery substrate

We also assessed whether this feedback was present while inducing the slippery construct using the

repressilator. We mutated the YFP of the construct to make it non-fluorescent in order to measure

PclpPX -yfp expression (i.e. CFP-slip-darkYFP). High substrate concentration also increased protease

expression (Figure 4.15), but there are two surprising observations.

First, the substrate accumulates in much higher concentration than just the CFP (almost three-

fold). This is not expected as the CFP is not degraded, is expressed from the same promoter and

should have the same translation since the region close to the RBS is identical. Longer mRNA have
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Figure 4.15: The slippery construct induces expression of PclpPX . Concentration of the transcriptional reporter

as a function of the substrate concentration. The increase in the levels of the transcriptional reporter are slightly

higher when the slippery construct in untagged. The substrates (CFP-slip-darkYFP, SL153, red trace, and CFP-slip-

darkYFP-SsrA, SL123, blue trace) were autonomously induced using the repressilator. Each point is a bin of 50 time

points averaged in x and y.

been shown to be effectively stabilized against RNAses, as translation can begin while transcription

is still in progress [165], which could contribute to an increase of∼50%. However, we suggest that

the higher levels reflect toxicity of the substrate, as we observed a drastic reduction (up to twofold)

in growth rate at high substrate concentration (Figure 4.16). If these slowdowns in growth are not

balanced by reduction in expression of the substrate, they would cause its accumulation.

Secondly, the slippery construct without degradation tags induced the same, if not greater, el-

evation in protease expression as its ssrA-tagged counterpart. This suggests a second facet to this

response, that the slippery construct itself can cause production of proteases. This will be discussed

further in section 4.6.

In order to validate that the increase in protease levels resulted in higher degradation rates, we
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Figure 4.16: Toxicity of the slippery construct. The normalized growth rate slows down as a function of the substrate

concentration. The substrates (CFP-slip-darkYFP, SL153, red trace, and CFP-slip-darkYFP-SsrA, SL123, blue trace)

were autonomously induced using the repressilator. Each point is a bin of 50 time points averaged in x and y.

constructed a time-dependent saturation curve (Figure 4.17). By separating degradation rates tem-

porally, we saw that the rates were much higher after the substrate concentration had crossed a set

threshold than before (i.e. hysteresis). This supports the previous results: high concentration of

substrates causes the production of more proteases and higher degradation rates.

In order to better understand this response and toxicity, we monitored downstream expression

of stress sigma factors. We observed that RpoH-dependent (heat shock sigma factor) expression

increased by about twofold (Figure 4.18). The transcription of the RpoH gene also increased (Figure

A.7), although this particular reporter exhibited high levels of toxicity (discussed in section 4.5.2).

RpoS-dependent expression was only marginally increased and PRpoE was unchanged (Figure A.8).

We evaluated the role of SspB, ClpXP and RpoS in the toxicity and the production of proteases

by deletion mutations (Figure 4.19). The mutants did not inhibit the response (in fact they slightly

increased it), indicating that these proteins are not necessary in the potential feedback loop. How-
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Figure 4.17: Saturation curve of the slippery construct in theWT is dependent on the history of substrate concen-

tration. The total degradation rate (βdeg(t)y(t)) is shown as a function of the substrate concentration (y(t)). The
substrate was autonomously induced using the repressilator (SL61, blue and red curves) or expressed at constant

levels (SL83, black curve). The induction peaks have been separated using a threshold of 2,000 YFU (see inset): time

points before the threshold was reached are binned in blue, while time points after the threshold are binned in red.

The blue points overlap with the constant induction curve (black), while the red curve showsmuch higher degradation

rates, suggesting higher levels of the proteases. Each point is a bin of 50 or 200 time points averaged in x and y, for the

blue/red and black curves, respectively, with the error bars indicating standard error on themean.
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Figure 4.18: An RpoH dependent gene is expressed in the presence of the slippery construct. The transcriptional re-

porter PdnaK expression is shown as a function of the slippery construct concentration (CFP-slip-darkYFP-SsrA,

SL156). The substrate was autonomously induced using the repressilator. Each point is a bin of 50 time points aver-

aged in x and y.
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Figure 4.19:Mutation of SspB, ClpXP or RpoS do not inhibit the response to the slippery construct. Concentration

of the transcriptional reporter (PclpPX -YFP) as a function of the substrate concentration. The increase in the levels

of the reporter is slightly higher in themutants (sspB, red trace, SL159, clpXP, yellow trace, SL160, rpoS, purple trace,

SL158) than in the wild-type (blue trace, SL123). The substrate (CFP-slip-darkYFP-SsrA) was autonomously induced

using the repressilator. Each point is a bin of 50 time points averaged in x and y. Note that these strains exhibit high

levels of cell death.

ever, all these knock-out mutants showed extreme sensitivity to substrate over-expression (about

90% of the cells died after each substrate induction), which is surprising since the mutants are very

healthy without the substrate over-expression. This suggests that these three proteins play an impor-

tant role against the toxicity of the slippery substrate.

ATP levels are affected by high concentration of ssrA-tagged substrate

Because ATP plays an important role in degradation, we measured changes in ATP concentration

during repressilator-induced peaks of ssrA substrates by using the QUEEN ATP sensor [166]. This

sensor is composed of a circularly permutated GFP fused to an ATP-binding domain. The binding
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Figure 4.20: ATP concentration increases with induction of ssrA-tagged substrates. Representative time trace of

mCherry-SsrA (red) induction using the repressilator, with theQUEEN sensor (blue trace) reporting ATP levels (SL46).

The concentration was obtained using the average of a small region comprising the cell in ImageJ.

of ATP to that substrate therefore influences fluorescence and the concentration of ATP can be

measured by the ratio of fluorescence at two different excitation wavelengths. Because the sensor

is a GFP, and we are pulsing mCherry-SsrA, we did not have a segmentation marker and could not

perform the automated segmentation routine. However, we could still obtain preliminary results

by manually analyzing the data in ImageJ. Representative time traces are shown in Figures 4.20 and

A.9. Virtually all observed peaks in mCherry were correlated with peaks in the fluorescence ratio,

which correspond to an increase in ATP. The height of the mCherry peaks also seemed to correlate

with the increase in ATP. Using a mutant ATP sensor insensitive to changes in ATP concentration

confirmed that the increase in fluorescence was not due to spectral bleed-through.

These results should be considered as preliminary, as the lack of image segmentation prevents

quantitative analysis. We would also need to calibrate the sensor to convert the 400ex/494ex ratio

into ATP concentration. However, it suggests that high quantities of ssrA-tagged proteins cause an

increase in the concentration of ATP in the cells.
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4.5.2 Transcriptional reporter interferes with gene expression

We noticed an increase in cell death in strains carrying the PclpPX -yfp transcriptional reporter (lo-

cated on the low copy, 5-10 per cell, pSC101 plasmid), which is surprising given that these reporters

are commonly viewed as “readouts” that do not interfere with the cell. To assess whether the PclpPX -

yfp transcriptional reporter was interfering with the cell, we measured the frequency of repressilator-

driven peaks of CFP-SsrA with and without the transcriptional reporter (Table 4.2). Surprisingly,

we found that the transcriptional reporter decreased the degradation rates (peak frequency went

from 0.43 to 1), even slightly more than the translational fusion (0.89), suggesting that transcrip-

tional reporter could lower the levels of the ClpXP protease.

Moreover, the slowdown in growth due to the slippery construct was also dependent on the par-

ticular transcriptional reporter. This resulted in differences in the maximum substrate concentra-

tion reached (e.g. Figure 4.15 vs. Figure 4.18). In fact, removing the PclpPX -yfp almost completely

eliminated the toxicity; showing that the toxicity is mainly observed when both the slippery con-

struct and the transcriptional reporter are present.

4.6 Discussion

We have developed and validated the first method for measuring instantaneous proteolysis in sin-

gle cells. Using this method, we measured the first saturation curve for protein degradation in vivo.

This showed that, as expected, the SspB-ClpXP complex has a very high affinity to ssrA-tagged sub-

strates. The saturation curve showed Michaelis-Menten kinetics, while deletion of the SspB adapter
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greatly reduced the affinity. We would need to obtain a greater range of concentration to conclude

about the kinetics of the sspB mutant.

We validated our approach with multiple different methods. The necessary fluorescent units con-

version factor was obtained in different ways which gave similar results. We compared the saturation

curve to established in vivo results by calculating the substrate half-life, and to in vitro results using

both the binding affinity and the degradation rate at saturation. The congruency of these findings

supports the accuracy of our method for measuring in vivo degradation rates.

Previous reports have shown protein degradation in single cells to be zero-order (i.e. saturated

[81]), without any report of the SspB adapter influencing the in vivo kinetics. By using similar pulse-

decay methodology, we showed that these results are due to the challenges of this particular experi-

mental method. The substrates have an extremely lowKM and high Vmax, such that small pulses

are not detected and big pulses saturate the proteases. Indeed, the degradation rates of ClpXP close

to saturation are similar with or without the adapter.

Using an indirect measurement of proteolysis – with the period of the repressilator – we saw that

deletion of SspB could increase degradation in some context. We suggested that this difference is

due to the structure of the substrates targeted for degradation: GFP was degraded more slowly with-

out SspB while the repressors (CI, LacI and TetR) were degraded more quickly. This highlights the

importance of the substrate structure for degradation: we could only measure GFP degradation by

ClpXP through its C-terminus, while more natural ssrA-tagged substrates are known to be degraded

by Lon, FtsH and ClpAP. This has in fact been observed in the literature, although not discussed.

Degradation of GFP-ssrA was found to be faster with SspB [138], but three different combinations
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of mutants show faster degradation of natural ssrA-tagged substrates without SspB [102]. Note that

the single sspB knock-out has curiously been omitted from many studies [102, 110, 138].

This suggest an additional role for the adapter protein in the queuing dynamics: directing sub-

strate with unknown structure (any protein can be ssrA-tagged in the cell), to a specific protease

which can degrade very resilient structures quickly (ClpXP). This prevents other proteases from be-

coming saturated with substrates that they cannot degrade, while keeping a layer of redundancy if

ClpXP is saturated. In fact, SspB and ClpS have been shown to directly inhibit the ClpAP degrada-

tion of ssrA-tagged proteins [146, 155].

Proteolytic response

Although we did not exploit the temporal dynamics of the measurement extensively in this study,

it did help us uncover one type of degradation response: a potential feedback loop for maintaining

homeostatic proteolysis. We observed two facets to this response, which may or may not be related:

an increase in the levels of the ClpXP protease due to presence of ssrA-tagged substrates and a heat

shock response in the presence of the slippery construct.

The first part does suggest a feedback control on degradation rates. The simplest model would

be that a substrate for degradation up-regulates ClpXP. Saturation of the protease would result in

accumulation of the regulator, which in turns would up-regulate ClpXP. This response did not

seem to depend on SspB, which makes sense as this response happens when ClpXP is saturated,

where SspB makes little difference.

The presence of the slippery construct (CFP-YFP fusion linked by alanine-glycine repeats and a
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titin domain) also induces production of ClpXP, although it was independent of whether the con-

struct was ssrA-tagged. This response is likely mediated by the heat shock sigma factor, as RpoH-

dependent expression increased more than two-fold during the response. The clpPX operon is

known to be positively regulated by RpoH, through the ClpPp3 promoter [167]. We suggest two

different mechanisms for up-regulation of RpoH. The Lon protease has been shown to be activated

by the presence of unfolded proteins and to degrade DnaA, the initiator of DNA replication, in

Caulobacter crescentus [168]. The slippery sequence could be recognized by Lon as an unfolded sub-

strate, and lowering the levels of DnaA would increase RpoH transcription because DnaA represses

its production [169]. Additionally, complete elimination of DnaA could cause DNA replication

arrest, suggesting a potential toxicity mechanism.

Secondly, RpoH could be stabilized via the binding of DnaK to the slippery construct. DnaK is

responsible for FtsH-mediated degradation of RpoH [97, 98] and binds to unstructured hydropho-

bic regions of proteins [97, 126]. Therefore, the presence of the slippery construct could stabilize

RpoH if DnaK binds to the slippery sequence. This mechanism of RpoH activation is thought to

be the main activation of the heat shock response, by effectively sensing misfolded protein with the

chaperone DnaK.

RpoH has a half-life of 1 min in normal conditions, which is consistent with it being present in

120 copies [170] and produced around 3424 molecules/gen [171]. A small decrease in the degrada-

tion rate of RpoH could increase markedly the number of RpoH present and explain the response

observed. This is consistent with the fact that the response was independent of ClpXP, RpoS and

SspB. The response was slightly stronger in the construct that lacked the ssrA tag, which supports
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that this response is due to the presence of the slippery sequence, since the degradation tag might

enable removal of part of that sequence.

The slippery construct could also cause a response similar to the presence of large amounts of

ssrA-tagged proteins. Protease such as Lon and FtsH are known to recognize unfolded proteins and

target them for degradation. Saturation of this protease could then cause accumulation of a regu-

lator of proteolysis (e.g. RpoH or a yet unknown regulator). Another possible scenario, although

unlikely, is that the slippery construct is recognized as a foreign protein and targeted for degradation

by an unknown mechanism. A recent mechanism similar to the ubiquitin targeting system in eu-

karyotes has recently been found in B. subtilis, where phosphorylated arginine was discovered as a

marker for degradation [172]. The authors also reported that a foreign protein, casein, was arginine

phosphorylated and degraded. The crucial experiment will be to remove the titin domain and/or

the slippery sequence from our construct to see how it influences the response.

The slippery construct also showed toxicity that was observable as drastic slowdown in growth.

This was not due to phototoxicity. We suggest two hypotheses for this toxicity. First, the increase in

degradation might cause an imbalance in the degradation of toxin-anti-toxin modules (or DnaA, as

previously discussed). Many of these modules are degraded by the Lon protease (Rel [139], MazEF

[140], CspD [141] and HipBA [142]), which is up-regulated during the heat shock. For example,

faster degradation of an anti-toxin could cause the cells to enter persister-like states [142], while

slower degradation of the CspD toxin could inhibit DNA replication [141]. The second possibil-

ity we advance is that, if this substrate is recognized for degradation by a protease that cannot unfold

it, it could saturate the protease. This could cause toxicity through the just described mechanism or
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via saturation of the essential protease FtsH.

The toxicity was greatly amplified by two factors: 1) deletion of ClpXP, SspB or RpoS and 2)

the presence of 10 copies of a decoy PclpPX promoter. The importance of ClpXP and SspB in the

protection against this effect suggest that this toxicity is related to proteolysis. RpoS is slightly more

surprising, because its downstream expression remained relatively low throughout the response

(although that was without the additional toxicity from the decoy PclpPX promoters). The mutant

is also healthy under normal conditions, although it is impaired in exit from stationary phase. We

hypothesize that this could prevent the cells from exiting the slow growth toxicity from the toxins

and cause cell death. However, RpoS has an important role in the protection of many other stress,

such as osmotic shock, oxidative stress, etc. [173], so its protective mechanism might act differently.

It was also quite surprising that the presence of a few copies of a transcriptional reporter de-

creased protein degradation. It suggests that a transcription factor present in low numbers is titrated

away from the native PclpPX locus and reducing expression from the native promoter. In a different

study, we have observed a fourfold reduction in transcription by titration of a transcription factor

present in 250 molecules per cell (with the same pSC101 plasmid origin [174]). This suggests that it

could be enough to titrate RpoH, normally present in 120 copies [170], and reduce expression of

ClpXP. The results do not exclude the possibility of another unknown transcriptional regulator of

ClpXP being titrated by the decoy promoter.

Multiple other evidences point to RpoH being the mediator of the response. First, the increase

in DnaK expression was twice as high as the ClpPX increase, similarly to what has been reported by

over-expressing RpoH [167]. Secondly, increase in ATP levels have also been associated with the heat
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Table 4.4: Summary of alternativemethods tested and technical issues.

Constructs Issue
cp-GFP cp6-sfGFP, cp6-mVenus No signal

cp8-sfGFP-SulA, Dps-cp8-sfGFP Not degraded
splitFP GFP1−10, GFP11, CFP1−10, CFP11 No signal
HaloTag Dps-Halotag7 No in vivo dye

Indirect readout PspoIIE -cfp, Spo0A, Spo0A-SsrA,
IscS-Spo0A, Spo0A-SulA

Threshold too high for use in
fast growing cells

shock response in E. coli [175]. Thirdly, we also observed high toxicity from the slippery construct in

combination with a PrpoH transcriptional reporter – presumably lowering RpoH expression again

via titration – providing further support for an important role of RpoH in this response.

4.7 Alternative methods for measuring proteolysis in single cells

In the previous sections, we highlighted the advantages and disadvantages of our approach com-

pared to other methods for measuring proteolysis. The main drawbacks came from the use of diffi-

cult to degrade fluorescent proteins as reporters. In this section, we explore alternatives methods to

measure degradation in single cells. These techniques did not prove successful in their current form,

and the results are summarized in Table 4.4.

4.7.1 Circular permutation of the GFP

The structure of GFP is a beta barrel consisting of eleven beta strands. One idea is to use circular

permutation of the fluorescent protein so that the N and C termini open at a different location. Cir-

cular permutations expose a different region to unfold to the protease, and it has been shown to
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facilitate degradation [162] since the local structure (where the tag is located) is very important for

degradation [107].

We tested cp6-sfGFP, cp6-mVenus and cp8-sfGFP as substrate for degradation. The cp6-FPs

were not bright enough to be used in our assay (even without degradation tag), while the cp8 were

bright but not degraded from either termini with the tags tried (N for ClpXP and C for Lon).

4.7.2 SplitGFP

An alternative method would be to use a split GFP that has recently been used for protein localiza-

tion [176]. The GFP is split into two separate sub-units: the first ten beta sheets and the eleventh

beta sheet. The protein becomes fluorescent when the two subunits reconstitute. We could there-

fore attach a degradation tag on either end of the eleventh beta strand and it would likely be much

easier to unfold and degrade than the whole protein. We tested a split GFP and CFP, and it both

cases we could not get any signal, even without attaching a degradation tag on the eleventh beta

strand, which could be due to slow maturation of the chromophore.

4.7.3 HaloTag

The HaloTag is a modified bacterial enzyme that can covalently bind to a molecule of interest, such

as a dye [177, 178]. It could therefore be a more natural substrate for degradation and potentially

much easier to degrade. The challenging part is to find dyes that can penetrate the live cell mem-

brane. A new dye (JF549 [179]) has recently been used to label penicillin-binding protein (PBP) in

the cell membrane of E. coli and B. subtilis [180, 181]. We tested this dye to label ClpP in live E. coli
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cells and found that it did not enter the bacteria.

4.7.4 Indirect readout via a transcription factor

Finally, another alternative that is less intrusive is to use an indirect read-out instead of direct label-

ing; for example by targeting a transcription factor for degradation. Spo0A, the B. subtilis sporu-

lation master regulator, is known to regulate positively the spoIIE promoter [182, 183], and was

previously used in E. coli. We could therefore tag Spo0A, and use the spoIIE promoter to induce

a fluorescent protein as a read-out. We could make a calibration curve (e.g. Spo0A concentration vs

induction level) by using an untagged Spo0A, along with a transcriptional reporter for Spo0A or a

translational fusion of Spo0A with a fluorescent protein. The disadvantage of this method is that we

rely on an indirect read-out: they might be delays in the read-out, the sensitivity will be limited on

some region of the concentrations, etc.

We tested this approach (Figures A.10-A.13), and found that the SpoIIE promoter was only re-

sponsive in slow growing cells. In these cells, we saw that the peaks were smaller when Spo0A was

targeted for degradation, as expected if it were degraded. However, in fast growing cells, even the un-

tagged Spo0A could not produce a downstream response. This is probably because the spoIIE pro-

moter is activated at high threshold concentration of Spo0A [183] that are not reached in fast grow-

ing cells. While there are promoters that are activated at low threshold, most of them are known to

be indirectly activated by a different transcription factor. The challenge of this method is to make

a reporter that is active across a wide range of concentration, which in theory could be achieved by

combining promoters activated at different thresholds.
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4.8 Conclusion and future directions

We developed and validated the first method to measure the temporal dynamics of protein degrada-

tion rates in single E. coli cells. By using this tool, we measured the first in vivo saturation kinetics,

which validated the increase in affinity of the ClpXP protease to ssrA-tagged substrate with the SspB

adapter protein in vivo. We also measured degradation indirectly using the repressilator, showing

the importance of the substrate’s structure for degradation and the role that plays the different pro-

tease queues in the cells. This emphasizes the importance of understanding the single cell, in vivo

kinetics of degradation.

This method also helped us discover a potential feedback loop on degradation enabling home-

ostatic degradation rates, and highlighted the toxicity of our slippery construct. There is however

many experiments needed to explore and validate this response.

Taken together, these experimental results have opened up more questions than they have an-

swered, and the future work can be divided on two fronts.

Measurement of degradation rates and in vivo kinetics

Given the results on the toxicity of the slippery construct and its interference with degradation,

the obvious improvement to the methodology would be to use an operon structure instead of the

translational fusion. By having the untagged reporter on the same transcript as the tagged reporter,

their production would be very similar (because translation noise is much smaller than transcrip-

tion noise) but not identical. In other words, we would sacrifice a bit of precision for accuracy. If
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translation noise appears to be significant, we could explore using translational coupling similar to

ribosomal operon.

We could obtain a wider range of concentration in the saturation curve by using an inducible

promoter (e.g. PLlacO and IPTG). We could then test the kinetics model for the sspB mutant. By

testing all the different protease mutants (i.e. of section 4.2), we could measure how the interaction

between the queues impact the saturation curve. For example, we could test if the curve obtained for

the sspB mutant was a combination of Michaelis-Menten kinetics between different proteases, and

exactly what pathways are possible for degradation of GFP-SsrA. By measuring the actual conver-

sion factor between fluorescent units and number of proteins, we could compare these curves to the

ones measured in vitro, to see how different the kinetics are in the complex cellular environment.

Measuring the saturation curve could also be extended to different degrons. As ClpAP can de-

grade GFP from its N-terminus, we could explore the N-end rule recognition via the ClpS adapter,

provided that we expose properly the recognition sequence (either by fusing the whole protein or

via SUMO-mediated cleavage).

We could explore the competition between substrates that are targeted to the same protease, to

the same protease but with a different adapters or to different proteases. This could be an interest-

ing way to circumvent limitations of fluorescent proteins: by using a “dark” substrate as a competi-

tor, we could measure how it affects degradation of ssrA-tagged GFP. By changing and measuring

the constant expression of the competitor, we could see how that affect the saturation curve for

GFP-SsrA. This could help us better understand the role of the different peptidases, unfoldases and

adapters queues in managing a fluctuating number of different substrates in the cell.
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Using the temporal dynamics would enable us to probe how proteolysis changes across growth

conditions. We could use a setup recently developed by our colleagues to flow a growing culture in

the microfluidic device to measure how degradation rates change along the growth curve. Proteol-

ysis is regulated across different conditions and plays an important role in the activation of stress

responses, so understanding how the saturation curve changes across conditions is important.

A major challenge in the field is the identification of adapters or regulators that are not essential

for degradation. Our method provides the best resolution on the measurement of degradation rates

in vivo. We could therefore use this platform to screen for fine-tuned regulation of proteolysis using

a newly developed method to screen in the microfluidic device. By measuring the saturation curve of

each mutant, we could identify changes in both Vmax andKM caused by deletion or overexpression

of particular proteins.

Finally, the development of alternative methods to measure proteolysis would open up more pos-

sibilities of degrons-proteases pairs by using more natural substrates. The most promising method

is the indirect readout, although it remains challenging to engineer a substrate that can provide sen-

sitivity in a wide range of concentration. An interesting possibility is to use the repressilator as an

indirect readout for degradation. Although it is limited to measuring average rates over a short time

period and would require more validation, we could use our multi-reporter repressilator to measure

the decay of one of the repressor. Simultaneously measuring the substrate peak height and the end

of the decay (induction of next component) would allow us to measure the decay time for a partic-

ular decay path. We could then test different hypotheses on the saturation curve, and even use this

readout in a screen for factors that influence proteolysis of that particular degradation tag.
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These experiments could also be performed in B. subtilis using the HaloTag as a substrate, because

of the availability of the in vivo dye. B. subtilis has a similar apparatus of degradation machinery,

with ClpC, ClpE and ClpX associating with ClpP, ClpYQ, LonA, LonB and FtsH. These proteases

play an important role in the competence development, the response to various stresses and the pro-

tein quality control network. Interestingly, ClpCP recognizes phosphorylated arginine as a marker

for degradation in a striking similarity to the ubiquitin system in Eukaryotes. All the questions we

raised in E. coli would apply to this organism as well.

Proteolysis response

The immediate next step for understanding the proteolytic response would be to disentangle the

two facets observed. Are the reponses to ssrA-tagged substrate and the slippery sequences part of the

same response? To test this hypothesis, we could measure RpoH dependent expression during the

presence of ssrA-tagged substrate. To verify that RpoH is the factor responsible for the increase in

PclpPX expression, we could mutate the known RpoH promoter on our transcriptional reporter to

see whether that abolishes the increase. This would also test simultaneously whether the interference

from the transcriptional reporter was due to titration of RpoH.

We would then try to pinpoint the exact mechanism of the response. How is RpoH activated?

We could test the hypothesis of DnaK titration by removing the slippery sequences and the titin

domain. By expressing these sequences by themselves, we could assess whether they are targeted

for degradation and whether they are sufficient to induce the response. What types of degradation

tags provoke the response (i.e. how specific is the response)? By testing different degrons, we could
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see which proteases are involved in the response and if saturation of a particular protease induce

the response. Finally, by using our microfluidic screen, we could use a deletion library to find other

potential unknown factors implicated in the response.
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A
Supplementary figures

A.1 Chapter 2: Fluctuation timescales in micro-organisms
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Figure A.1: Autocorrelation functions show the absence of slow fluctuations for reporters with low signal. a) The

autocorrelation functions for the translational reporters with low signal show a rapid loss of correlation after one time

point, which suggests that a large fraction of the variance is due to uncorrelated white noise (blue, FadB-Venus, LPT77,

red, KatE-Venus, LPT78, orange, NrdG-Venus, LPT81). b) By correcting for the white noise, the reporters also decay

with a timescale of one generation. The decay curve have been normalized so that the first time point equals 2−t/τdiv .

An exponential with a half-life of one generation is indicated in red.
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A.2 Chapter 4: Protein degradation kinetics in single bacterial cells
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Figure A.2: A conversion factor between yellow and cyan fluorescent units (YFU, CFU) can be obtained by expressing

the slippery construct in a clpXPmutant strain (SL70). The CFP concentration is shown as a function of the YFP con-

centration, where each point is a bin of 50 time points averaged in x and y and the error bars indicate standard error on

themean. The linear fit gives: 1 YFU = 2.73 CFU, and the constant represent the difference in background autofluores-

cence between the two channels. Note that the imaging conditions differ slightly in that particular experiment, andwe

generally used a 1 YFU = 4/5 * 2.73 CFU = 2.18 CFU.
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Figure A.3: Pulse-decaymeasurement of fluorescent proteins targeted for degradation with genomic tags show ex-

ponential dilution due to cell growth (no degradation). The strains are from top left to bottom right, SL57Dps-CFP,

LPT309 CFP-RpoS750, LPT310 CFP-MuA, LPT312 CFP-RepA. Solid lines indicate exponential dilution due to cell

growth.
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Figure A.4: Pulse-decaymeasurement of fluorescent proteins targeted for degradation with genomic tags show ex-

ponential dilution due to cell growth (no degradation). The strains are from top left to bottom right, LPT248 IscS-CFP,

SL154 IscS-mNeonGreen, SL155 RpoS750-mNeonGreen. Solid lines indicate exponential dilution due to cell growth.
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Figure A.5: The levels of the translational fusion ClpP-mVenus increase as a function of the substrate concentration

(LPT266). The substrate (CFP-SsrA) is autonomously induced using the repressilator. Each point is a bin of 50 time

points averaged in x and y
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Figure A.6: Transcriptional reporter levels (PclpPX -mVenus) as a function of the substrate concentration in the sspB

mutant. The levels increase slightly for the ssrA-tagged substrate (SL163), but not for the CFP (SL162). The substrates

(CFP-SsrA and CFP) are autonomously induced using the repressilator. Note that themaximum concentration are

lower than in Figure 4.14most likely because the experiment wasmuch shorter. Each point is a bin of 50 time points

averaged in x and y
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Figure A.7: Transcriptional reporter levels (PrpoH -YFP) increase as a function of the slippery substrate concentration

(SL125). The substrate ( CFP-slip-darkYFP-SsrA) is autonomously induced using the repressilator. Note that there is

high levels of cell death. Each point is a bin of 50 time points averaged in x and y.
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Figure A.8: Transcriptional reporter levels as a function of the slippery substrate concentration. RpoS-dependent

expression (PkatE -YFP, SL157) increases slightly at high levels of the substrate, but this might be due to cell close to

death. Levels entering stationnary are≈350 FU. PrpoE -YFP levels do not change as a function of substrate concentra-

tion. The substrate ( CFP-slip-darkYFP-SsrA) is autonomously induced using the repressilator. Each point is a bin of 50

time points averaged in x and y.
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Figure A.9: ATP concentration increases with induction of ssrA-tagged substrates. Representative time traces of

mCherry-SsrA (red) induction using the repressilator, with theQUEEN sensor (blue trace) reporting ATP levels (SL46).

The concentration was obtained using the average of a small region comprising the cell in ImageJ.
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Figure A.10: Time trace of indirect degradation reporter. The oscillations of the repressilator, shown using the repres-

silator (PLtet-mVenus, blue trace), are used to induce a substrate (PLtet-Spo0A, SL89). The levels of the substrate are
inferred by a Spo0A-dependent promoter (PSpoIIE -CFP, red trace). Automated segmentation was not possible due to

the slow cell growth in the long channels (τdiv ≈ 45min). The concentration was obtained using the average of a small

region comprising the cell in ImageJ.
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Figure A.11: Time trace of indirect degradation reporter. The oscillations of the repressilator, shown using the re-

pressilator (PLtet-mVenus, blue trace), are used to induce a substrate (PLtet-Spo0A-SulA, SL90). The levels of the
substrate are inferred by a Spo0A-dependent promoter (PSpoIIE -CFP, red trace). The levels of the substrates appear

lower thanwhen it was untagged. Automated segmentation was not possible due to the slow cell growth in the long

channels (τdiv ≈ 45min). The concentration was obtained using the average of a small region comprising the cell in

ImageJ.
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Figure A.12: Time trace of indirect degradation reporter. The oscillations of the repressilator, shown using the re-

pressilator (PLtet-mVenus, blue trace), are used to induce a substrate (PLtet-IscS-Spo0A, SL91). The levels of the
substrate are inferred by a Spo0A-dependent promoter (PSpoIIE -CFP, red trace). The levels of the substrates appear

lower thanwhen it was untagged. Automated segmentation was not possible due to the slow cell growth in the long

channels (τdiv ≈ 45min). The concentration was obtained using the average of a small region comprising the cell in

ImageJ.

135



Time (generations)

0 20 40 60 80 100 120

P Lt
et

-Y
FP

 (F
U

)

0

2000

4000

P sp
o

IIE
-C

FP
 (F

U
)

0

500

1000

Figure A.13: Time trace of indirect degradation reporter. The oscillations of the repressilator, shown using the repres-

silator (PLtet-mVenus, blue trace), are used to induce a substrate (PLtet-Spo0A, SL89). The levels of the substrate are
inferred by a Spo0A-dependent promoter (PSpoIIE -CFP, red trace). The downstream reporter is not activated in the

fast-growing cell (τdiv ≈ 25min).
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B
Materials and methods

B.1 Chapter 2: Fluctuation timescales in micro-organisms

B.1.1 Imaging protocol

For details on the chip preparation, cell preparation and microscopy image acquisition, see section

B.2.2. The protocol to prepare the wafer of the microfluidic device is presented in section B.4.

The medium used for imaging contained contained: 1 x M9 salts, 0.2% (w/v) glucose, 0.1 mM
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CaCl2, 1mM MgSO4, 20 µg/mL Uracil, 0.2g/L casamino acids (BD Biosciences) and 0.85 g/L pluronic

F108 (Sigma Aldrich, included as a passivating agent).

B.1.2 Data processing

For details on the segmentation and data analysis, see section B.2.3.

Autocorrelation estimate

The autocorrelation functions were calculated according to equations (B.3) and (B.4) in section

B.2.3.

When provided, the large lag errors estimate [41] was calculated using:

SE(rk) =

√√√√√ 1

N

1 + 2

q≤k∑
j=1

r2j

 (B.1)

where SE(rk) is the standard error estimated at time lag k,N is the number of points used to esti-

mate that particular lag, q is the cutoff at which point the theoretical autocorrelation is considered 0

and rk is the theoretical autocorrelation function. We used the estimated autocorrelation as the best

estimate of the theoretical autocorrelation.

B.1.3 Stochastic simulations

The stochastic simulations were performed using the Gillespie algorithm [83] implemented in Mat-

lab (The Mathworks).
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B.1.4 Plasmids and strains

The strains used in this chapter are listed in table B.1. The wild-type strain used was MG1655.

pLPT30 was constructed using isothermal assembly (ITA) [184]. Primers were ordered from

Integrated DNA technologies (IDT) and PCR were performed with Accuprime Pfx (Life technolo-

gies) or Phusion polymerase (New England BioLabs) according to manufacturers’ protocols. The

plasmid was verified by DNA sequencing (Genewiz). The promoter was PCRed from the transcrip-

tional reporter library [39]. The promoter was inserted into the chromosome using Tn7 integra-

tion [185] to generate LPT40.

LPT75 to LPT81 were generated by P1 phage transduction from strains SX1225 (CGSC 12780),

SX1301 (CGSC 12780), SX1442 (CGSC12997), SX1512 (CGSC 13067), SX1526 (CGSC 13081), SX1589

(CGSC 13144) and SX1968 (CGSC 13523).

The construction of the NDL strains has been described in reference [36].
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Table B.1: List of strains and plasmids used in chapter 2.

Plasmid
Strain Parent Operation Genotype

pLPT30 pPM136 miniR1 par+ PrpsL-mCFP
Strains

Strain Parent Operation Genotype
MG1655 ‘Wild type’ E. coli K12 strain, CGSC 7740
LPT40 NDL93 Tn7

integration
∆motA attTn7::PrpsL-mVenus, pLPT30

LPT74 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
seqA::seqA-Venus-camR

LPT75 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
atpD::atpD-Venus-camR

LPT76 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
clpP ::clpP -Venus-camR

LPT77 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
fadB::fadB-Venus-camR

LPT78 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
katE::katE-Venus-camR

LPT79 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
sulA::sulA-Venus-camR

LPT81 P1
transduction

glmS::PRNA1-mCherry/mKate2∆motA
nrdG::nrdG-Venus-camR

NDL93 MG1655 ∆motA
NDL162 NDL93 glmS::PRNA1-mCherry/mKate2∆motA
NDL205 glmS::PRNA1-mCherry/mKate2∆motA lon::lon-Venus-camR
NDL207 glmS::PRNA1-mCherry/mKate2∆motA

ligA::ligA-Venus-camR
NDL208 glmS::PRNA1-mCherry/mKate2∆motA

gapA::gapA-Venus-camR
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B.2 Chapter 3: Synchronous long-term oscillations in a synthetic gene cir-

cuit

B.2.1 Data and materials availability

Segmented and assembled single-cell traces files are accessible online. The masks files used for the

microfluidic device master fabrication are available on request. The plasmids have been deposited to

the Addgene plasmid repository, and the plasmids maps are available online.

B.2.2 Imaging protocol

Chip preparation

Dimethyl siloxane monomer (Sylgard 184) was mixed in a 10:1 ratio with curing agent, defoamed,

poured onto the silicon wafer, degassed for 1 hour and cured at 65◦C for 1 hour. Individual chips

were then cut and the inlets and outlets were punched with a biopsy puncher. Bonding to KOH-

cleaned cover slips was ensured using oxygen plasma treatment (30 sec at 50 W and O2 pressure at

170 mTorr) on the day the experiments start. The chips were then incubated at 95◦C for at least 30

min to reinforce the bonding.

Cell preparation

E. coli strains were grown overnight in LB with appropriate antibiotics and diluted 1:100∼2-3 hours

before the beginning of the experiments in imaging media, consisting of M9 salts, 10% (v/v) LB,

0.2% (w/v) glucose, 2 mM MgSO4, 0.1 mM CaCl2, 1.5 µM thiamine hydrochloride and 0.85 g/L
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Pluronic F-108 (Sigma Aldrich, included as a passivating agent). The cells were loaded into the de-

vice at OD600 0.2-0.4, and centrifuged on a custom-machined holder that could fit into a standard

table-top centrifuge at 5000 g for 10 min to insert them into the side-channels. The feeding channels

were connected to syringes filled with imaging media using Tygon tubing (VWR), and media was

pumped using syringe pumps (New Era Pump System) initially at a high rate of 100 µL/min for 1

hour, to clear the inlets and outlets. The media was then pumped at 5-10 µL/min for the duration of

the experiment and cells were allowed to adapt to the device for multiple hours before imaging was

started.

Microscopy and image acquisition

Images were acquired using a Nikon Ti inverted microscope equipped with a temperature-controlled

incubator, an Orca R2 CCD camera (Hamamatsu), a 60X Plan Apo oil objective (NA 1.4, Nikon),

an automated xy-stage (Ludl) and light engine LED excitation source (Lumencor). All experiments

were performed at 37◦C. Microscope control was done with MATLAB (Mathworks) scripts inter-

facing with µManager [186]. Typical exposure was low (50-100 ms) in order to reduce photobleach-

ing, and the reporter channels were acquired using 2x2 binning (CCD chip dimension of 1344 x

1024 pixels, effective pixel size of 129nm x 129nm). 16 bits TIFF images were taken every 5-8 minutes,

and focal drift was controlled via the Nikon PerfectFocus system, as well as a custom routine based

on z-stack images of a sacrificial position. The following filter sets were used for acquisition: GFP

(Semrock GFP-3035B), RFP (Semrock mCherry-A), YFP (Semrock YFP-2427A) and CFP (Semrock

CFP-2432A).
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Conditioned medium

The conditioned medium was obtained by growing the strain used in the experiment until OD600

= 2.0, and then the culture was rapidly sterilized with a 0.2µm filter and kept at 4◦C until the experi-

ment.

IPTG

When indicated, the imaging medium was supplemented with isopropyl β-D-1-thiogalactopyranoside

(IPTG) for the duration indicated in the figure.

B.2.3 Data processing

Segmentation

Image segmentation and single-cell trace assembly were performed similarly to a previously de-

scribed procedure [38]. Briefly, the segmentation was done using images from a bright, constituvely

expressed (PRNA1 promoter on the chromosome or on the plasmid) CFP or RFP. The rough channel

boundaries were estimated, in order to reject out-of-channel cells, with a simple threshold followed

by erosion, opening and dilation of the mask. The contrast of the fluorescent image was enhanced

using a ‘unsharp mask’. Then, the edges of the cells were detected using the Laplacian of Gaussian

method. Cells joined by their poles (as indicated by objects with definite constrictions) were sepa-

rated, and spurious non-cell objects were rejected using their size, orientation and shape. Finally, the

boundaries were refined using opening, thickening and active contours. The parameters used for
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these functions were optimized specifically for the combination of the strain, growth conditions and

microscope setup. We will share the code used on request, but the specific parameters will need to be

re-optimized depending on the exact setup.

We chose to follow only the cells at the top (closed end) of the channel (the ‘mother’ cell), as

it made compiling the single-cell traces much easier as these cells stay in place for the duration of

the experiment. Due to physical limitations of the setup, the segmentation mask was slightly mis-

registered with respect to the ‘data channel’ (i.e. GFP or YFP). Each object was then registered to the

proper channel before the data were extracted.

For the triple reporter strains (that did not contain a specific segmentation fluorophore), we com-

bined the three reporters channels according to their signal-to-noise ratio to obtain an effective seg-

mentation channel. In some cases, we used an alternative procedure where the whole channels were

segmented, and the top 50 pixels were used as a ‘cell’ which represented one to two cells. Because

the oscillations for these analyses were very slow and the cells in the channels are very close in phase

(e.g. see Extended Data Figure 3.9g), the two methods gave very similar results to the normal pro-

cedure, but in general the ‘channel’ analysis worked more reliably. This analysis was only used in

Figure 3.2b.

The background fluorescence was corrected by subtracting the median value of the fluorescent

images (the cells represent a very small fraction of the image). We then estimated the concentration

of fluorophore using the average of the background-substracted intensities inside the segmentation

mask. Nearly identical results were obtained using the ‘peak’ intensity (median of the top 10 % of

the pixel in the segmentation mask), but for simplicity we only report the results obtained with the
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mean.

Single-cell traces construction

The temporal information of the cell data (intensities, area, etc.) was then compiled into single-cell

traces by matching the centroid of the cells from frame n to frame n + 1. As there was little drift,

this procedure was very reliable, and we prevented spurious matches by setting an upper limit on the

centroid distance. We identified cell divisions by sudden decreases in cell area; if the cell area dropped

to less than 60% of its previous value, a division was called.

Production rate estimation

To estimate the production rate of fluorophore, we used the derivative of the concentration, as it

was more robust to errors in segmentation. Let T be the total intensity,A the area of the cell andC

the concentration. Since T (t) = A(t)C(t),

dT

dt
= C

dA

dt
+A

dC

dt

1

A

dT

dt
= C

1

A

dA

dt
+

dC

dt

P (t) = C(t)g(t) +
dC

dt
(B.2)

where P (t) = 1
A

dT
dt is the normalized production rate and g(t) is the growth rate (e.g. g =

ln(2)/τdiv for exponential growth,A(t) = A02
t/τdiv , τdiv being the doubling time). Equation

(B.2) was used for estimating the production rate in the paper, with g(t) estimated for each cell
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cycle with the initial and final area and dC/dt using Tikhonov regularization to enforce smooth-

ness [187]. The normalization factor was kept as small as possible, but similar results were obtained

for factors one order of magnitude smaller or larger. In practice, photobleaching or degradation of

the fluorescent protein can affect the estimation of the production rate. One can account for these

effects by using an effective half-life instead of τdiv (e.g. τ−1
eff = τ−1

div + τ−1
photo + τ−1

deg , where τphoto

and τdeg are the photobleaching and degradation half-lives, respectively). These effects were negligi-

ble for GFP (even with the asv degradation tags), so we chose to report the production rate without

correction.

Autocorrelation function and power spectrum estimation

The autocorrelation functions were estimated by averaging the correlation functions of the individ-

ual cells, as it was more robust to outliers, and using the unbiased estimator. Similar functions were

obtained by taking directly the autocorrelation of the population, but needed manual curation of

the data to remove dead cells or filaments.

A(τ) =

⟨⟨(xi(t)− ⟨xi(t)⟩t)(xi(t+ τ)− ⟨xi(t)⟩t)⟩t
⟨xi(t)2⟩t

⟩
i

(B.3)

where xi(t) is the production rate or the concentration (indicated in the figure caption) of the ith

cell at time t. Averaging of the correlations functions of the cells was done taking into account the

finite length of the time series (each cell has a different number of samples for a specific time lag). If

Ai is the autocorrelation of cell i,
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Â[j] =

∑
i(Li − j)Âi[j]∑

i(Li − j)
(B.4)

withA(j∆t) = Â[j],∆t the time between images, j the discrete delay index andLi the number

of points in time trace i. The brackets are used to emphasize discrete sampling. The autocorrelations

were cropped to a constantly decreasing envelope to keep only time lags with good estimates. This

resulted in correlation functions very similar to the ones obtained by using the biased estimator,

albeit with a slightly larger envelope.

The power spectrum was then estimated by taking the discrete Fourier transform (DFT) of the

windowed autocorrelation function [188, 189]:

P [k] = DFTN (a[m]) (B.5)

where DFTN is theN point DFT and a[m] is the windowed symmetric autocorrelation:

a[m] =


Â [|M −m|]w[m] for 0 ≤ m ≤ 2M

0 for 2M < m ≤ N

(B.6)

andw[m] is a window function. Then,

P [k] = P (ω)|ω=2πk/N (B.7)

P (ω) =
1

2π

∫ π

−π
X(θ)W (ω − θ)dθ (B.8)
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whereX(ω) is the power spectrum of the signal andW (ω) the Fourier transform of the window

function. We are therefore sampling the power spectrum of the signal convolved withW (ω). This

is a consistent estimator of the power spectrum (it converges to the actual power spectrum as the

amount of data goes to infinity) [190]. We used a triangular window function to avoid negative spec-

tral leakage, and the length of the window function (2M ) was chosen to maximize the resolution

without introducing too much noise (50-225 frames, depending on the period of the oscillations).

The approximate resolution loss was indicated by a red line of width 2π/M (1/(M∆t)) in the fig-

ures.

Period histograms and phase drift estimation

Peak-to-peak distances were evaluated by finding maxima using the findpeaks MATLAB function.

The traces were first smoothed using a 3 or 5 points moving average and peaks were rejected if they

were closer than 3 or 5 frames to avoid double counting, or smaller than the average of the trace. The

peaks were then manually curated; this was especially useful for the noisy oscillators. Note that the

average period was slighly shorter than the first maximum of the autocorrelation, most likely be-

cause longer periods have higher intensities and thus more weights in the correlation (but not in the

period histogram).

The period histograms were made by using the peak-to-peak distance. The squared error on the

nth period grew linearly with n, as expected for this type of oscillator undergoing a random walk in

phase. We therefore used the coefficient of variation (CV, standard deviation divided by the mean)

of the period as an indicator of phase drift; the normalization makes comparison between oscillators
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of different frequencies straightforward.

Most of the strains had a phase drift of 30-35% per period; except for the repressilator without

degradation but with the titration sponge, where it was only 14%. Since the variance increased lin-

early, we can express the variance for n periods (σ2
n) as a function of the variance for one (σ2

1):

σ2
n = nσ2

1

σn = σ1
√
n

= ⟨period⟩ × CV
√
n

Hence, it would take∼13 periods (∼179 generations) to obtain a standard deviation of half a

period.

Another measure of the phase drift is the average time to reach half a period of phase drift, or the

average first passage time. This could be calculated by drawing randomly directly from the period

histogram until the first time the phase drift is reached, because subsequent periods were exception-

ally well approximated as independent (Figure 3.1f). This creates a distribution of first passage times,

and after 105 iterations, we converge on an average first passage time of∼ 18 periods (∼ 240 gener-

ations), again for the repressilator without degradation with titration (LPT64).
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B.2.4 Macroscopic image acquisition

IPTG synchronization and flask experiment

In order to synchronize the phase of the oscillators in the population, we diluted the strains in imag-

ing medium supplemented with appropriate antibiotics and 1 mM IPTG so that they would be early

exponential (OD600 ∼ 0.2) 8 hours later (∼ 1 : 106) at 37◦C. For the unsynchronized control, we

did the same procedure but did not include IPTG. After, we diluted the cultures to OD600 0.05 ev-

ery 50 min, while taking the fluorescent images of the (undiluted) flasks. The OD600 of the imaged

culture varied slightly, but the effect was negligible, as can be seen on the unsynchronized control

(Figure 3.3b).

Photo acquisition

Photos were acquired using a digital camera setup equipped with emission filters and LEDs fluo-

rescent excitation [191]. A custom written software controls a Canon T3i digital single lens reflex

(DSLR) camera with a Canon EF-S 60mm USM lens, placed in front of a Starlight express filter

wheel, and appropriate LEDs for excitation. A long exposition time of 10 s was used for the flask –

enabling the use of small OD600 – while the exposition time of the plates was 0.1-2 s.

Microscopy

Images for figure 3c were acquired using a Olympus MVX10 Macroview microscope equipped with

a Zeiss AxioCam MRc camera. Flurophores were excited using a Lumen200 fluorescence illumina-
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tion system (Prior Scientific) and we used the following Olympus filter sets: CFP (U-M40001XL),

YFP (U-M49003XL) and mCherry (U-M49008XL).

B.2.5 Strains

Plasmids

All plasmids used in this study are listed in Table B.2.

The constructs were made using either isothermal assembly (ITA) [184] or ‘round-the-

horn’ site-directed mutagenesis (http://openwetware.org/wiki/%27Round-the-horn_

site-directed_mutagenesis). Primers and gBlocks were ordered from Integrated DNA tech-

nologies (IDT) and PCR were performed with Accuprime Pfx (Life technologies) or Phusion poly-

merase (New England BioLabs) according to manufacturers’ protocols. All plasmids were verified

by DNA sequencing (Genewiz). In the text, laa is used as a shorthand for the native ssrA-(LAA)

(AANDENYALAA) and asv for the synthetic ssrA-(ASV) (AANDENYAASV) degradation tag.

pZE21-GFPasv refers to the original reporter [45], while pZS1-lTlrLLtCL to the original repressi-

lator plasmid. Both were kind gifts of M. Elowitz. The PLlacO-1 and PLtetO-1 are the hybrid promoters

orginally used by switching the binding sites of bacteriophage λ promoter PL with lacO1 and tetO2

binding sequences, respectively [192]. They are abbreviated PLlac and PLtet in the text for simplicity.

PR refers to the native bacteriophage λ promoter.

pLPT20 was constructed by assembling mVenus (kind gift of the P. Cluzel, Ref. [193] with A206K),

PRNA1 and cfp (kind gift of the P. Cluzel) into a temporary reporter plasmid (pZE21-GFPasv deriva-
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tive), PCR-amplified and inserted into pZS1-lTlrLLtCL plasmid digested at the unique AatII site.

pLPT41, pLPT42, pLPT43 and pLPT57 were constructed by ‘round-the-horn’ PCR from pZE21-

GFPasv removing different part of the construct. For pLPT57, we merely removed the asv degra-

dation tag. The pep in pLPT43 refers to keeping a peptide consisting of the N-terminal 40 amino

acids fragment of gfpmut3 (MRKGEELFTGVVPILVELDGDVNGHKFSVSGEGEGDATYG) fol-

lowed by the asv degradation tag. In pLPT41, we kept the promoter, ribosome binding site (RBS)

and terminator intact while removing the gfp. For pLPT42, we also removed the promoter.

pLPT47 was assembled from a synthesized gBlock and fragment of pLPT1. The Pconst refers to

a synthetic, intermediate strength and constitutive promoter from the iGEM Registry of standard

biological parts (http://parts.igem.org/, BBa_J23107, tttacggctagctcagccctaggtattatgctagc).

We used a Y66L mutation on the GFP to make it non-fluorescent [194] and therefore compatible

with the YFP reporter of the integrated repressilator.

pLPT107 was constructed by inserting synthesized gBlocks as well as PCR-amplified fragments

into pLPT20 backbone. PR-mKate2 was added and the PRNA1 promoter was changed to a PLlac. The

mKate2 was a gift from D. Landgraf and consists of the mCherry N-terminal 11 amino acids followed

by the mKate2 sequence (used to improve translational efficiency).

pLPT119 was assembled from PCR fragments of pLPT20, simply removing the degradation tags

on the repressors.

Bacterial strains

All E. coli strains used in this study are listed in Table B.3. The wild-type strain was MC4100.
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DHL708 was a kind gift of D. Landgraf [76] and was built by deleting the clpPX operon with

lambda-Red mediated homologous recombination. The FRT-flanked Kan cassette was then flipped

out using the FLP recombinase (pCP20).

NDL319 was constructed by inserting the PRNA1-mKate2 hybrid cassette close to (while preserv-

ing) the neutral Tn7 insertion locus [185].
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Table B.2: Plasmid list

Plasmid Parent Ori An-
tibi-
otic

Genotype

pDHL474 Gift of D.
Landgraf

ColE1 Kan PLtetO1-mCherry-asv

pDHL490 Gift of D.
Landgraf

ColE1 Kan PLtetO1-mCherry-laa

pZE21-GFPasv Gift of M.
Elowitz

ColE1 Kan Reporter, PLtetO1-gfpmut3-asv

pZS1-lTlrLLtCL Gift of M.
Elowitz

pSC101 Amp Repressilator, PLtetO1-cI -laa, PR-lacI -laa,
PLlacO1-tetR-laa

pLPT20 pZS1-
lTlrLLtCL

pSC101 Amp Integrated repressilator, PLtetO1-cI -laa, PR-lacI -laa,
PLlacO1-tetR-laa, PLtetO1-venus, PRNA1-cfp

pLPT41 pZE21-
GFPasv

ColE1 Kan PLtetO1

pLPT42 pZE21-
GFPasv

ColE1 Kan empty

pLPT43 pZE21-
GFPasv

ColE1 Kan PLtetO1-pep-asv

pLPT47 pZE21-
GFPasv

ColE1 Kan Pconst-darkgfp-asv

pLPT57 pZE21-
GFPasv

ColE1 Kan PLtetO1-gfpmut3

pLPT107 pLPT20 pSC101 Amp Triple reporter repressilator, PLtetO1-cI -laa,
PR-lacI -laa, PLlacO1-tetR-laa, PLtetO1-venus, PLlacO1-cfp,

PR-mKate2
pLPT119 pLPT20 pSC101 Amp Integrated repressilator no degradation tags, PLtetO1-cI,

PR-lacI, PLlacO1-tetR, PLtetO1-venus, PRNA1-cfp
pLPT144 LPT42 ColE1 Kan PLlacO1, PR
pLPT145 LPT41 ColE1 Kan PLtetO1, PLlacO1, PR
pLPT146 LPT42 ColE1 Kan PLlacO1
pLPT147 LPT42 ColE1 Kan PR
pLPT148 LPT41 ColE1 Kan PLlacO1, PLtetO1
pLPT149 LPT41 ColE1 Kan PLtetO1, PR
pLPT151 pDHL490 ColE1 Kan PLtetO1-mCherry-laa, Pconst-darkgfp-asv
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Table B.3: Strain list and summary of experimental results

Strain Parent Genotype Plasmids Period
(gen)

Correlation
after one
period

Generation
time (min)

DHL708 MC4100 ∆clpXP
LPT25 MC4100 pLPT20 5.6 0.18 26
LPT44 LPT25 pLPT20,

pLPT41
5 0.2 29

LPT45 LPT25 pLPT20,
pLPT42

5.5 0.14 27

LPT46 LPT25 pLPT20,
pLPT43

4.2 0.16 27

LPT53 LPT25 pLPT20,
pLPT47

2.3 0.09 27

LPT54 LPT25 pLPT20,
pDHL474

2.6 0.07 27

LPT55 LPT25 pLPT20,
pDHL490

5.7 0.2 28

LPT60 MC4100 pZS1-
lTlrLLtCL,
pLPT57

5 0.18 26

LPT61 DHL708 ∆clpXP pLPT20 10.4 0.09 25
LPT64 LPT61 ∆clpXP pLPT20,

pDHL474
13.9 0.5 27

LPT113 DHL708 ∆clpXP pLPT107 14 0.2 26
LPT117 LPT113 ∆clpXP pLPT107,

pLPT43
14.8 0.5 28

LPT118 LPT113 ∆clpXP pLPT107,
pDHL474

14.9 0.4 29

LPT120 MC4100 pLPT119 10 0.07 25
LPT124 LPT120 pLPT119

pLPT41
12.9 0.3 25

LPT125 LPT120 pLPT119
pLPT43

LPT127 DHL708 ∆clpXP pLPT107,
pLPT41

14.4 0.5 28

LPT143 LPT61 ∆clpXP pLPT20,
pLPT41

LPT150 MC4100 att::Tn7
PclpPX -
clpP-msfgfp

LPT152 LPT61 ∆clpXP pLPT20,
pLPT145

15.6 0.48 26
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Table B.3: Strain list and summary of experimental results (continued)

Strain Parent Genotype Plasmids Period
(gen)

Correlation
after one
period

Generation
time (min)

LPT153 LPT61 ∆clpXP pLPT20,
pLPT146

LPT154 LPT61 ∆clpXP pLPT20,
pLPT147

LPT155 LPT61 ∆clpXP pLPT20,
pLPT148

LPT156 LPT61 ∆clpXP pLPT20,
pLPT149

13.3 0.47 25

LPT157 LPT61 ∆clpXP pLPT20,
pLPT144

LPT158 MC4100 pDHL490
LPT159 LPT150 att::Tn7

PclpPX -
clpP-
mgfpmut3

pLPT20 5.4 0.17 25

LPT165 LPT159 att::Tn7
PclpPX -
clpP-
mgfpmut3

pLPT20,
pDHL474

2.8 0.1 26

LPT172 MC4100 pLPT151
MC4100
NDL319 MC4100 att::Tn7

PRNA1-
mKate2

NDL332 NDL319 att::Tn7
PRNA1-
mKate2

pZE21-
GFPasv,
pZS1-
lTlrLLtCL

2.4 0.15 25
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B.3 Chapter 4: Protein degradation kinetics in single bacterial cells

B.3.1 Imaging protocol

For details on the chip preparation, cell preparation and microscopy image acquisition, see section

B.2.2. The protocol to prepare the wafer of the microfluidic device is presented in section B.4.

B.3.2 Data processing

For details on the segmentation and data analysis, see section B.2.3.

Estimation of production and degradation rates

We consider cells growing and dividing exponentially, and use exponential dilution as an approx-

imation for binomial partitioning of molecules at cell division. We express all parameters in con-

centration (i.e. molecules per unit volume, or per area if the bacterium radius is constant). We can

therefore write:

x
p(t)
−→ x+ 1

x
β(x, t)x
−→ x− 1 (B.9)

where is x is the concentration of molecules, p(t) the time-dependent production rate per area, and

β(x, t) the total elimination rate per molecule. The total elimination rate can be decomposed as:
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β(x, t) = βdeg(x, t) + βdil(t) + βbleach. We can then write down:

d⟨x(t)⟩
dt

= p(t)− β(x, t)x(t) (B.10)

To calculate the production rate of the slippery construct, we measured the production rate of the

CFP, with β(x, t) = βdil(t) = g(t), where g(t) is the growth rate of the cell. The growth rate

was calculated for each cell division, using g(t) = ln(Af/Ai)/∆t, whereAf andAi are the final

and initial cell area, and∆t the time interval for that particular cell division. This gives the same

equation as (B.2) in section B.2.3.

To calculate the degradation rates, we used the same equation, but with p(t) calculated using

the CFP and converted in the proper fluorescence units (e.g. using Figure A.2), and β(x, t) =

βdeg(x, t) + βdil(t) + βbleach. The photobleaching rate was estimated with a half-life of 10 cell

generations, using the slippery construct in the clpXP mutant strain.

B.3.3 Plasmids and strains

The plasmids and strains used in this chapter are listed in tables B.4 and B.5. The wild-type strain

was MC4100.

The constructs were made using either isothermal assembly (ITA) [184] or ‘round-the-

horn’ site-directed mutagenesis (http://openwetware.org/wiki/%27Round-the-horn_

site-directed_mutagenesis). Primers and gBlocks were ordered from Integrated DNA tech-

nologies (IDT) and PCR were performed with Accuprime Pfx (Life technologies) or Phusion poly-
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merase (New England BioLabs) according to manufacturers’ protocols. All plasmids were verified

by DNA sequencing (Genewiz). In the text, laa is used as a shorthand for the native ssrA-(LAA)

(AANDENYALAA) and asv for the synthetic ssrA-(ASV) (AANDENYAASV) degradation tag.

The ssrA-(NY) refers to the ssrA tag extension [152] (AANDENYNYALAA).

pZE21-GFPasv refers to the original reporter [45], while pZS1-lTlrLLtCL to the original repressi-

lator plasmid. Both were kind gifts of M. Elowitz. The PLlacO-1 and PLtetO-1 are the hybrid promoters

orginally used by switching the binding sites of bacteriophage λ promoter PL with lacO1 and tetO2

binding sequences, respectively [192]. They are abbreviated PLlac and PLtet in the text for simplicity.

PR refers to the native bacteriophage λ promoter.

The deletion strains were constructed by P1 phage transduction from the Keio collection [195]

(obtained from CGSC). The FRT-flanked Kan cassette was then flipped out using the FLP recombi-

nase (pCP20).

NDL319 was constructed by inserting the PRNA1-mKate2 hybrid cassette close to (while preserv-

ing) the neutral Tn7 insertion locus (noted as glmS).

The chromosomal insertions were obtained using Tn7 integration [185].

BBa_J23114 is a constitutive promoter from the iGEM Registry of standard biological parts

(http://parts.igem.org/. The natural promoter used were obtained from the complete in-

tergenic region and includes all reporter transcription start sites.

The dark fluorescent proteins were obtained by using a Y66L mutation them non-fluorescent

[194].

The slip linker represents GAr30-TitinI27-GAr30, where GAr30 is (AGAGGGAGAG GAG-
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GAGGGAG AGGAGAGGAG) and based on reference [132].
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Table B.4: List of strains used in chapter 4

Strain Parent Genotype Plasmids
DHL708 MC4100 ∆clpXP
DHL776 MC4100 ∆clpX
DHL971 MC4100 clpP-mVenus FRT-KanR-FRT
NDL319 MC4100 glmS:: PRNA1-mCherry/mKate2 hybrid
TB781 MC4100 clpP ::Cat
LPT25 MC4100 MC4100 pLPT20
LPT53 LPT25 MC4100 pLPT20, pLPT47
LPT133 MC4100 ∆ybaQ pLPT20, pLPT47
LPT134 MC4100 ∆ydcN pLPT20, pLPT47
LPT139 MC4100 ∆ybaQ pLPT20
LPT140 MC4100 ∆ydcN pLPT20
LPT185 NDL319 clpS::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2

hybrid
pLPT20

LPT186 NDL319 clpB::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20

LPT187 NDL319 sspB::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20

LPT188 NDL319 hslV ::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20

LPT189 MC4100 clpA::FRT-Kan-FRT pLPT20
LPT190 TB781 clpP :: Cat pLPT20
LPT191 DHL776 ∆clpX pLPT20
LPT198 LPT185 clpS::FRT-Kan-FRT,glmS:: PRNA1-mCherry/mKate2

hybrid
pLPT20, pLPT95

LPT199 LPT186 clpB::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20, pLPT95

LPT200 LPT187 sspB::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20, pLPT95

LPT201 LPT188 hslV ::FRT-Kan-FRT, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT20, pLPT95

LPT202 LPT189 clpA::FRT-Kan-FRT pLPT20, pLPT95
LPT203 LPT190 clpP :: Cat pLPT20, pLPT47
LPT204 LPT191 ∆clpX pLPT20, pLPT95
LPT228 NDL319 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2

hybrid
LPT232 LPT228 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2

hybrid
pLPT196, pLPT226

LPT241 NDL319 ∆sspB, glmS:: PRNA1-mCherry/mKate2 hybrid pLPT196, pLPT227
LPT248 LPT228 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2

hybrid
pLPT196, pSL55

LPT263 LPT228 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT196, pLPT251
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Table B.4: (continued) List of strains used in chapter 4

LPT266 NDL319 clpP ::clpP -mVenus, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT196, pLPT226

LPT269 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid, attTn7::
PclpPX -clpPX

pLPT196, pLPT226

LPT309 NDL319 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT305

LPT310 NDL319 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT307

LPT311 SL83 glmS:: PRNA1-mCherry/mKate2 hybrid, lacIq, tetR,
∆sspB

pSL61

LPT312 LPT228 attTn7::PLtet01-mVenus, glmS:: PRNA1-mCherry/mKate2
hybrid

pLPT196, pLPT306

LPT323 NDL319 ∆lon, sulA::FRT-Kan-FRT pLPT20
LPT324 NDL319 ∆lon, sulA::FRT-Kan-FRT pLPT20, pLPT95
SL46 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid,

BBa_J23114-QUEEN-7u
pLPT196, pDHL490

SL49 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,
attTn7::PLtet01-mVenus

pLPT196, pSL49

SL52 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,
attTn7::PLtet01-mVenus

pLPT196, pSL52

SL53 glmS:: PRNA1-mCherry/mKate2 hybrid lacIq tetR
∆sspB

pLPT196, pSL52

SL57 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,
attTn7::PLtet01-mVenus

pLPT196, pSL57

SL61 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pLPT196, pSL61
SL70 ∆clpXP pLPT196, pSL61
SL83 glmS:: PRNA1-mCherry/mKate2 hybrid, lacIq, tetR
SL86 SL83 glmS:: PRNA1-mCherry/mKate2 hybrid, lacIq, tetR pSL61
SL89 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,

attTn7::PLtet01-mVenus
pSL89, pLPT290

SL90 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,
attTn7::PLtet01-mVenus

pSL89, pLPT284

SL91 LPT228 glmS:: PRNA1-mCherry/mKate2 hybrid,
attTn7::PLtet01-mVenus

pSL89, pLPT285

SL123 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL123, pSL124
SL124 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL123, pSL125
SL125 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL123, pSL126
SL148 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL148, pSL124
SL149 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pLPT226, pSL124
SL153 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL153, pSL124
SL154 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid LPT196, pSL154
SL155 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid LPT196, pSL155
SL156 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL153, pSL156
SL157 NDL319 glmS:: PRNA1-mCherry/mKate2 hybrid pSL153, pSL157
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Table B.4: (continued) List of strains used in chapter 4

SL158 SL151 glmS:: PRNA1-mCherry/mKate2 hybrid,∆rpoS pSL153, pSL124
SL159 SL127 glmS:: PRNA1-mCherry/mKate2 hybrid,∆sspB pSL153, pSL124
SL160 SL129 glmS:: PRNA1-mCherry/mKate2 hybrid,∆clpXP pSL153, pSL124
SL162 SL127 glmS:: PRNA1-mCherry/mKate2 hybrid∆sspB pSL148, pSL124
SL163 SL127 glmS:: PRNA1-mCherry/mKate2 hybrid∆sspB pLPT226, pSL124
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Table B.5: List of plasmids used in chapter 4.

Plasmid Parent Ori Antibiotic
Resistance

Genotype

pZE21-GFPasv Gift of Elowitz ColE1 Kan Reporter,PLtet01-GFPmut3-asv
pZS1-lTlrLLtCL Gift of Elowitz pSC101 Amp PLtetO1-cl-ssrA, PR-lacI-ssrA,

PLlacO1-tetR-ssrA
pDHL474 Gift of Dirk Landgraf ColE1 Kan PLtetO11-mCherry-asv
pDHL490 Gift of Dirk Landgraf ColE1 Kan PLtetO11-mCherry-ssrA
pLPT20 pZS1-lTlrLLtCL pSC101 Amp PLtetO1-cl-ssrA, PR-lacI-ssrA,

PLlacO1-tetR-ssrA,PLtet01-Venus,
PRNA1-CFP

pLPT47 pZE21-GFPasv ColE1 Kan Pconst-darkGFP-asv
pLPT95 pLPT47 ColE1 Cam Pconst-darkGFP-asv
pLPT196 pLPT119 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR
pLPT226 pZE21-GFPasv ColE1 Kan PLtetO1-mCFP-ssrA
pLPT227 pZE21-GFPasv ColE1 Kan PLtetO1-mVenus-ssrA
pLPT251 pZE21-GFPasv ColE1 Kan PLtetO1-rpoS750-mCFP
pLPT284 pZE21-GFPasv ColE1 Kan PLtetO1-IscS1−11-spo0A
pLPT285 pZE21-GFPasv ColE1 Kan PLtetO1-spo0A-SulA20C

pLPT290 pZE21-GFPasv ColE1 Kan PLtetO1-spo0A
pLPT305 pZE21-GFPasv ColE1 Kan PLtetO1-mCFP-rpoS750
pLPT306 pZE21-GFPasv ColE1 Kan PLtetO1-mCFP-RepA1−15

pLPT307 pZE21-GFPasv ColE1 Kan PLtetO1-mCFP-MuA2−11

pSL49 pZE21-GFPasv ColE1 Kan PLtetO1-mVenus-SulA20C

pSL52 pZE21-GFPasv ColE1 Kan PLtetO1-mVenus-ssrA(NY)
pSL55 pZE21-GFPasv ColE1 Kan PLtetO1-IscS1−11-mCFP
pSL57 pZE21-GFPasv ColE1 Kan PLtetO1-dps-mVenus
pSL61 pZE21-GFPasv ColE1 Kan PLtetO1-CFP-slip-mVenus-ssrA
pSL89 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PspoIIE -CFP
pSL123 pSL61 ColE1 Kan PLtetO1-CFP-slip-darkmVenus-ssrA
pSL124 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PclpXP -mVenus
pSL125 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PrpoE -mVenus
pSL126 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PrpoH -mVenus
pSL148 pLPT226 ColE1 Kan PLtetO1-mCFP
pSL153 pSL123 ColE1 Kan PLtetO1-CFP-slip-darkmVenus
pSL154 pZE21-GFPasv ColE1 Kan PLtetO1-IscS1−11-mNeonGreen
pSL155 pZE21-GFPasv ColE1 Kan PLtetO1-rpos750-mNeonGreen
pSL156 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PdnaK -mVenus
pSL157 pLPT196 pSC101 Amp PLtetO1-cl, PR-lacI , PLlacO1-tetR,

PkatE -mVenus
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B.4 Microfluidic master fabrication

Fabrication of the E. coli mother machine was carried out using standard UV photolithography

in a clean room environment. The device was designed using AutoCad, and quartz-chrome pho-

tomasks were ordered from Toppan Inc. and from the Center for Nanoscale Systems at Harvard

University. We modified the fabrication procedure from the method described in the original report

on the mother machine. The fabrication requires three independent layers: an Su8 ‘base’ coat, cell

channels, and feeding channels. The process parameters below should be regarded as useful starting

points, and all feature dimensions must be empirically verified to ensure that they meet experimental

requirements. The tolerances for this device are stringent; a difference of±0.5 µm in the height or

width of a cell channel will compromise function. Note: for all spin coater steps described below,

the following shorthand notation is used: speed (rpm)/acceleration (rpm/sec)/time (sec).

B.4.1 First Layer: Su8 Base Coat

The first layer of the master contains no features. It consists of a thin, uniform layer of completely

cured Su8. This layer is intended to serve as an adhesive to improve the retention of the cell channels

deposited in the second layer. Without this base, the cell channels are easily removed from the wafer

surface during development.

1. Place a new 3′′ Si wafer (we used 380 µm TEST grade wafers from University Wafer) in a dish
of fresh acetone. Sonicate at high power for 5 minutes.

2. Sequentially rinse the wafer with streams of methyl alcohol (MeOH), isopropyl alcohol
(IPA) and H2O (∼ 10 seconds per solvent).
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3. Place wafer on 2′′ spin chuck and spin seconds at 500 rpm.

4. While spinning, sequentially rinse the wafer with streams of MeOH, IPA and H2O.

5. Spin wafer 1 minute at 3,000 rpm to dry.

6. Dehydrate wafer for 15 minutes on a hot plate set to 150-200◦C.

7. Set spin program to: Step 1: 500/100/10, Step 2: 3000/300/60.

8. Place the dehydrated wafer onto the spin coater chuck and dispense a small (cover∼2/3 of
the wafer surface) amount of Su8 2000.5 photoresist (Microchem) with a pipette. Run the
spin program. This should result in a coat of∼0.5 µm.

9. Soft bake wafer (in order) for 1 minute at 65◦C, 1 minute at 95◦C, 1 minute at 65◦C.

10. Expose wafer for 5 seconds with no mask at 25 mW/cm2 (I-line).

11. Post exposure bake the wafer (in order) for 1 minute at 65◦C, 1 minute at 95◦C, 1 minute at
65◦C.

12. Do not develop or hard bake the wafer. Instead, proceed directly to the second layer proto-
col.

B.4.2 Second Layer: Cell Channels

This set of steps lays down the channels that house the cells in the final device. The tolerances for

this layer are very stringent; the exposure dose and contact between mask and wafer must be opti-

mized. We recommend trying a range of exposure parameters to ensure that a useful device is ob-

tained. We also stress the importance of the very long post exposure bake time in the process below.

In our hands, this greatly improves the retention of the cell channels during development.

1. Set spin program to: Step1: 500/100/10, Step 2: 2000/300/60.
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2. Place the wafer onto the spin coater chuck and dispense a small (cover 2/3 of the wafer sur-
face) amount of Su8 2001 photoresist with a pipette. Run the spin program. This should
result in a coat of∼1.5 µm.

3. Soft bake wafer (in order) for 1 minute at 65◦C, 3 minutes at 95◦C, 1 minute at 65◦C.

4. Expose wafer for 0.75 seconds (25 mW/cm2, I-line) through cell channel mask in vacuum
contact mode.

5. Bake wafer for 1 minute at 65◦C, 20 minutes at 95◦C, 1 minute at 65◦C.

6. Develop wafer for 30 seconds with very gentle agitation in Su8 developer.

7. Rinse wafer for 10 seconds with IPA.

8. Check completeness of development process. If undeveloped Su8 remains on the wafer
(other than the desired cell channels) repeat developer treatment for 10 seconds.

9. Hard bake wafer for 10 minutes at 150◦C.

10. Verify channel height using a profilometer. The expected height is 1.5 µm. If the channel
dimensions lie outside of your expected tolerance bounds, the process must be repeated with
modified spin coating parameters.

B.4.3 Third Layer: Feeding Channels

The final layer of the device forms the medium flow channels. The dimensions of these features

are not critical: we have used feeding channels of widely varying dimension to similar effect. The

alignment is sensitive to large errors, however. The alignment between feeding channels and cell

channels must be accurate (down to a couple of microns) in order to ensure that the cell channels are

of the desired final length.

1. Set spin program to: Step 1: 500/100/10, Step 2: 5000/300/60.
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2. Place the wafer onto the spin coater chuck and dispense a small (cover∼ 2/3 of the wafer sur-
face) amount of Su8 2025 photoresist with a pipette being careful not to introduce bubbles.
Run the spin program. This should result in a coat of∼ 15 µm.

3. Soft bake the wafer (in order) for 1 minute at 65◦C, 4 minutes at 95◦C, 1 minute at 65◦C.

4. With an Su8-developer-soaked swab, clean the newly-deposited photoresist off of the align-
ment marks to make them visible for the alignment process.

5. Soft bake the wafer (in order) for 1 minute at 65◦C, 4 minutes at 95◦C, 1 minute at 65◦C.

6. Align feeding channel mask to the alignment marks on the wafer. Apply vacuum contact
and check alignment again. If the vacuum application skewed the alignment, repeat the align-
ment process.

7. Expose wafer for 10 seconds (25 mW/cm2, I-line) through aligned feeding channel mask.

8. Bake wafer for 1 minute at 65◦C, 4 minutes at 95◦C, 1 minute at 65◦C.

9. Develop wafer for 1.5 minutes in Su8 Developer with mild agitation.

10. Rinse wafer for 10 seconds in IPA. Check to ensure that the development is finished. If unde-
sired photoresist remains, develop again for 20 seconds.

11. Hard bake wafer for 15 minutes at 150◦C.

12. Verify channel height using a profilometer. The expected height is 15 µm. If the channel di-
mensions lie outside of your expected tolerance bounds, the process must be repeated with
modified spin coating parameters.
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