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ABSTRACT: We present a method for real-time propagation of electronic wave functions, within time-dependent density functional theory (RT-TDDFT), coupled to ionic motion through mean-field classical dynamics. The goal of our method is to treat large systems and complex processes, in particular photocatalytic reactions and electron transfer events on surfaces and thin films. Due to the complexity of these processes, computational approaches are needed to provide insight into the underlying physical mechanisms and are therefore crucial for the rational design of new materials. Because of the short time step required for electron propagation (of order ~10 attoseconds), these simulations are computationally very demanding. Our methodology is based on numerical atomic-orbital-basis sets for computational efficiency. In the computational package, to which we refer as TDAP-2.0 (Time-evolving Deterministic Atom Propagator), we have implemented a number of important features and analysis tools for more accurate and efficient treatment of large, complex systems and time scales that reach into a fraction of a picosecond. We showcase the capabilities of our method using four different examples: (i) photodissociation into radicals of opposite spin, (ii) hydrogen adsorption on aluminum surfaces, (iii) optical absorption of spin-polarized organic molecule containing a metal ion, and (iv) electron transfer in a prototypical dye-sensitised solar cell.

1. INTRODUCTION

Devices like photovoltaics, photocatalytical platforms, and batteries involve electronic excited states produced by light or other external agents and are essential in many technological applications such as renewable energy capture and storage. Excited state dynamics of electrons is also important in many biological processes such as photosynthesis and radiation damage of biomolecules like DNA. Understanding the operation of the devices and biological systems mentioned here, and contributing to their further development and enhanced operation, requires accurate modeling of physical processes that involve excited electronic states. This requires simulations that typically involve a few hundred atoms, which participate in an essential way in the process of electron excitation and in the time evolution of the excited state of the system. In addition, the time evolution of interesting processes may require picosecond time scales (10−12 s) or longer, roughly 4–6 orders of magnitude larger than the time scale of electronic motion, which is of order a few attoseconds (10−18 s).

In principle, simulations of these processes should employ the full many-body wave function of the electronic and ionic system for the entire time interval of interest, but this is clearly beyond any existing computational capabilities. Thus, reasonably accurate and efficient approximate computational methods are required to make progress in this field. To this end, a number of mixed quantum-classical methods have been developed over the past few decades. One of the most popular is the fewest-switches surface hopping approach, introduced by Tully. In this approach the system of interest is simulated as a swarm of trajectories in which ions moving according to classical equation of motion are allowed to stochastically hop between potential energy surfaces as determined by probabilities derived from nonadiabatic coupling vectors and electronic populations of corresponding states. Another popular and computationally less expensive approach is the mean-field classical (usually referred to as “Ehrenfest”) ion dynamics in which the effects of coherent electron time-propagation on the ions as expressed by the ionic forces are taken into account in an averaged way (see ref 2 for comparison of the two methods). The computational cost of these approaches can be further reduced by employing fast, parametrized electronic structure methods or semiempirical methods. Both types of approaches are available as part of computational packages,
for example, the surface-hopping approach and its extensions in NewtonX,\textsuperscript{8} ANT,\textsuperscript{9} SHARC,\textsuperscript{10} JADE,\textsuperscript{11} and PYXAID.\textsuperscript{12,13} The first four in this list are aimed at nonperiodic systems and rely on accurate, but computationally expensive, quantum-chemistry methods to obtain potential energy surfaces and nonadiabatic couplings (although some support semi-empirical methods), while PYXAID currently employs plane-wave basis sets and propagates the electronic system along ground-state ionic trajectories, which allows it to treat large periodic systems. The Ehrenfest dynamics approach is implemented, for example, in real-space grid codes GPAW\textsuperscript{14} and OCTOPUS.\textsuperscript{15}

We have already reported our initial effort toward the goal of simulating nonadiabatic dynamics of large, periodic systems for extended time scales, with a real-time version of time-dependent density functional theory (RT-TDDFT) and Ehrenfest ion dynamics.\textsuperscript{16} This method was used to successfully simulate a number of photoactivated reactions including frequency-dependent splitting of simple molecules,\textsuperscript{17} electron transfer processes in dye-sensitized solar cells,\textsuperscript{17} and light absorption and energy dissipation in eumelanin molecules.\textsuperscript{18}

In the present work, we report the implementation of a number of key improvements to our earlier formulation of the method\textsuperscript{19} and several new analysis tools. These include improvements of the time propagation and parallelization algorithms, allowing for picosecond-scale simulations of large systems with hundreds of atoms. For example, we have already benchmarked our method on an 800-atom system. We also have added the ability to perform nonadiabatic DFT+U simulations, which allows modeling electron dynamics in transition metal oxides or metal–organic complexes with better accuracy, while keeping computational costs tractable. Our method is built on top of the SIESTA package,\textsuperscript{19} which uses numerical atomic-orbital-basis sets to represent the electronic wave functions, which leads to extremely fast calculations while providing reasonably accurate results. Our benchmarks have demonstrated that our method is able to simulate excited-state dynamics at computational costs that are orders of magnitude lower than similar, publicly available methods that employ different basis sets. As an example of the application of the recently added features, we have simulated the photocatalytic dehydrogenation reaction of methoxy on a rutile titanium dioxide surface and for the first time gained detailed insight into the reaction dynamics that reveal a host of interesting features.\textsuperscript{20} The new analysis tools added to TDAP-2.0 include Hirshfeld charge partitioning\textsuperscript{21} and the calculation of local dipole contributions; both tools are of great value for the qualitative analysis of charge dynamics and the response of systems to perturbing electric fields.

2. METHODOLOGY

2.1. Real-Time TDDFT and Classical Ion Dynamics

To simulate the nonadiabatic dynamics of coupled electron–ion systems, we use a combination of RT-TDDFT and molecular dynamics, handling the ionic degrees of freedom classically.\textsuperscript{14,15,22–25} We propagate the electronic density according to the time-dependent Kohn–Sham equations:\textsuperscript{26}

\[
\frac{d\rho(t)}{dt} = \hat{H}_{KS}(\rho(t))\phi_n(t), \quad \rho(r, t) = \sum_{n=1}^{N} |\phi_n(r,t)|^2
\]

where \(\hat{H}_{KS}\) is the Kohn–Sham Hamiltonian, \(\phi_n\) is Kohn–Sham (KS) single particle wave function, and \(\rho(r, t)\) is the electronic density. Here and in the following, we use atomic units. The iterative solution of eq 1 for the time-dependent KS (TDKS) wave functions is given by

\[
\phi_n(t) = \tilde{U}(t,t_0)\phi_n(t_0), \quad \tilde{U}(t,t_0) = \tilde{T} \exp\left(-i \int_{t_0}^{t} \hat{H}_{KS}(t')dt'\right)
\]

with the wave functions \(\phi_n(t_0)\) known at some initial time \(t_0\) and \(\tilde{U}\) being the time evolution operator with \(\tilde{T}\) the time-ordering operator. In our numerical scheme, we use finite time steps \(\Delta t\) and the evolution operator \(\tilde{U}\) is approximated with the second-order Magnus expansion.\textsuperscript{27}

\[
\tilde{U}(t + \Delta t, t) \approx \exp\left\{-i\Delta t \hat{H}_{KS}\left(t + \frac{\Delta t}{2}\right)\right\}
\]

We employ the localized basis set approach implemented in SIESTA,\textsuperscript{15} using the LDA+U branch of SIESTA\textsuperscript{28} as a base for our code. In the finite, nonorthonormal basis set, the TDKS equations are approximated by

\[
\frac{\partial c_n}{\partial t} = \mathbf{S}^{-1}(\mathbf{H} - i\mathbf{P})c_n
\]

where \(c_n\) are the complex expansion coefficients of the \(n\)th wave function \(\psi_n = \sum c_n\chi_n(t)\mathbf{R}(t)\) is the basis function (\(\mathbf{R}\) is the vector of ionic coordinates). The matrix elements of the overlap matrix \(\mathbf{S}\), matrix \(\mathbf{P}\) due to the motion of the basis functions, and Hamiltonian matrix \(\mathbf{H}\) are given by

\[
S_{ij} = \langle \chi_i | \chi_j \rangle, \quad P_{ij} = \langle \chi_i | \mathbf{d} \frac{d}{dt} \chi_j \rangle, \quad H_{ij} = \langle \chi_i | \hat{H}_{KS} | \chi_j \rangle
\]

The time evolution operator is calculated according to

\[
\tilde{U}(t + \Delta t, t) \approx \exp\left\{-i\Delta t \left(\mathbf{S}^{-1\frac{1}{2}} \{\mathbf{H}_{1/2} - i\mathbf{P}_{1/2}\}\right)\right\}
\]

where the subscript 1/2 indicates matrices taken at the half time step:

\[
\mathbf{H}_{1/2} = \frac{1}{2} \left(\mathbf{H}(t) + \mathbf{H}(t + \Delta t)\right) \approx \mathbf{H}(t + \frac{\Delta t}{2})
\]

Each time propagation step is iterated to self-consistency as described in ref 27. We use the Lanczos iterative method\textsuperscript{27,29} and the Padé rational polynomial approximation of arbitrary degree (typically from 3/3 to 6/6) to obtain the general matrix exponential in eq 3. The latter was augmented with a standard “scaling and squaring” method to improve stability and to achieve high numerical accuracy.\textsuperscript{30} On large systems, our testing demonstrated superior performance and scaling of the Padé method relative to the Lanczos iterative method.

The classical ions are propagated according to Newton’s equations: \(M_j\ddot{\mathbf{R}}_j = F_j\) where \(J\) is ion index. In our current implementation, we follow the approach described in refs 14, 22, and 23 to obtain the forces \(F_j\). This is done by setting \(\mathbf{d} \frac{d}{dt} = 0\), that is, by requiring conservation of the total energy \(E_{tot}\). This results in energy-conserving (EC) forces on the ions, which are given by

\[
F_j = - \nabla_{\mathbf{R}_j} \sum_{K \neq j} \frac{Z_{i}Z_{K}}{|\mathbf{R}_j - \mathbf{R}_K|} - \sum_n f_n [c_n^*(\mathbf{V}_{\mathbf{R}_j}\mathbf{H})c_n]
\]

\[
- \sum_{i,j} c_n^* \langle \chi_i | \mathbf{V}_{\mathbf{R}_j} (\mathbf{V}_{\mathbf{R}_j} + \mathbf{V}_{\mathbf{X}}) \chi_j \rangle c_i^* + c_n^* (\mathbf{H}^{-1} \mathbf{d}^f + h.c.)c_n
\]
where $V_H$ and $V_x$ are the Hartree and exchange-correlation potentials, respectively, and $\mathbf{d}$ is the vector matrix $d_{ij} = \langle \mathbf{r}_i | \nabla | \mathbf{r}_j \rangle$. In the case of adiabatic dynamics, the last term in brackets in eq 4 reduces to the ordinary Pulay force term,\textsuperscript{19,31} $- f \varepsilon_n c_i (V_R S) c_o$, with $\varepsilon_n$ being the eigenvalue of the $n$th KS wave function.

The forces on classical ions in a mixed quantum-classical system were derived in the most rigorous way by Kunert and Schmidt.\textsuperscript{24} This was done by considering a quantum action for the electrons, a classical action for the ions, and requiring the total action to be stationary. It resulted in additional velocity-dependent and double-derivative higher order correction terms to the EC forces in eq 4 (see eqs 34 and 35 in ref 24). Following refs 14 and 23, however, we neglect these terms in our current implementation of the dynamics. Both of these methods, EC and the stationary quantum-classical action method, differ from the traditional Ehrenfest method (see refs 32–34 and references therein) only in the introduction of correction or “constraint” forces resulting from the incomplete basis set.\textsuperscript{22,24} Despite the simplicity of the Ehrenfest method, it is expected to work well for systems with high densities of excited states such as surfaces and bulk systems where a single reaction path dominates. The latter is often the case in practical applications, for instance, in highly selective photocatalytic systems.

2.1.1. Energy Conservation in Excited Ozone. To demonstrate the importance of using nonadiabatic EC forces as expressed in eq 4 instead of adiabatic forces, we discuss a simple example, the excited ozone molecule. We thermalized the ozone molecule at 200 K with standard molecular dynamics, excited it into the first electronic excited state, and then simulated the dynamics of the system using the time step $\Delta t = 24.2$ as. To see how significant the corrections in the equation of motion (eq 4) are, we also simulated the dynamics with a simpler method, where forces on ions were calculated assuming quasi-adiabatic (QA) behavior of the wave functions, that is, assuming that the KS wave functions deviate insignificantly from the eigenstates of the KS Hamiltonian. The trajectory and energy conservation in both simulations are presented in Figure 1. The top panel shows the difference in EC and QA excited-state trajectories, which are close in the two approaches for four vibrational periods but diverge after this time interval. At 1 ps the trajectories are clearly different, both in amplitude and frequency of the vibrations. The bottom panel of Figure 1 demonstrates that the total energy in the simulation with QA forces starts to deviate significantly after about two vibrational periods and eventually diverges (error in energy $>3$ eV). In the simulation with EC forces the total energy essentially stays constant (maximum deviation of $\sim0.2$ meV) even after one picosecond.

2.2. The LDA+U Method in RT-TDDFT. RT-TDDFT is in principle capable of providing accurate excited states for arbitrary compounds.\textsuperscript{35} This, however, depends on how well the electronic density is described by the exchange-correlation functional used. Note that it does not necessarily rely on the unoccupied KS states of the ground state density, as is common in GW implementations and linear response TDDFT. This means that it suffers less from deficiencies introduced by considering individual KS quasi-particle states, as absorption and reflectance spectra are calculated from the time-dependent density response. In practice, several caveats remain, particularly errors introduced by self-interaction in compounds with localized electrons in partially filled bands, such as compounds that contain transition metals and lanthanides. For ground-state DFT, a partial remedy to this was introduced with the LDA+U method.\textsuperscript{36,37} The method was originally formulated by introducing the $U$ term, the effective orbital-dependent Coulomb interaction, from the Hubbard model. When solved as a static mean-field, such as screened Hartree–Fock, this is readily applied to the KS Hamiltonian. The LDA+U method has been refined over the years to account for the double counting in different limits\textsuperscript{38} and interpolation in between these limits to include full noncollinearity,\textsuperscript{39} and has recently been reformulated as a parameter-free Hubbard density functional.\textsuperscript{40} In the linear response version of TDDFT, it has been used to study the Frenkel exciton in NiO.\textsuperscript{41}

RT-TDDFT is often employed using a ground state DFT exchange-correlation functional, assuming that the exchange and correlation is adiabatically changed from the previous time-step. The LDA+U method fits very well into this scheme since the Hartree–Fock interaction and the adiabatic exchange-correlation kernel are instantaneous. Since the $U$ term is applied to remedy deficiencies in the exchange correlation functional for localized electrons, it is only applied for a subset of orbitals such as open $d$- or $f$-shells. This makes the method substantially faster than full-range hybrid functionals, where the long-ranged Hartree–Fock (HF) contribution requires a considerable amount of computational effort. The localized description is achieved by projecting the density matrix onto the local basis functions $\chi_i$ spanning the particular subset of interest. Within the local subspace a fully rotationally invariant\textsuperscript{46,47} HF correction can be written as

$$E_{HF} = \frac{1}{2} \sum_{ijkl} \left[ \rho_{ik} \rho_{jl} - \rho_{il} \rho_{jk} \right] U_{ijkl}$$

where $\rho_{ij} = n_i \langle \chi_i | \chi_j \rangle$ is an element of the local density matrix, and $U_{ijkl} = \langle \chi_i \chi_j | g | \chi_k \chi_l \rangle$ with $g$ being the screened Coulomb interaction.

Since part of the screened HF potential is already included in the DFT effective potential, a correction is needed to avoid double counting the interactions. To this end, we have

![Figure 1](image_url)
implemented three different approaches. The first prescription is derived by considering a localized state with integer occupation. Assuming that, without orbital polarization, the energy expression should reduce to that of LDA, one can derive the energy and potential contributions that have to be removed.\(^{48}\) This approach is referred to as the fully localized limit (FLL). We define the charge, \(n\), and magnetic moments, \(m\), from the density matrix through

\[
\begin{align*}
n &= \text{Tr}\rho \\
m &= \text{Tr}\sigma\rho
\end{align*}
\]

(6)

(7)

where the Pauli spin matrices, \(\sigma\), act on the spin degree of freedom only, \(\sigma_\text{\textit{ij}} = \delta_{\text{\textit{m}},m}\sigma_{\alpha}\). Using these quantities, the double counting term to subtract is

\[
E_{\text{dc}}^{\text{FLL}} = \frac{1}{2} \left[ U(n - 1) - J_n \left( \frac{n}{2} + 1 \right) - \frac{1}{2} m \cdot m \right] \tag{8}
\]

The second approach, derived for metallic systems, is commonly referred to as the around mean-field (AMF) approach. The rationale is that common exchange-correlation functionals typically give a good description of the spherically averaged charge and magnetization densities. The AMF approach is defined by subtracting the averaged charge and magnetization contributions from the density matrices. The resulting new auxiliary density matrix

\[
\tilde{\rho}_{\text{\textit{ij}}} = \rho_{\text{\textit{ij}}} - (\delta_{\text{\textit{m}},n} + \sigma_{\alpha})/D
\]

(9)

where \(D\) is the number of spin-orbitals and is then used in the energy expression eq \(5\), giving the AMF-double-counting corrected LDA+\(U\) energy term

\[
E_{\text{dc}}^{\text{AMF}} = \frac{1}{2} \sum_{\text{\textit{ij}}} \left[ \tilde{\rho}_{\text{\textit{ij}}} \tilde{\rho}_{\text{\textit{ij}}} - \tilde{\rho}_{\text{\textit{ij}}} \tilde{\rho}_{\text{\textit{ij}}} \right] U_{\text{\textit{kl}}} \tag{10}
\]

The respective potential contributions are defined as

\[
V_{\text{\textit{ij}}} = \frac{\delta E_U}{\delta \rho_{\text{\textit{ij}}}} = \sum_{\text{\textit{kl}}} \left[ U_{\text{\textit{kl}}} - U_{\text{\textit{kl}}} \right] \rho_{\text{\textit{kl}}}
\]

(11)

which for the FLL and AMF corrections lead to

\[
V_{\text{\textit{ij}}}^{\text{FLL}} = V_{\text{\textit{ij}}} - \left[ \frac{U(2n - 1)}{2} - \frac{J_n(n - 1)}{2} \right] \delta_{\text{\textit{ij}}} + \frac{1}{2} m \cdot \sigma_{\alpha} / 2
\]

(12)

\[
V_{\text{\textit{ij}}}^{\text{AMF}} = \sum_{\text{\textit{kl}}} \left[ U_{\text{\textit{kl}}} - U_{\text{\textit{kl}}} \right] \tilde{\rho}_{\text{\textit{kl}}}
\]

(13)

Although most calculations use one of these limits, the real system lies somewhere in between. This led Petukhov et al.\(^{39}\) to develop the third approach, which is an interpolation scheme (INT) between these two limits. AMF always gives a negative contribution to the energy, whereas FLL always gives a positive contribution. DFT is regarded to have a good total energy, but incorrect potential. On the basis of this argument, one defines an interpolation parameter \(\alpha\), determined in a self-consistent way, to minimize the energy contribution from the double counting correction:

\[
\alpha = \frac{D\text{Tr}\rho^2}{2n^2 - m^2}
\]

(14)

This correction results in the potential

\[
V_{\text{\textit{ij}}}^{\text{INT}} = \alpha V_{\text{\textit{ij}}}^{\text{FLL}} + (1 - \alpha) V_{\text{\textit{ij}}}^{\text{AMF}}
\]

(15)

It is possible to make significant simplifications by assuming a spherically symmetric Coulomb term, which together with the FLL double counting, gives\(^{49}\)

\[
V_{\text{\textit{ij}}}^{\text{sym}} = (U - J) \left[ \frac{\delta_{\text{\textit{ij}}} - \rho_{\text{\textit{ij}}}}{2} \right]
\]

(16)

The SIESTA LDA+\(U\) branch implements this latter approach,\(^{28}\) and our implementation of LDA+\(U\) is derived from it.

2.3. Dielectric Properties from RT-TDDFT. In non-periodic systems, the dielectric function is readily obtained from analyzing the response of the system to an external electric field.\(^{50-52}\) The system is perturbed by a short, low intensity external electric field pulse, with duration shorter than any of the expected density response times. Subsequently the time-dependent dipole polarization of the system is analyzed to obtain the dielectric properties. The time dependent oscillation of the dipole moment is calculated through

\[
p_j(t) = \text{Tr}[\mathbf{D} \rho(t)]
\]

(17)

where \(j\) indicates direction of an applied electric field (see below) \(\hat{e}_j = \hat{x}_j, \hat{y}_j, \hat{z}_j\) and \(k\) indicates the direction of measurement, and \(\mathbf{D}\) is the transition dipole tensor operator defined through

\[
\mathbf{D}_{\mu\nu} = \left\langle \hat{\chi}_\mu(r) | \hat{\chi}_\nu(r) \right\rangle
\]

(18)

This in turn is related to the polarizability tensor \(\alpha(t)\) through

\[
p_{j,k}(t) = \int_{-\infty}^{t} \alpha_{j,k}(t - t') E_j(t') dt'
\]

(19)

where \(E_j(t)\) is the \(j\)th component of an external electric field. By assuming that \(E(t)\) has the form \(E(t) = E_0 \delta(t - t_0) \hat{e}_j\) after Fourier transforming, we obtain

\[
\alpha_{j,k}(\omega) = \frac{p_{j,k}(\omega)}{E_0}
\]

(20)

The absorption cross-section \(\sigma(\omega)\) is given in terms of \(\alpha(\omega)\) as

\[
\sigma_{j,k}(\omega) = \frac{4\pi\omega}{c} \text{Im}[\alpha_{j,k}(\omega)]
\]

(21)

From this, the dipole strength function (absorption spectrum) is calculated as

\[
S(\omega) = \frac{1}{3} \text{Tr}[\sigma(\omega)]
\]

(22)

2.4. Excitation Classification Using Density Partitioning. One drawback of RT-TDDFT compared to orbital-dependent methods is that the orbitals of the initial and final states are not comparable due to the nonadiabatic propagation. Analysis of the excitations are therefore complicated by the lack of initial and final state information. For instance, it is difficult to address questions like “To what extent is the excitation localized and where?” or “What is the amount of charge transfer?” This information is crucial for the design of materials relying on resonant excitations or fast charge transfer. To address this, we have implemented the density partitioning scheme following Hirshfeld,\(^{51}\) through which we can calculate the time-dependent dipolar contribution from displacing charge between atoms (charge transfer) and displacing charge within the atoms (local excitations). The Hirshfeld scheme is
particularly attractive as it avoids artificial sharp boundaries between atoms, relying on a weight function which defines to what extent a region belongs to a certain atom. The weight function \( w_i \) for atom \( i \) at a point \((r,t)\) is determined by calculating the fraction of the atomic density \( \rho^{\text{Atom}}_i \) that contributes to a reference system of overlapping atomic densities (the so-called "Harris" density, \( \rho^{\text{Harris}}_i \)),

\[
\rho_i(r,t) = \rho^{\text{Atom}}_i(r,t)/\rho^{\text{Harris}}_i(r,t)\tag{23}
\]

The self-consistent field optimized charge density, \( \rho^{\text{SCF}} \), is then partitioned into a density of bonded atoms, \( \rho^{\text{BA}} \), by the corresponding weights:

\[
\rho_i^{\text{BA}}(r,t) = w_i(r,t)\rho^{\text{SCF}}(r,t)\tag{24}
\]

This has proven to be one of the most reliable, basis-set independent, and most chemically sensible ways to partition a molecule. From this, we define the atomic deformation density from

\[
\delta \rho_i(r,t) = \rho_i^{\text{BA}}(r,t) - \rho_i^{\text{Atom}}(r,t)\tag{25}
\]

The net atomic charge is evaluated by integrating over the fragment, subtracting the nuclear charge

\[
q_i(t) = -\int_r \rho_i^{\text{BA}}(r,t)\,dv + Z_i\tag{26}
\]

where the integral is over the entire volume of the cell; in practice, the integrand is zero outside the range of the numeric atom-centered basis functions. This allows us to calculate the charge transfer contribution (CT) to the polarization oscillations, \( \mathbf{P}_i^{\text{CT}} \), from the charge redistribution and the distance \( r' \) to the system’s center of mass.

\[
\mathbf{P}_i^{\text{CT}}(t) = q_i(t)\mathbf{r}'\tag{27}
\]

The local contribution, \( \mathbf{P}_i^{\text{LOC}} \), for each fragment is evaluated by integrating the dipole operator over the deformation density

\[
\mathbf{P}_i^{\text{LOC}}(t) = -\int_V \mathbf{r}\delta \rho_i(r,t)\,dv\tag{28}
\]

The contribution to the absorption spectra from charge transfer excitations \([S^{\text{CT}}(\omega)]\) and local excitations \([S^{\text{LOC}}(\omega)]\) are now calculated in accordance with the spectra from the total dipole contribution (eq 22).

2.5. Excited States from \( \Delta\text{-SCF} \). In order to model electronic excited states we have implemented the \( \Delta\text{-SCF} \) approach,\textsuperscript{54–57} with the excitation modeled by a singly excited KS Slater determinant or a linear combination of such determinants. The standard approach within DFT for the excited states is linear-response TDDFT.\textsuperscript{58} This has been shown to be a reliable approach for small systems but often fails to describe charge transfer states in larger systems with commonly used exchange-correlation functionals.\textsuperscript{59,60} The many-body perturbation theory approaches, such as the GW and Bethe-Salpeter equation methods\textsuperscript{61} or quantum chemistry methods, cannot be combined with the RT-TDDFT propagation scheme and are often impractical for computation of excited states in large systems. The \( \Delta\text{-SCF} \) method, on the other hand, has certain advantages:

1. It is accurate in modeling the lowest-energy excitation.\textsuperscript{62}
2. It can, in principle (with an exact functional), produce densities that are the densities of the true excited states.\textsuperscript{63,64}

3. Most importantly, in contrast to linear response TDDFT, the \( \Delta\text{-SCF} \) approach does not build upon the ground state wave functions of the KS Hamiltonian operator, but the orbitals involved are variationally optimized with the excitation.

This last property of the \( \Delta\text{-SCF} \) method allows a correct description of charge-transfer states.\textsuperscript{64,65} Recent benchmarking has shown that the accuracy of the \( \Delta\text{-SCF} \) method can even be on par with the more sophisticated methods such as self-consistent GW.\textsuperscript{66}

We have implemented three flavors of \( \Delta\text{-SCF} \). The first is a basic \( \Delta\text{-SCF} \) scheme, where occupation numbers of KS orbitals are altered from the zero-temperature Fermi distribution to promote an electron from a single occupied orbital to a single unoccupied one. This is done at each step of the SCF loop; the indices of the relevant pair of orbitals are kept fixed.

The second method is similar, but the indices are not fixed. At each SCF step the indices are selected by finding the orbitals that most closely resemble the spatial character of a pair of initially chosen ground state orbitals. This is similar to the method proposed in ref 65. Our tests show that this simple modification of the basic \( \Delta\text{-SCF} \) scheme speeds up convergence by as much as a factor of 4 in the case of high density of states, which is the usual case in surface and bulk systems.

The third is the linear expansion \( \Delta\text{-SCF} \) method developed by Gavnholt et al.\textsuperscript{57} Modeling the excited states of adsorbed molecules is often of interest, for example, in studying photocatalytic properties of metals. However, metallic systems have a range of states with similar character, none of which may closely resemble a particular adsorbate state of interest. Following Gavnholt et al., we use a generalization of our second \( \Delta\text{-SCF} \) method to allow the highest-energy state to be a linear combination of the unoccupied KS states in conjunction with Fermi smearing, which produces the following electronic density

\[
\rho(r,t) = \sum_{n=1}^{M} f_{n-1}(\varepsilon_n) |\psi_n(r,t)|^2 + \sum_{n=N}^{M} \frac{1}{\theta(\delta - f_{N-1}(\varepsilon_n))} a_n |\psi_n(r,t)|^2\tag{29}
\]

where \( f_{N-1} \) is the Fermi distribution function for \( N - 1 \) electrons, \( M \) is the total number of KS states, and \( a_n \) are the coefficients for the highest-occupied state chosen to resemble an a priori adsorbate state as closely as possible. The \( \delta \) parameter in eq 29 is chosen to be a small value, \( 10^{-4} \) in our calculations, to keep the linear combination state orthogonal to the other \( N-1 \) occupied KS orbitals without excluding negligibly occupied states from the expansion. In typical DFT calculations involving metal surfaces, this excludes only a few states at electronic temperatures of 300 K. The adsorbate state of interest is calculated self-consistently with basic \( \Delta\text{-SCF} \) in a gas-phase calculation in order to provide a better account of charge reorganization.\textsuperscript{57}

3. APPLICATIONS

We have selected a number of different physical systems to showcase new computational capabilities described above and their ability to provide insight. These include the following: (i) A photodissociation reaction in which a molecule, upon
excitation by light, breaks into radicals of opposite spin; this demonstrates the ability to capture reactions that happen spontaneously after excitation, and involve spin-polarized reactants and products. (ii) Hydrogen absorption on aluminum surfaces; this demonstrates the ability to study reactions on metal surfaces, which involve a high density of metallic surface states, and result in interesting dynamics. (iii) Optical absorption of a metal-ion-containing, spin-polarized organic molecule; this demonstrates the ability to describe systems that involve transition-metal ions (where the LDA+U approach is essential) and their interaction with light. (iv) Electron transfer in a prototypical dye-sensitized solar cell; this demonstrates the ability to describe complicated organic–inorganic combinations of systems and the coupled ion and electron dynamics responsible for their response to light excitation. This last case shows that our methodology can handle rather large systems (containing several hundreds of atoms) and simulate their behavior for hundreds of femtoseconds.

### 3.1. Photodissociation of Azobisisobutyronitrile

Azobisisobutyronitrile (AIBN) is a common radical initiator used in polymerization. Under exposure to UV light, AIBN dissociates to form a nitrogen molecule and a symmetric pair of isobutyronitrile radicals. Linear response calculations show that the HOMO to LUMO+1 excitation closely resembles this UV transition. To simulate the photodissociation, we first determined the ground-state molecular geometry. For these calculations, we used a double-$\zeta$ polarized (DZP) basis set, collinear spin polarization, and LDA pseudopotentials. The initial condition for the dynamics was chosen to be the HOMO to LUMO+1 transition using the first approach for $\Delta$-SCF excitation, described in the previous section. The time evolution of the system was calculated using a time step of 25 fs.

The dissociation proceeds as shown in Figure 2, producing a pair of isobutyronitrile radicals and a nitrogen molecule. During the dissociation, the net spin of each radical oscillates substantially before arriving at an equilibrium value. These oscillations are the result of the initial excited state, with no net magnetization on each isobutyronitrile group, gradually coupling to magnetized radical states. These magnetized states interact nonadiabatically via the DFT Hamiltonian, producing oscillations in the magnetization density.

In order to qualitatively understand this behavior, we construct a simple three-state model effective Hamiltonian $H_{\text{eff}}(t)$ from the two magnetized radical states $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$ and the unmagnetized initial state $|\Delta\rangle$. For simplicity, we model the matrix elements with sigmoidal time-dependence:

$$
\begin{pmatrix}
E & a(t) & -a(t - t_0) \\
-a(t - t_0) & b(t) & 0 \\
a(t) & 0 & b(t)
\end{pmatrix}
$$

(30)

where the matrix elements represent:

$$
\langle \Delta \text{SCF}|H_{\text{eff}}(t)\Delta\text{SCF}\rangle = E = 0.71\text{eV}
$$

$$
\langle \Delta\text{SCF}|H_{\text{eff}}(t)|\downarrow\uparrow\rangle = -\langle \Delta\text{SCF}|H_{\text{eff}}(t)|\downarrow\downarrow\rangle = a(t)
$$

$$
\langle \uparrow\downarrow|H_{\text{eff}}(t)\downarrow\uparrow\rangle = b(t)
$$

The coupling to the $|\downarrow\uparrow\rangle$ state is shifted by $t_0 = 1$ fs to model the slight initial asymmetries that lead to the $|\uparrow\downarrow\rangle$ state first dominating the overall magnetization. The numerical solution for the net radical spin is calculated as the probability of being in the $|\uparrow\downarrow\rangle$ state minus that of being in $|\downarrow\uparrow\rangle$ state. A comparison between the DFT and model net radical spin, as well as the time-dependence of the $a(t)$ and $b(t)$ matrix elements, is shown in Figure 2. The initial onset of large oscillations, their amplitude, and the trailing fluctuations around 50 fs are qualitatively well-reproduced despite the dramatic simplifications implied by the model.

### 3.2. Spin Transition in H/Al(111)

Adsorption of atomic H on metallic surfaces exhibits a phase transition in the H atom’s net spin polarization, with square-root dependence of the net polarization on distance from the surface.69\textsuperscript{−}72 This transition is a fundamentally nonadiabatic effect, dissipating roughly 200 meV of the adsorption energy into the metal electronic degrees of freedom over the first period of H atom motion for the FCC (111) top site.69\textsuperscript{−}71 This process offers a useful test of our method’s accuracy and performance since it has been studied in detail by similar approaches, for example by Lindenblatt and Pehlke.72

We model the system representing H adsorption by a $2\sqrt{3} \times 2\sqrt{3}$ supercell of the Al(111) bulk-terminated plane. We use a single-$\zeta$ polarized (SZP) basis set, 35 Ry real-space cutoff for the calculation of Fourier transforms, a slab consisting of six...
layers of Al atoms (of which the bottom two are fixed to their ideal positions while the rest of the atoms are allowed to move), collinear spin polarization, and a single k-point to sample the surface Brillouin zone. We chose these computational parameters on purpose to check if the minimal amount of computational effort that they represent can capture the essential physics of the process. These settings closely resemble those of Lindenblatt and Pehlke.71

At several intermediate points in the simulation, the dissipated energy is calculated as the difference between the electronic energy in the nonadiabatic calculation, and the corresponding ground-state electronic energy with identical atomic positions. The H atom starts 4 Å above the Al(111) top site and directly approaches the surface with an initial kinetic energy of 60 meV. The motion trail of the H atom colliding with the top site is shown in the inset of Figure 3, and our shift in the onset of absorption upon oxidation.72 Moreover, due to its open d-shell, leading to a magnetic moment, the Fe porphyrin has been suggested for use in data storage applications.76,77 We describe here the local character of the d-shell using the LDA+U method outlined in section 2.2. This method has been applied to calculate ground state properties by Panchmatia et al.,75 showing good agreement with experiment.76 We study the absorption spectra by investigating the response of the electronic density to an electric field pulse. Similar methodology has been used to study Zn porphyrin, which from a computational perspective is considerably easier to handle due to the full d-shell of the Zn-atom.71

When studying absorption as an impulse response, care has to be taken so that the duration of the pulse is proportionally shorter for faster expected response times and the field strength should be sufficiently small so as not to perturb the system beyond the linear regime. We model the pulse by a Gaussian field with a standard deviation of 2.4 as and a height of 0.02 Ry/\(\hbar/e\). The calculations are performed with a DZP basis set using the PBE exchange-correlation functional. The Hubbard \(U\) and \(J\) parameters are 4 and 1 eV, respectively, the same as in ref 77. We use the partitioning scheme outlined in section 2.4 to analyze the character of the excitations. In general, the polarizability of a material can only be seen as a sum of fragments in the limit of an ionic compound through the so-called Clausius Mosotti relations. In the method outlined here, we have the option to normalize the sum of the fragments to the total spectra.

In Figure 4, we see the dominant Soret peak, known to be a \(\pi-\pi^*\) excitation, as predominantly oscillations on the outer carbon and hydrogen atoms. The onset of absorption is in excellent agreement with experiment. The Soret peak at 3.2 eV is slightly lower in energy than that of Zn porphyrin due to effects of the open d-shell upon the \(\pi\)-bonds of the outer carbon ring. By examining the ground state density of states, we find that no Fe d-states are expected to be significantly optically active in this energy range, as they are either Laporte and/or spin forbidden in the region close to the gap. Instead, as confirmed by the Hirshfeld partitioning, the excitations are exclusively on the carbon and hydrogen atoms.
3.4. Perylene on the Rutile TiO$_2$ Surface. The method we presented here is intended to be used on large systems such as surfaces and interfaces which are composed of several hundreds of atoms. In this final example, we provide a brief demonstration of our method with such a system; we study electron transfer from a chromophore molecule to a rutile TiO$_2$ (110) surface.

The ionic motion can have a substantial impact on effects of electron transfer. It is well known that in rutile titania along the (110) direction electron carriers have an effective mass of 10–15 $m_e$ due to the formation of small polarons. Here, we demonstrate the effect of electron self-trapping on electron transfer in a dye-sensitized solar cell system. As a chromophore, we chose perylene, a relatively simple and thoroughly studied molecule in ultrafast pump–probe experiments. For simplicity, we chose carboxylic acid as the anchor group of the molecule to the surface. We model the TiO$_2$-rutile (110) surface by a slab consisting of four atomic layers along the crystallographic direction, as shown in Figure 5. The number of layers was chosen based on earlier convergence studies. The dangling bonds at the bottom of the slab are passivated with hydrogen atoms. The total number of atoms in the simulation cell is 197; during the dynamics, the bottom of the slab (48 atoms) is kept fixed with the interatomic distances equal to the corresponding bulk values. In our simulation, the concentration of the adsorbed perylene molecules on the titania surface roughly corresponds to the one used in experiments (0.18 ML, see ref 81). In previous studies, a DFT++ approach (see section 2.5). Prior to the excitation, the system was heated to 300 K using standard ground-state molecular dynamics.

We follow the electron transfer by means of the Hirshfeld charge partitioning described in section 2.4 (see also refs 21 and 53). We partitioned the system into the slab representing the TiO$_2$ surface after excitation. Right: Simulation cell at the time of the excitation. The electronic excited state is plotted as the electronic excited state with both the electron and hole localized on rutile TiO$_2$ (Figure 5). This state has an excitation energy of 2.4 eV and was found by using the second type of the $\Delta$-SCF approach (see section 2.5). Prior to the excitation, the system is the time step, and $T_{traj}$ is the total simulated time (as) cores used wall-clock time core-hours

<table>
<thead>
<tr>
<th>system name</th>
<th>$N_{at}$</th>
<th>$N_{el}$</th>
<th>$N_{bf}$</th>
<th>$\Delta t$ (as)</th>
<th>$T_{traj}$ (fs)</th>
<th>cores used</th>
<th>wall-clock time</th>
<th>core-hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABN</td>
<td>24</td>
<td>64</td>
<td>216</td>
<td>24.2</td>
<td>194</td>
<td>4</td>
<td>8h 31m 0s</td>
<td>34</td>
</tr>
<tr>
<td>H/Al(111)</td>
<td>73</td>
<td>217</td>
<td>652</td>
<td>20</td>
<td>80</td>
<td>16</td>
<td>8h 26m 53s</td>
<td>136</td>
</tr>
<tr>
<td>Fe porphyrin</td>
<td>37</td>
<td>120</td>
<td>387</td>
<td>24.2</td>
<td>169</td>
<td>16</td>
<td>17h 32m 20s</td>
<td>280</td>
</tr>
<tr>
<td>perylene on TiO$_2$</td>
<td>197</td>
<td>924</td>
<td>2465</td>
<td>24.2</td>
<td>115</td>
<td>16</td>
<td>9d 8h 05m 25s</td>
<td>3585</td>
</tr>
</tbody>
</table>

Figure 5. Left: Evolution of the charge, as calculated by the Hirshfeld partitioning method, on the perylene molecule and on the slab representing the TiO$_2$ surface after excitation. Right: Simulation cell at the time of the excitation. The electronic excited state is plotted as the electronic excited state with both the electron and hole localized on rutile TiO$_2$ (Figure 5). This state has an excitation energy of 2.4 eV and was found by using the second type of the $\Delta$-SCF approach (see section 2.5). Prior to the excitation, the system was heated to 300 K using standard ground-state molecular dynamics.

In Table 1, we present the computational resources required for the preceding demonstrations as well as values characterizing the size of each problem. All simulations were carried out on small number of cores (4 to 16). Here, we used PBE+$U$ with $U = 4.2$ eV. This is a typical value for titania and has been confirmed previously in convergence studies. We use a DZP basis set and a colinear spin-polarized setup, and we sample the Brillouin zone by the $\Gamma$ point.

In dye-sensitized solar cell designs such as the one described here, the occupied states of the chromophore do not interact significantly with the states of the semiconductor. As a result, the probability of direct electron injection from the chromophore into the semiconductor is negligibly small, and once the electron has been transferred to the semiconductor, its direct recombination with the hole in the chromophore is blocked. Therefore, to study the dynamics of the electron transfer from perylene to the titania surface, we ignored lower energy perylene-to-surface charge transfer states and chose the excited state with both the electron and hole localized on perylene (Figure 5). This state has an excitation energy of 2.4 eV and was found by using the second type of the $\Delta$-SCF approach (see section 2.5). This charge transfer blockade due to the oxygen of the carboxylic group. This is due to the effect of electron localization on Ti d-orbitals. After this time interval over which electron transfer occurs, the charge self-traps on this site by forming a surface polaron. This can be seen as a systematic shift of the average distance between Ti and the oxygen atoms to which it is bonded; at ~60 fs, after the excitation, this distance increases by 0.07 Å due to repulsion of the extra charge on Ti. The polaron formation time of ~60 fs is in good agreement with the period of the $\Delta_{1g}$ phonon mode in rutile titania. Because of the formation of the polaron, the charge is trapped on Ti and further electron transfer is blocked. This may allow for high recombination rates with the hole located on the perylene. This charge transfer blockade due to the formation of the polaron makes rutile titania an efficient substrate for dye and quantum dot sensitized solar cells. A more detailed analysis of the physics involved in these processes will be presented elsewhere.

3.5. Performance of the TDAP-2.0 Code. In Table 1, we present the computational resources required for the preceding demonstrations as well as values characterizing the size of each problem. All simulations were carried out on small number of cores (4 to 16). Here, we found that a relatively large time step of 24.2 as (1 au) is sufficiently accurate in most simulations; this is due to the self-consistent propagation scheme and refined matrix exponentiation routine. The last two columns in Table 1
demonstrate the modest computational demands of our code for the reported simulations.

Although direct comparison of computational efficiency with other codes is difficult due to differences in the underlying implementation of DFT, we provide a crude level of comparison by simulating a few steps of the perylene on TiO₂ with GPAW’s classical ion dynamics. For the GPAW calculation, we use the default real-space grid spacing parameter \( h = 0.2 \text{ Å} \), use the same simulation cell and the same time step (24.2 as) as in our simulation but without imposing the self-consistency of the propagation. From this run, we estimate the time required for a 115 fs trajectory to be 440,737 core-hours for GPAW, which translates to >100 times computationally more expensive than TDAP-2.0. This performance difference is expected and is attributed to the use of the numerical atomic-orbital basis set in contrast to the real-space grid approach employed by GPAW, the latter being better suited for highly accurate calculations of smaller systems.

In our simulation of perylene on rutile titania, the total energy was conserved within 14 meV (0.07 meV per atom). This is quite small considering all degrees of freedom in this simulation; it corresponds to a change of the system temperature by 0.4 K. The deviation of total energy can be reduced by adjusting the parameters of the simulation, like the density matrix convergence cutoff in the self-consistency routine and the time step.

4. CONCLUSIONS

We presented a vastly improved and efficient version of our earlier approach for performing real-time first-principles electronic structure calculations, with classical ion dynamics and RT-TDDFT for the nonadiabatic propagation of the electronic system. The classical approximation for the electron–ion coupling still offers the best compromise between accuracy and tractability for the numerical simulation of large systems. This approximation, together with RT-TDDFT and utilization of localized, numerical atomic-orbital basis sets, allows for extremely efficient simulation of important problems such as photocatalysis and electron transfer on surfaces and interfaces. One of the most important additions to our method is the ability to use DFT+U because it allows us to capture the effects of Coulomb repulsion and electron localization in transition metal oxide surfaces. These effects, combined with ionic motion, can have a profound influence on the behavior of the system, reaction outcomes, and electron transfer dynamics, as we have shown in examples here and in previous work. It remains to be seen how much impact dynamic screening (“dynamic, site-specific U”) and memory effects will have on the time evolution of such systems. We hope to address this issue in the future. The other major capability of our method is the simulation of linear absorption spectroscopy, where RT-TDDFT has been shown to have unexpectedly good accuracy in reproducing experimental results. Last but not least is the addition of analysis tools, with the most important being the Hirshfield charge partitioning method and the local dipole contributions. Our experience shows that this simple, intuitive, and stable method is remarkably well suited for analyzing the charge dynamics in spectroscopy, dye-sensitized solar cells and photocatalytic reactions. This can provide a qualitative picture of the process, which together with the low computational cost of our simulations could be of great utility in guiding experimental design of better materials for a variety of important applications. The computational tools developed here will hopefully be incorporated in standard packages like the SIESTA code that we have employed for their development. Before they become accessible as part of standard packages, they are available to academic researchers through collaboration by contacting the corresponding author.
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