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1. Introduction

El Niño–Southern Oscillation (ENSO) is one of the largest signals of interannual climate variability. Because of its global teleconnections, it is critically important to predict how ENSO might change with changing climate. Climate models need to represent ENSO’s dynamics accurately enough that predicted changes under a global warming scenario are physically meaningful.

Models from the Coupled Model Intercomparison Project phase 3 (CMIP3), which were used for the Fourth Intergovernmental Panel on Climate Change (IPCC) report [Meehl et al., 2007], showed varying degrees of success in accurately representing the sea surface temperature (SST) signal of El Niño, with no model consistent with observations to within the observational error [AchutaRao and Sperber, 2006]. For CMIP5, associated with the IPCC’s fifth report, the model equatorial mean state shows improvement in some aspects and degradation in others [Guilyardi et al., 2012b]. About half of the modeling centers obtained a more realistic ENSO amplitude relative to previous model versions [Guilyardi et al., 2012a], and models have converged in their representation of the spatial patterns of El Niño events [Kim and Yu, 2012]. However, models still show a spread in some processes such as the Bjerknes feedback [Guilyardi et al., 2012a].

The models showing an increasingly realistic ENSO while still having biases in critical feedbacks suggests the existence of systematic compensating errors. In simulations with increased greenhouse gases, these errors are not guaranteed to compensate and may lead to poor predictive skill. Because compensating errors cannot be identified from the system output alone (e.g., from the behavior of the Niño3 index), their identification requires an examination of individual physical processes in the simulation of ENSO.

Much recent progress has been made in process-based analysis. Guilyardi et al. [2009] and Lloyd et al. [2009] identified compensation between the Bjerknes feedback and the heat flux feedback. Brown and Fedorov [2010] examined the efficiency of conversion of wind power into buoyancy power and diffusive dissipation,
and Brown et al. [2011] examined numerous CMIP3 models using an energetics framework, quantifying the processes that translate wind anomalies to available energy. Work has been done on the effect of the spatial pattern of the wind stress anomalies [Capotondi et al., 2006], and on the zonal advective versus thermocline feedback [Dewitte et al., 2007]. Models with poor mean states have been shown to obtain increasingly realistic ENSO signals by having unrealistic feedbacks, including the wind-thermocline feedback [Xiang et al., 2012]. In addition, the Bjerknes stability index (BJ index) [Jin et al., 2006; Kim and Jin, 2011] involves analysis of several individual processes, followed by combining them into feedbacks and then a single index, providing a very useful method to quantify both individual processes and their combined effect on ENSO.

We perform process-based analysis of five CMIP5 models using transfer functions, which were used in the context of climate model analysis and compensating error identification by MacMynowski and Tziperman [2010]. Transfer functions are commonly used in control engineering to assess the frequency-dependent response of a system to an input [e.g., Swanson, 2000]. In its simplest form, a transfer function is the ratio of the Fourier transform of the output of a system to that of the input, as function of frequency. The analysis of a more complicated system proceeds by dividing it into a series of causally related inputs and outputs and assuming the relationship between them to be linear. Analyzing the behavior of each subsystem by examining the input and output time series using a transfer function, we can understand the linear frequency-dependent behavior of the complete system. The purpose of the transfer function analysis is not to discover new physical mechanisms but rather to quantify known mechanisms and processes, allowing comparison between models and observations and among different models.

MacMynowski and Tziperman [2010] analyzed three models and observations, examining two specific feedbacks, the reflection of Rossby waves into Kelvin waves in the East Pacific and the response of the East Pacific SST to Kelvin waves, and were able to identify model errors in specific processes. MacMartin and Tziperman [2014] expanded this analysis by examining a total of six processes spanning the delayed oscillator feedback loop. The transfer function analysis has also been recently applied to the study of the meridional overturning circulation in CMIP models [MacMartin et al., 2013].

In this paper, we expand on the above previous work in three main ways. First, we analyze a larger set of five models from the latest CMIP5 intercomparison, making our results relevant to model improvement of current state-of-the-art IPCC models. Second, we choose processes to analyze based on the recharge oscillator [Jin, 1997], including the thermocline feedback [Dijkstra, 2000] and corresponding individual ENSO subprocesses, rather than the delayed oscillator used previously. This serves two main purposes: (i) demonstrate how complementary views of ENSO can lead to additional insights and (ii) test specific aspects of the recharge oscillator mechanism against full general circulation models (GCMs) and observations. Finally, we analyze in this paper for the first time an extensive set of nine physical processes forming the entire feedback cycle of ENSO rather than only subsample some of the relevant processes.

ENSO’s mechanism is a complex combination of physical processes (upwelling, wind response to SST, ocean transport response to wind, heat content response to transport, etc.). The transfer function method is applicable to any single physical process in which there is an input-output relationship (e.g., input is the SST; output is the wind response) and where linearized treatment makes sense. ENSO is composed of many such processes and is therefore an appropriate target for this tool. The role of a simple mechanism used in conjunction with the transfer function analysis is to guide selection of subprocesses that are important for ENSO’s dynamics. We chose the recharge oscillator as a leading paradigm for ENSO’s mechanism. Some of the processes we study are only implicit in the original presentation of the recharge oscillator mechanism; yet they are still critical to any ENSO mechanism (e.g., the response of the East Pacific SST to East Pacific subsurface temperature); we address other ENSO processes that we feel are important. We note that the method is useful for analyzing model ENSO simulations regardless of the validity of the recharge oscillator mechanism, as long as the individual processes we choose are relevant to ENSO. Similar analyses could be based on other paradigms such as the delayed oscillator [Suarez and Schopf, 1988; Battisti and Hirst, 1989] and the advective reflective oscillator [Picaut et al., 1997].

We identify intermodel differences, indicating that at least some of the models have systematic errors, and also explicitly reveal specific compensating errors. This is possible to do even without a direct comparison to observations. Comparison to the observed record (Tropical Atmosphere-Ocean (TAO) array, section 2) is included where possible, although the limited spatial resolution and short time period of observations make this feasible only for some of the processes considered here. Future studies may apply the same
Table 1. Modeling Centers and the Models Used in This Study, Indicating the Length of the Preindustrial Control Run Used

<table>
<thead>
<tr>
<th>Modeling Center or Group</th>
<th>Institute ID</th>
<th>Model Name</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA Geophysical Fluid Dynamics Laboratory</td>
<td>NOAA GFDL</td>
<td>GFDL-CM 2.1</td>
<td>500 years</td>
</tr>
<tr>
<td>NOAA Geophysical Fluid Dynamics Laboratory</td>
<td>NOAA GFDL</td>
<td>GFDL-ESM2M</td>
<td>1000 years</td>
</tr>
<tr>
<td>NASA Goddard Institute for Space Studies</td>
<td>NASA GISS</td>
<td>GISS-E2-R</td>
<td>300 years</td>
</tr>
<tr>
<td>Max Planck Institute for Meteorology</td>
<td>MPI-M</td>
<td>MPI-ESM-LR</td>
<td>1000 years</td>
</tr>
<tr>
<td>National Center for Atmospheric Research</td>
<td>NCAR</td>
<td>CCSM4</td>
<td>1000 years</td>
</tr>
</tbody>
</table>

methodology to ocean data assimilation/state estimation products (e.g., Global Ocean Data Assimilation System and Estimating the Circulation and Climate of the Ocean [Derber and Rosati, 1989; Behringer and Xue, 2004; Stammer et al., 2002]), although given the expected effect of model biases on these products, we preferred to use the more direct TAO observations instead.

We find that the five models examined here treat the response of the east-west thermocline slope to the zonal wind stress in the central Pacific very similarly, with no evidence of a model spread and therefore model errors. We also find that the amplitude response of SST to subsurface thermocline variability is very consistent. However, the lead-lag relationship between input and output in this process is significantly different from observations at time scales greater than 2 years, suggesting a model bias. Finally, we present a result that suggests compensating errors in two critical processes: the response of the off-equatorial wind stress curl to the Niño3 index and the response of meridional transport of water to wind stress curl.

The following section describes the methods, models, and observations used (section 2). We then describe and discuss the results of the transfer function analysis (section 3), and in section 4 we summarize the results and comment on their significance. We have analyzed a total of nine transfer functions forming the entire recharge oscillator feedback loop. Those not presented here are shown in the supporting information, and some of these are also briefly mentioned toward the end of section 3.

2. Methods and Models

Five global coupled climate models from CMIP5, the Coupled Model Intercomparison Project Phase 5, were used in this analysis and are listed in Table 1. The model specification and the experimental design of CMIP5 are described by Taylor et al. [2012]. As an example, the atmospheric model of GFDL CM 2.1 has a resolution 2.5° longitude by 2° latitude and 24 vertical levels, while the ocean model has a nominal resolution of 1° decreasing to 1/3° near the equator, and 50 vertical levels. The Niño3 spectra of all five models are shown in Figure 1, making a clear case that model errors must be present, as indicated by both the differences from the observed spectrum and by the intermodel differences.

These five models were chosen to provide a range of model behaviors for which the recharge oscillator based transfer function analysis would most reflect on the model ENSO. Previous versions of four of the chosen models (two GFDL models, CCSM and MPI) were found by Beilmadani et al. [2010] to have

![Figure 1. Power spectral density (calculated using Welch’s method) of Niño3 index in the preindustrial control runs of four IPCC CMIP5 models and one predecessor, along with NOAA extended reanalysis SST and the Niño3 index calculated from the TAO array. Note in particular the absence of the observed spectral peak at 4 years for two of the models and its shift to other frequencies in other models. The annual cycle has not been removed so that the performance of the models for annual variability can also be examined. Additionally, the annual peak shows the smoothing effect of the shorter record in the TAO array spectrum.](image-url)
an ENSO dominated by the thermocline feedback (rather than the zonal advective feedback), while spanning the range of ENSO periods. These models therefore are especially appropriate for our analysis, which is based on the thermocline feedback loop of the recharge oscillator. The fifth model, GISS-E2R, was chosen because it exhibited a very weak ENSO in CMIP3, and so its physics may be distinctly different from the other models, making it an interesting point of comparison.

The subsurface ocean observations used in this paper are from the TAO project [McPhaden et al., 1998], provided by the TAO Project Office of NOAA/Pacific Marine Environmental Laboratory, www.pmel.noaa.gov/tao/data_deliv/, and combined with the Triangle Trans-Ocean Buoy Network array in the west Pacific since the year 2000. The TAO observations provide a good coverage and resolution along the equator, allowing us to compare some relevant equatorial aspects of the model solutions, such as the equatorial thermocline slope, to these observations. However, with their coarse 10°–15° longitude resolution and incomplete observations of ocean currents, these data do not suffice for computing some of the measures we apply to models, such as the time-dependent zonally integrated off-equatorial ocean meridional transport. The time period covered by the TAO is only about 20 years, and this leads to difficulties in resolving lower frequencies as well. We indicate below when TAO data are insufficient for model observations comparison and in such cases are still able to make progress based on a model intercomparison.

We also used the National Oceanic and Atmospheric Administration (NOAA) extended reconstruction Niño3 index product, version 3b [Smith and Reynolds, 2003], from the National Climatic Data Center, www.ncdc.noaa.gov/ersst/.

2.1. Transfer Functions

Transfer functions [e.g., Swanson, 2000] are commonly used in control engineering to determine the frequency-dependent response of a system to an input. The transfer function reflects the variability in the output signal $y(t)$ that is caused by the input $x(t)$ at each frequency; in the absence of other influences on $y(t)$, the transfer function is equal to the ratio of the Fourier transform of the output, $\hat{y}(f)$, to the Fourier transform of the input, $\hat{x}(f)$, or $H_{yx}(f) = \hat{y}(f)/\hat{x}(f)$. In order to retain only the part of the output signal correlated with the input, this is more conveniently calculated in practice as the cross correlation of the input and the output divided by the autocorrelation of the input:

$$H_{yx}(f) = \frac{\langle \hat{x}^*(f)\hat{y}(f) \rangle}{\langle \hat{x}^*(f)\hat{x}(f) \rangle} = \frac{G_{yx}(f)}{G_{xx}(f)}.$$ 

where angled brackets denote an average (defined below), $G_{yx}(f) = \langle \hat{x}^*(f)\hat{y}(f) \rangle$ is the cross correlation of the input and output, and $G_{xx}$ is the autocorrelation of the input.

This definition makes it clear that the transfer function represents the correlation between $x$ and $y$ as function of frequency. This also reveals the advantage it offers over a standard correlation/regression analysis. Two time series may be correlated at some frequencies but not at others. Thus, correlation at some frequencies, which may be masked by uncorrelated noise in other frequencies and may not be seen using standard time domain correlation/regression analysis, will be revealed using transfer function analysis. In a system with spatiotemporal variability, the transfer function analysis may be combined with analysis of spatial patterns using empirical orthogonal functions or singular value decomposition analysis, for example, by examining the transfer function of different principal component time series.

We note that the transfer function is complex, and below we write it using a frequency-dependent amplitude (referred to as gain), and a frequency-dependent phase:

$$H_{yx}(f) = |H_{yx}(f)| e^{i\phi(f)}.$$ 

The amplitude represents the strength of the (normalized) correlation between the input and output variables, and as we will see, the phase indicates which of the two leads in the time series and thus may sometime help us infer causality relations.
To calculate $G_{xy}$ and $G_{xx}$, $x(t)$ and $y(t)$ are first divided into shorter segments $x_k(t)$ and $y_k(t)$ and the Fourier transforms of the segments $\tilde{x}_k(f)$ and $\tilde{y}_k(f)$ are calculated. Then the appropriate products are averaged over the segments to determine the correlation:

$$G_{xy} = \frac{1}{n} \sum_{k=1}^{n} \tilde{x}_k(f) \tilde{y}_k(f),$$

(1)

$$G_{xx} = \frac{1}{n} \sum_{k=1}^{n} \tilde{x}_k(f) \tilde{x}_k(f).$$

(2)

Dividing the time series into segments and averaging them are intended to remove uncorrelated parts of the response. In practice, shorter segments allow for more averaging but lead to a smaller range of resolved frequencies. Finally, standard Hamming windows with an overlap of 50% are used before transforming. The error in the transfer function estimate amplitude, $\sigma_H$, is calculated following Swanson [2000], as

$$\sigma_H = \sqrt{\frac{1 - \gamma_{xy}^2(f)}{2k\gamma_{xy}^2(f)}} |H_{xy}(f)|,$$

(3)

where $\gamma_{xy}$ is the coherence,

$$\gamma_{xy}^2 = \frac{|G_{xy}|^2}{G_{xx}G_{yy}}.$$  

(4)

The phase error, $\sigma_\phi$, for low-amplitude error, is approximated as

$$\sigma_\phi = \tan^{-1} \left( \frac{1 - \gamma_{xy}^2(f)}{2k\gamma_{xy}^2(f)} \right).$$

(5)

When a wide range of frequencies is of interest, we use longer segments to calculate the transfer function at lower frequencies and shorter segments that allow for more averaging at higher frequencies. That is, in estimating the response at higher frequencies, each segment is further subdivided in order to obtain more averaging. This additional averaging at high frequencies leads to a noise reduction and therefore to a better signal-to-noise ratio, and this procedure still resolves the transfer function at lower frequencies as the intervals used for these frequencies are not shortened.

The amplitude of the output of a given physical process often depends not only on the amplitude of the input but also on its frequency. Consider, for example, the simple equation $d/dt$ (heat content) = (meridional heat transport). If the heat transport input on the right-hand side of this equation is of the form $T_e e^{i\omega t}$, then the output heat content would vary as $(-IT_0/\omega) e^{i\omega t}$. In other words, the amplitude of the response, $(-IT_0/\omega)$, depends on the frequency of the input. We emphasize that this frequency dependence of the transfer function calculation is not necessarily directly related to the frequency of ENSO itself.

### 2.2. Choice of Processes

To examine model simulations of ENSO, we chose to use the recharge oscillator mechanism [Jin, 1997] as a framework for identifying subprocesses within ENSO and defining their input and output, although as mentioned in section 1 the analysis would be valid even if the recharge oscillator mechanism did not fully represent ENSO's dynamics.

According to the recharge oscillator mechanism, the anomalous warm SST in the eastern Pacific induces anomalous equatorial westerlies. The anomalous westerlies cause the thermocline to deepen in the eastern Pacific, increasing the slope of the thermocline. A deeper eastern Pacific thermocline means that the climatological upwelling causes warming at the surface. Furthermore, the westerly wind anomalies are predominantly at the equator, and therefore, an anomalous wind stress curl is induced in the off-equatorial band. This curl causes a meridional divergence of water from the equator via the Sverdrup balance and therefore causes a shoaling of the entire equatorial thermocline. This, combined with the climatological upwelling, causes cooling and a transition to a La Niña phase.

This theory motivates the investigation of the following nine processes and corresponding transfer functions; see Figure 2 for a schematic of the ENSO mechanism including these processes.
Figure 2. A schematic of the recharge oscillator mechanism showing all nine processes analyzed here using transfer functions. The numbered boxes indicate processes for which we calculate transfer function according to the numbered list in section 2.2, while the variables appearing in this schematic are the input and output variables listed in that section.

1. The response of the central Pacific zonal wind stress (denoted \( \tau_c \), defined as the average of the zonal wind stress between 5°S and 5°N and between 175–225°E) to the Niño3 index representing the East Pacific SST (\( \text{SST}_E \)).
2. The response of the thermocline slope (\( \Delta h \)) to the central Pacific zonal wind stress (\( \tau_c \)). (The thermocline slope is calculated as the difference between the thermocline depth in the western equatorial Pacific, averaged over 130–160°E, and the thermocline depth in the eastern equatorial Pacific, averaged over 240–270°E, divided by the distance between 160°E and 240°E.)
3. The response of the East Pacific thermocline depth (\( h_E \), averaged over the Niño3 region) to the thermocline slope (\( \Delta h \)).
4. The response of the basin-wide off-equatorial wind stress curl (\( \text{curl} \tau_{\text{off-eq}} \)) from 160 to 270°E at 5°N and 5°S to the Niño3 index (\( \text{SST}_E \)).
5. The response of the meridional transport away from the equator (\( V_{\text{off-eq}} \), averaged over 160–270°E and at 5°N and 5°S) to the off-equatorial wind stress curl (\( \text{curl} \tau_{\text{off-eq}} \)) at 5°N and 5°S.
6. The response of the average equatorial thermocline depth (\( \bar{h} \)) to the meridional transport away from the equator (\( V_{\text{off-eq}} \)).
7. The response of the East Pacific thermocline depth (\( h_E \)) to the average equatorial thermocline depth (\( \bar{h} \)).
8. The response of the East Pacific temperature anomaly at depth (\( T_{E,\text{deep}} \)) to the East Pacific thermocline depth (\( h_E \)).
9. The response of the surface temperature in the East Pacific (\( \text{SST}_E \)) to the temperature at depth in the East Pacific (\( T_{E,\text{deep}} \)).

Results from processes 2, 4, 5, and 9 are presented in section 3. The transfer functions for the other processes are shown in the supporting information, and some are also briefly discussed toward the end of section 3.

3. Results

The specific transfer function results presented here out of the full set of processes presented in Figure 2 are chosen because they span the range of possible outcomes, from transfer functions that demonstrate intermodel consistency to those that explicitly show the existence of model errors and compensating errors. Section 3.1 presents surprising insights regarding the differential relationship between the thermocline slope and the zonal wind stress in the models. Section 3.2 shows that the SST response to changes in thermocline depth is consistent among the models, but different from observations. In section 3.3, compensating errors are identified in the response of the wind stress curl to the SST and the response of the meridional divergence of water to the wind stress curl. Transfer functions listed in Figure 2 and not presented here are shown in the supporting information.

3.1. Thermocline Slope Response to Wind Stress

The first result presented here is the relationship between the slope of the thermocline and the zonal wind stress in the central Pacific. The power spectral density of the thermocline slope and the central Pacific wind stress are shown in Figures 3c and 3d. The transfer functions of the five models (Figures 3a and 3b, showing the amplitude and phase, correspondingly) show a surprising degree of agreement in this process, as evidenced by the overlapping error bars for 3–5 of the models at most frequencies. That this plot represents a strong intermodel consistency will become even more apparent when we look at other transfer functions below, which show more of a model spread. The shape of the transfer function amplitude (gain) indicates a
nearly frequency-independent stronger response of the thermocline slope to the wind stress at time scales longer than 2 years, and a decreasing response at shorter time scales. This means that a given amplitude low-frequency wind signal leads to a stronger thermocline slope response than a high-frequency wind signal of the same amplitude. The transfer function phase changes from zero (indicating that the thermocline slope and wind stress are in phase) at long time scales, to 180° (the thermocline slope and wind stress are out of phase) at short time scales. Other than the MPI model having a higher gain (magenta curve higher than the others in Figure 3a at time scales longer than 2 years; this is further discussed below), the inter-model consistency is encouraging. The frequency dependence of the amplitude and phase of this transfer function is interesting and is carefully discussed next.

Jin [1997] assumed that the thermocline depth and wind are related via the nondimensional relation \( \Delta h = h_w - h_e = \tau \), where \( h_w \) is the western Pacific thermocline depth, \( h_e \) is the eastern Pacific thermocline depth, and \( \tau \) is the wind stress in the central Pacific. This is recognized to be an approximation that is only valid after some short adjustment time of the order of a few months. The transfer function is expected to be frequency independent in this case and is said to represent a zeroth-order relation between the two, where a first-order relation would mean that one variable is related to the first time derivative of the other, etc.

However, the corresponding magnitude and phase we find here are similar to what would arise from a second-order relation, specifically a second-order differential equation for a damped driven harmonic oscillator:

\[
\ddot{x} + \frac{c}{m}\dot{x} + \frac{k}{m}x = \mu \omega_0^2 F(t),
\]

where \( x \) is the displacement, \( m \) is the mass, \( c \) is the damping coefficient, \( k \) is the spring constant, and \( \mu \omega_0^2 F(t) \) is some forcing term. Let \( \omega_0 = \sqrt{k/m} \) be the natural frequency of the oscillator and \( \gamma = c/m \). Take the Fourier transform to obtain:

\[
F^2(2\pi f)^2 \hat{x}(f) + f\gamma 2\pi i \hat{x}(f) + \omega_0^2 \hat{x}(f) = \mu \omega_0^2 \hat{F}(f).
\]

Considering the forcing \( F \) as the input, and the amplitude \( x \) as the output, the complex transfer function is \( H_{st}(f) = k(f)/F(f) = T_{st}e^{i\Theta} \) and is given by

\[
H_{st}(f) = \mu \omega_0^2 \left[ \frac{\omega_0^2 - (2\pi f)^2}{(\omega_0^2 - (2\pi f)^2)^2 + (2\pi f)^2} - i \frac{2\pi f}{(\omega_0^2 - (2\pi f)^2)^2 + (2\pi f)^2} \right],
\]

and its magnitude \( T_{st} \) is

\[
T_{st} = \mu \omega_0^2 \left[ (\omega_0^2 - (2\pi f)^2)^2 + (\gamma 2\pi f)^2 \right]^{-1/2}.
\]
Consider the limit \( f \gg (\alpha_i, \gamma) \), corresponding to a high frequency or short period. The magnitude \( T_{sf} \) then reduces to approximately \( \mu/2\pi f^2 \). In this case the phase of the transfer function is \( \Theta = \tan^{-1}(\gamma/(2\pi f)) - \pi \), which becomes \( \Theta = -\pi \) for large \( f \). In the case of low frequencies, \( f \ll \alpha_i \), we find \( T_{sf} = \mu \) and \( \Theta = \tan^{-1}(2\pi f/\omega_i^2) \approx 0 \).

Figures 3a and 3b show that the transfer functions of the wind stress versus thermocline for the different models are consistent with the form predicted above for a forced oscillator: the magnitude decreases at high frequencies and levels out to a constant at low frequencies; the phase progresses from 0 to \(-180^\circ\), within error bars, again similar to the oscillator equation analyzed above.

We conclude that based on the transfer functions being frequency dependent, the relationship between the slope of the thermocline and the zonal wind stress cannot be approximated as being zeroth order (that is, a linear relation not involving time derivatives) for periods less than 2–3 years. This is in contrast to the original formulation of the recharge oscillator. Later versions of the recharge oscillator [e.g., Burgers et al., 2005] recognized that a slightly more nuanced treatment is required and added a time adjustment into this relation. Specifically, Burgers et al. [2005] write

\[
\begin{align*}
\frac{dh_w}{dt} &= -r(h_w + \alpha \tau) \\
\frac{dh_E}{dt} &= -\epsilon(h_E - h_w - \tau),
\end{align*}
\]

where \( \epsilon, \alpha, \) and \( r \) are constants. The first equation is as in Jin [1997], while the second may be thought of as introducing a time dependent adjustment of the thermocline slope to the wind. Let \( \Delta h \equiv h_w - h_E \) and \( \dot{h} \equiv \frac{1}{2}(h_w + h_E) \). Then we can combine these two equations to find

\[
\begin{align*}
\frac{dh_w}{dt} &= \frac{d}{dt}(\dot{h} + \frac{1}{2} \Delta h) = -r(\dot{h} + \frac{1}{2} \Delta h + \alpha \tau) \\
\frac{dh_E}{dt} &= \frac{d}{dt}(\dot{h} - \frac{1}{2} \Delta h) = -\epsilon(-\Delta h - \tau).
\end{align*}
\]

Differentiating and combining these two yields a differential relation between \( \Delta h \) and \( \tau \)

\[
\frac{d^2 \Delta h}{dt^2} + (r + \epsilon) \frac{d\Delta h}{dt} + r\epsilon \Delta h = -(\alpha + \epsilon) \frac{d\tau}{dt} - r\epsilon \tau.
\]

This form is seemingly consistent with the GCM results shown in section 3.1 where we showed that the transfer function between the thermocline slope and wind stress behaves as that of a damped harmonic oscillator. However, here the damped harmonic oscillator equation has the term \((\alpha + \epsilon) \frac{d\tau}{dt}\) as an additional forcing term on the right-hand side. This forcing term turns out to significantly affect the relation between \( \Delta h \) and \( \tau \), making it again inconsistent with the GCM results. Figure 4 shows the transfer functions for the two theoretical approximations of Jin [1997] and Burgers et al. [2005] and the result for the harmonic oscillator transfer function. We conclude that we were not able to find a variant of the recharge oscillator that is completely consistent with the GCM results, and this interesting result indicates the need for additional research in this direction to better understand the relation between the thermocline slope and wind stress as a function of adjustment time.

The transfer function was an invaluable tool for discovering this behavior and the interesting inconsistency between the theory and GCMs. By examining the time series of the mean thermocline slope and
Central Pacific (CP) wind alone, the correlation at longer time scales of 2–3 years is clearly seen from the covariation of the two time series (Figure 3e). However, the relationship at shorter periods is not at all evident from these time series. The transfer function, effectively representing the correlation as function of frequency (section 2.1), is able to show the smaller yet existing correlation at shorter periods (via the amplitude of the transfer function at these periods) as cleanly as that at longer periods.

As a final thought on this subject, we note that the MPI model has a higher gain (transfer function amplitude, section 2) than the other models at low frequencies. This means that a given low-frequency wind perturbation leads to a stronger low-frequency thermocline response in this model than in the other models. The higher gain for the MPI model is consistent with the different spectra in Figures 3c and 3d: the MPI central Pacific zonal wind stress spectrum is much weaker than the other four models' for periods greater than 1 year, but the MPI thermocline slope spectrum is not nearly so much lower. This is consistent with the higher gain shown in Figure 3a; at 4 years, a weaker wind signal in MPI will result in the same thermocline slope as is created by a stronger wind in the GISS model, for example.

3.2. Niño3 SST Response to Temperature at Depth

Another process critical to El Niño, even if only implicitly assumed in the original recharge oscillator description, is the response of surface temperature in the eastern Pacific to changes in the colocated deep temperature due to changes in thermocline depth. This process reflects the efficiency of the translation of the changes in thermocline depth to SST, which then triggers the atmospheric response. We begin by defining a weight, \( w_s \), that identifies the location of the maximum interannual East Pacific temperature root-mean-square (RMS) variability at the surface for the TAO data and for each model. This weight is later used to calculate the mean temperature over the area of maximum variability. The weight is defined as follows:

\[
w_s(i,j) = \sqrt{\langle (\text{SST}(i,j,m) - \langle \text{SST}(i,j,m) \rangle)^2 \rangle}. \tag{10}
\]

A similar weight, \( w_d(i,j,k) \), is defined at depth to represent the RMS of potential temperature variability around the depth of the thermocline. Angled brackets indicate a time average, \( \text{SST}(i,j,m) \) represents the monthly mean temperature for month \( m \), and the indices \( i, j \) (and \( k \)) correspond to longitude, latitude (and depth), respectively. The surface and deep weights \( w_{s,d} \) are set to zero when smaller than 30% of their
Figure 6. (a) Transfer function magnitude and (b) phase of the response of the SST in the Niño3 region averaged over the area of maximum temperature variability (equation (10)), to the subsurface temperature over the same horizontal domain, averaged over the volume of maximum temperature variability. (c) Time series of both variables from the TAO array, where Niño3 index is in green and temperature at depth is in blue.

maximum value. The weighted average SST and temperature at depth in the area of maximum variability can now be defined as

\[
T_s = \frac{\sum_{i,j} SST(i,j)w(i,j)\delta x \delta y}{\sum_{i,j} w(i,j)\delta x \delta y}
\]

\[
T_d = \frac{\sum_{i,j,k} T(i,j,k)w_d(i,j,k)\delta x \delta y \delta z}{\sum_{i,j,k} w_d(i,j,k)\delta x \delta y \delta z}
\]

where \(\delta x\), \(\delta y\), and \(\delta z\) are the grid dimensions. Spatially averaged sections of the RMS temperature variability are shown in Figure 5. Note the significant differences in spatial variability patterns among models and between the models and observations. In particular, the variability in the GISS-E2-R model seems very diffused, and, for a few models, variability patterns are too close to the surface compared to the TAO array data. The magnitudes are also consistently smaller for the models than they are in the observations.

The transfer function for the response of the temperature at the surface to the temperature at depth was calculated twice for each model: first, using the weights based on the RMS variability pattern of each model separately and second, using the TAO RMS variability pattern. The former is shown in Figures 6a and 6b, and the consistency of both magnitude and the phase among the models (not including the MPI model) is better than the consistency between the models and the TAO observations. It is interesting to note that despite the differences among model RMS variability patterns and model difference from observed RMS variability pattern, only the MPI transfer function was strikingly sensitive to the averaging pattern via the choice of weights. This is likely because its maximum RMS variability occurs especially close to the ocean surface (Figure 5c) and significantly above the other models and observations. The magnitude of the transfer function for the MPI model is on the low end of the range of the other models, and its phase is quite different, being, for example, about \(-70^\circ\) at low frequencies while the other models are at \(-20^\circ\). Both the amplitude and phase of the MPI transfer function are closer to the other models when calculated using the TAO RMS variability pattern (not shown).

The phase at long time scales is \(-20^\circ\) for the models but \(50^\circ\) for the TAO array data. The TAO array transfer function phase implies that at time scales greater than 2 years, the Niño3 index leads the change in the thermocline depth. Given the short observational record, the results from the TAO array are not definitive, but the phase behavior for the TAO data (Figure 6c) is consistent with the recharge oscillator mechanism: while on short time scales the subsurface temperature is directly affecting the SST, on longer time scales, the Niño3 SST affects the winds, which then influence the thermocline depth and deep temperature. Interestingly, none of the models exhibit this behavior. It is important to note that the TAO array data are spatially sparse and have an extremely short record compared to the long time series of the five CMIP5 models analyzed here. However, the agreement between the models and their disagreement with the observations seem significant and interesting, even if it is not obvious what physical processes may account for this model behavior.

3.3. Wind Stress Curl and Sverdrup Balance

According to the recharge oscillator mechanism, SST changes at the equator force anomalous westerlies that are strongest at the equator, and therefore an anomalous curl is induced off the equator. The
off-equatorial wind stress curl induces, via
the Sverdrup balance, meridional transport of
above-thermocline water into and out of the
equatorial domain, thus increasing or reducing
the mean equatorial thermocline depth. The
transfer function analysis based on this pro-
cess reveals some interesting model errors and
compensating errors.

Our first step is to identify the latitude at which
to evaluate the meridional transport and
wind stress curl. For this purpose, consider the
regression of the wind stress curl \(\text{curl}_\text{off-eq}\) on
the Niño3 index

\[
\text{curl}_\text{off-eq}(x, y) = \alpha(x, y) + \beta(x, y) \text{Niño3},
\]

where \((x, y)\) are the longitude and latitude,
\(\alpha(x, y)\) is the regression intercept, and
\(\beta(x, y)\) is the regression slope. The largest absolute
value of the regression slope is found around
5°N and 5°S, and the regression slope is posi-
tive in the Northern Hemisphere and negative
in the Southern Hemisphere, as expected (see
the supporting information for plots of \(\beta\) and
correlation coefficient.) This suggests that 5°S
and 5°N are appropriate latitudes for calculat-
ing the wind curl-induced meridional transport
of water.

Although the regression patterns are quite
similar among the models, indicating a similar
atmospheric response to Niño3 tempera-
ture anomaly patterns, the transfer functions
between the curl of the wind stress and the
Niño3 index, shown in Figure 7, differ. This is a
nice example showing that transfer functions can identify model differences and hence errors where regres-
sion and correlation analyses show model consistency. It is interesting in particular that the two versions of
the GFDL model seem to differ significantly. The magnitude of the transfer function for GFDL CM 2.1 is signif-
icantly lower than for the later version, GFDL ESM 2M, especially at shorter time scales. This low response of
the curl of the wind stress to the Niño3 index would seem to imply an overall weaker feedback on the Niño3
index. However, if we then consider the effect of the curl on the meridional transport, shown in Figure 7, we
see that the GFDL CM 2.1 transport is stronger for a given curl than GFDL ESM 2M. At the longest time scales,
the transport seems stronger than predicted by the Sverdrup balance. This is seen by the transfer func-
tion being larger than one for most frequencies; the wind stress curl has been normalized so that it would
be equal to the total meridional transport if the Sverdrup balance exactly held.

We next demonstrate that the differences in these two transfer functions, shown correspondingly in
Figures 7a and 7b and 7c and 7d, reflect compensating errors between these two models. That is, the
response of the curl to the SST is too weak in one model and seems to be compensated by the response
of the transport to the curl being too strong in this same model. To test this idea, we calculated the com-
bined process response of the meridional transport away from the equator to the Niño3 index. The resulting
transfer function for both model versions are shown in Figures 8a and 8b and are nearly the same. This then
provides evidence that the errors in the above two processes are compensating each other in at least one of
these two models.
Figure 8. (a) Transfer function magnitude and (b) phase of the response of meridional transport of water away from the equator to the Niño3 index. Blue is GFDL CM 2.1, and green is GFDL-ESM 2M. The magnitude of the transfer function is the same within error, and the phase is of the same shape and almost the same value within error.

hightlight the observation based on Figure S1 in the supporting information, that while the regression/correlation coefficients between the wind stress and Niño3 are not dramatically different between the two versions of the GFDL model, the transfer function analysis was able to point to some possible compensating errors there.

4. Conclusion

We analyzed several physical processes in five CMIP5 models using transfer functions. The choice of some of the processes was based on the recharge oscillator mechanism \cite{Jin, 1997}, as shown schematically in Figure 2. By analyzing five models rather than the full set of CMIP5 models, we have been able to focus on detailed analysis of each model and as a result point out specific deficiencies in specific models. Analyzing a wider suite of CMIP models would have allowed us to assess the state of ENSO modeling as a whole, but this would have required that we examine only one or two physical processes rather than nine for each model, spanning the entire ENSO cycle.

We found that the response of the equatorial thermocline slope in the GCMs to the zonal wind stress is similar to the response of a simple damped harmonic oscillator to forcing. This result is different from what one might expect given a naive view of the recharge oscillator \cite{Jin, 1997; Burgers et al., 2005}. This result does not contradict the qualitative mechanism behind the recharge oscillator yet may point to possible needed refinements to the theory.

We found that the climate models examined here show a wide range of spatial patterns of eastern Pacific subsurface interannual temperature variability, yet the transfer function of the relation between the subsurface temperature and the SST signal was consistent among the models in terms of both amplitude and phase. However, the TAO data differ from the models in the phase relationship between the East Pacific subsurface and surface temperature variability at long time scales. In these observations, the Niño3 index lags the subsurface temperature at short time scales and leads the subsurface temperature on time scales longer than 2 years. This long-term lead is consistent with the recharge oscillator mechanism: while deep temperature should lead eastern Pacific SST at short time scales due to upwelling, SST should drive the subsurface temperature variability at longer time scales through the wind and thermocline feedbacks. We do not find this transition in causality in the models. We do note that the TAO array spans a relatively short time period, and these results are therefore less certain than desired.

We also explicitly demonstrate compensating errors in ENSO simulations. Two versions of the same climate model have nearly identical responses of the meridional ocean transport to the Niño3 index, but the
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