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Abstract

Solid-state defect impurities have established themselves as an impactful research platform providing novel pathways to a broad spectrum of problems in physics, biology, chemistry, geology, medicine and materials science. In this dissertation, we present several achievements to improve the sensing capabilities of nitrogen-vacancy (NV) center spins in diamond. The NV defect stands out among impurities currently being investigated. Its prominence in the field is facilitated by its exceptionally long ground-state spin lifetimes at room temperature, an optical spin polarization and readout mechanism, and its capability to be manipulated via coherent microwaves and static magnetic fields.

In the introductory chapter, we review the fundamental aspects of NV research, which encompasses modern applications, processing techniques, and primary sequences for manipulation of the NV spin state. In the second chapter, we describe the spin bath environment surrounding the NV center spins. In chapters three and four, we present two optical methods to extend the NV sensing capabilities to nanometric spatial resolution and to enhance the readout fidelity of NV spin ensembles.
Chapters five and six present a detailed study of dephasing and decoherence mechanisms for NV spin ensembles in a bath of paramagnetic nitrogen spins.
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1.6 Time-resolved NV\(^-\) fluorescence – The fluorescence signals from the \(m_s = 0\) and \(m_s = \pm 1\) spin states are plotted as a function of laser pulse readout duration. The spin-state-dependent signal from individual NV\(^-\) centers leads to a measurable difference in fluorescence from which the spin state of the NV\(^-\) ground state is inferred. A maximal spin contrast of \(C \sim 30\%\) is obtained by taking the difference of \(m_s = 0\) and \(m_s = \pm 1\) signals for short readout durations. For sensing experiments with single centers and ensembles, the readout duration is typically optimized to maximize the product \(C \sqrt{T}\). Graph reproduced from Reference [188]. .................................................. 19

1.7 NV\(^-\) ground-state structure for the \(^{14}\text{Ni}\) isotope – a) Level diagram for \(f_0\) and \(f_{\pm 1}\) given by Eqn. 1.2 taking fine \((m_S)\) and hyperfine structure \((m_I)\) into account. The hyperfine parameter \(A_z \approx -2.2\) MHz and quadropolar splitting \(P \approx -5\) MHz are determined experimentally [142, see Tab. 1]. Nuclear Zeeman energies are typical to small to be experimentally relevant and are thus often ignored. Dipole-allowed transitions are indicated by blue arrows. b) Expected energy spectrum with transitions depicted as Lorentzians. The hyperfine splitting leads two a pair of hyperfine triplets for the two spin transitions \(f_{-1} \leftrightarrow f_0\) and \(f_{-+1} \leftrightarrow f_0\). Note that the quadropolar splitting parameter \(P\) does not affect the electronic spin transitions, which are calculated by the energy difference between the respective energy levels. .......................... 22

1.8 ESR sequence – (a) Applying continuous MW to either the \(|0\rangle \leftrightarrow |-1\rangle\) or \(|0\rangle \leftrightarrow |+1\rangle\) spin transition leads to a measurable difference in fluorescence signal when the MW radiation is on resonance with the electronic-hyperfine transitions (compare Fig. 1.6). (b) Fluorescence signal (SIG) and reference (REF) obtained as a function of MW frequency representative for an ensemble measurement. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Normalized fluorescence signal given by SIG/REF. ................. 24
1.9 Rabi sequence – (a) Resonant MW fields are applied for a duration $\tau$ to either the $|0\rangle \leftrightarrow |-1\rangle$ or $|0\rangle \leftrightarrow |+1\rangle$ spin transition leading to oscillations of the NV fluorescence signal. (b) Normalized Rabi fluorescence signal as a function of MW pulse duration $\tau$ representative for a NV ensemble measurement. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Common spin manipulations explained using the Bloch sphere picture for varying initial spin states (blue arrows) and resulting final states (orange arrows). (i.) A $\pi$-pulse applied around $\hat{x}$ to the $|0\rangle$ state results in inversion of the spin population and yields $|-1\rangle$ (and vice versa). (ii.) A $\pi/2$-pulse applied around $\hat{x}$ to the $|0\rangle$ state results in the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + |-1\rangle)$. (iii.) A $\pi$-pulse applied around $\hat{x}$ to the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + e^{i\phi}|-1\rangle)$ results in a phase swap that yields the state $\frac{1}{\sqrt{2}}(|-1\rangle - e^{i\phi}|0\rangle)$. (iv.) A $\pi/2$-pulse applied around $\hat{x}$ to the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + |-1\rangle)$ results in the state $|-1\rangle$.

1.10 Ramsey sequence with double-pulse noise cancellation scheme – (a) A $\pi/2 - \tau - \pi/2$ Ramsey protocol. (b) Individual Ramsey signals obtained through double-pulsed measurement (SIG1 and SIG2) representative for an ensemble measurement. By altering the phase of the final $\pi/2$ pulse from $x$ to $-x$ in (a), the Ramsey signals are phase shifted by 180° (compare Eqn. 1.8 and 1.9). The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Normalized signal given by $(SIG1 - SIG2)/(SIG1 + SIG2)$; Inset - FFT of Ramsey signal. The beat frequencies occur at $\delta + m\omega_z$. When a finite drive detuning $\delta > \omega_z$ with the NV spin transitions is chosen, the beat frequencies are clearly separated. In the shown case, $\delta \approx 6$ MHz.

1.11 Ramsey sensing sequence – (a) Similar to Fig. 1.10 and by fixing $B_{DC}$, the normalized Ramsey signal in (b) is obtained. Note that the second half of the double-pulsed scheme is omitted for simplicity. (c) By fixing $\tau = \tau_{meas}$, however, and sweeping $B_{DC}$, a magnetometry curve is traced out. Red lines indicate the positions of maximal slope at which the Ramsey signal is maximally sensitive to the external fields that are to be sensed.
1.12 Hahn echo sequence – (a) A $\pi/2 - \tau/2 - \pi - \tau/2 - \pi/2$ protocol representative for an ensemble measurement. Note that the second half of the double-pulsed scheme is omitted for simplicity (see Fig. 1.10). The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (b) Fluorescence signal (SIG1) and reference signal (SIG2) obtained via the sequence. The decay of SIG2 (and SIG1) at long precession times $\tau$ is due to spin-relaxation. Spin-relaxation effects are subtracted when (c) normalizing signal given by $(\text{SIG1-SIG2})/(\text{SIG1+SIG2})$.

1.13 Common NV pulse sequences summarized – The Ramsey and Hahn echo protocol are compared to more advanced pulse sequences. CPMG is an extension of Hahn echo, where an even number of $\pi$-pulses are introduced[205]. XY is similar to CPMG but uses symmetric alteration of the axis of rotation between $\pi$-pulses (of the form x-x-y-y...y-x-y-x-x) to minimize the effect of pulse errors[197, 206].

1.14 DQ Rabi protocol – (a) Schematic showing two Rabi drives $\Omega_{+1} \approx \Omega_{-1}$ applied to the SQ spin transitions and (b) resulting DQ Rabi oscillation representative for an ensemble measurement. Inset: level diagram with two-tone SQ drives and effective $\Omega_{DQ} = \sqrt{\Omega_{+1} + \Omega_{-1}}$ between the zero and bright state. (c) The Fourier transform of the Rabi signal exhibits the Rabi frequencies at $\Omega_{DQ} \approx \sqrt{2}\Omega_{SQ}$ and residual signals at $\approx \Omega_{DQ}/2$ with additional frequencies due to the hyperfine coupling $A_z$ (see text for details). The data was taken with the setup described in Ch. 5 using Sample B (see Table 5.1).

1.15 DQ Ramsey protocol – Sensing in the DQ basis $\{ -1, +1 \}$ requires a population swap from the spin-1 $|0\rangle$ state to the bright state $|B\rangle$ and is obtained via DQ $\pi$-pulses. Effective pulses for the DQ basis are obtained via manipulation of the SQ transitions. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (b) DQ Ramsey signal and (c) Fourier transform, with resonances spaced by twice the hyperfine splitting. This is a manifestation of the doubled gyromagnetic ratio of the DQ basis. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).

1.16 DQ Ramsey double-pulsed scheme for effective noise cancellation – The double-pulsed scheme for SQ Ramsey was explained in Sec. 1.4.3 and is adapted here to DQ Ramsey pulsed experiments. Note the change of axis of rotation for the last DQ $\pi$-pulse obtained by changing the axis of rotation of the SQ transition pulses. Similarly, the axis of rotation in the DQ basis can be manipulated for more advanced pulse sequences through control of the SQ transitions.
1.17 $^{14}$NV$^-$ and $^{15}$NV$^-$ ESR comparison – Full ESR spectrum for NV center ensembles with the $^{14}$N (a) and the $^{15}$N isotope. (b) The four resonance pairs indicated by the colored arrows correspond to the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ electronic spin transitions for the four NV centers classes with quantization axes aligned along any of four [111] crystal directions. An arbitrary bias B-field direction was chosen. The difference in spin multiplicity and hyperfine coupling between the each isotope’s nuclear spin modifies the NV ground-state energy spectrum given by Eqn. 1.2. The data in (a) was taken using Sample B (see Table 5.1), and in (b) using a $^{12}$C = 99.999 % electronic-grade substrate, implanted with $^{15}$N (14 keV, $2 \times 10^{12}$ cm$^{-2}$). Both measurement were performed using the setup described in Reference [101]. Note that the contrast, linewidths, and distributions of the spin population in each hyperfine pair are dependent on sample properties and experimental details.

1.18 $^{14}$NV$^-$ and $^{15}$NV$^-$ Ramsey comparison – Ramsey signal for NV centers with the $^{14}$N (a) and the $^{15}$N isotope. (b) The difference in spin multiplicity and hyperfine splitting is readily observed in the Fourier-transformed Ramsey frequency spectrum (insets). Note that the decay time and measurement contrasts are dependent on sample properties. The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).

1.19 $^{14}$NV$^-$ and $^{15}$NV$^-$ spin echo comparison – Echo signal for NV centers with $^{14}$N (a) and $^{15}$N isotope (b). The absence of a quadropolar splitting in $^{15}$N isotopes results in spin-echo-envelope-modulation (ESEEM) of the $^{15}$NV$^-$ decay envelope when a small magnetic field perpendicular to the NV quantization is present (for details see text). The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).

2.1 $P_1$ center schematic – Graph reproduced from Reference [7] - $C_x$ correspond to the different neighboring carbon lattice sites. Equal letters describe atoms with equivalent dipolar-interaction strength.

2.2 $P_1$ center level structure – For the (a) $^{14}$N and (b) $^{15}$N isotope. Similar to the NV center, the difference in nuclear spin multiplicity modifies the energy levels. Allowed dipole-allowed transitions are shown in blue, solid lines. Forbidden transitions are shown as dashed lines. Note that quadropolar splitting is ignored.
2.3 Jahn-Teller effect – Plot reproduced from References [9, p.37] and [8] with annotations: Circles and short lines at high temperature are experimental data. The cold-temperature simulations are extrapolated to room temperature. Reorientation rates at 250 and 293 K are labeled based on the extrapolated curve.

2.4 $^{14}$N and $^{15}$N ESR spectra taken with the NV DEER measurement protocol – (a) Simulated $^{14}$N spectrum (red) and measured spectrum (blue) for a $[N] = 0.75$ ppm, $^{14}$N sample. The dipole-allowed nitrogen hyperfine transitions are labeled 1 - 6. Smaller peaks are attributed to degenerate forbidden hyperfine transitions ($\Delta m_I \neq 0$) of the off-axis nitrogen orientations. The frequencies were simulated using Eqn. 2.4 and are plotted as Lorentzians with widths and amplitudes chosen to reflect the experimental data. The allowed hyperfine transitions have an approximate amplitude ratio of 1:3:1:3:3:1 (see main text). The Larmor frequency of an electronic spin without hyperfine shift ($g = 2$) is indicated as dashed black line. (b) Simulated spectrum (red) with measurements (blue) for a $[N] = 10$ ppm, $^{15}$N sample. The $^{15}$N dipole-allowed hyperfine transitions are labeled 1 - 4. Smaller peaks are attributed to forbidden $^{15}$N hyperfine transitions and $g = 2$ dark spins. The spectrum of a small abundance of $^{14}$N spins ($\approx 5\%$ of $^{15}$N density) is visible as well. The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).

2.5 $T_2^*$ survey for electronic solid-state spin ensembles as a function of density for NV centers and related systems (see legend) – Inhomogeneous dephasing due to paramagnetic bath spins, strain fields and other effects limit $T_{2\text{ons}}^*$ at low sensor densities $\ll 1$ (see text for details). At spin densities approaching unity, spin-spin interaction places an upper bound on the ensemble dephasing. The region in which individual, single spins are resolvable with confocal microscopy ($\sim 200$ nm average spin distance) is shown in gray. $T_2^*$ values determined for the nitrogen spins (P1 centers) are shown for reference as well (black stars, see Sec. C.5). Measurements by Ishikawa et al. [234] were performed on single NV centers and the error bar indicates the spread in measured $T_2^*$ values. Red arrows indicate improvement from the bare $T_2^*$ as measured in the NV SQ basis and increase when quantum control techniques are employed to suppress inhomogeneities (see Ch. 5). For references see [135].

2.6 Spin bath simulation – a) Single bath configuration showing NV center (red) as central spin at the origin of the diamond lattice and P1 centers (blue) randomly placed around it. b) Spin bath including $^{13}$C spins at 1.07%.
2.7 Simulation results of $\Delta_{\text{single}}$ for a) $[N] = 1$ ppm and b) $[N] = 100$ ppm. The ensemble decay rate $\Delta_{\text{ens}}$ is extracted by fitting the analytical expression given in Eqn. 2.23 to the distribution of simulated values (red line).

2.8 Simulation results of $1/\tau_{c,\text{single}}$ for a) $[N] = 1$ ppm and b) $[N] = 100$ ppm. The data in gray is the distribution $P(1/\tau_{c,\text{single}})$ simulated using second moment given Eqn. 2.39 and 2.40. The distribution in blue is a calculation with the terms $A_k > \Delta_{\text{ens}}$ dropped due to motional narrowing (see text). $1/\tau_c$ is extracted from a Gaussian fit to the blue distribution.

2.9 Full ESR spectrum of NV ensembles for three different $^{13}\text{C}$ concentrations – NV-related resonance peaks are labeled. A and D correspond to the on-axis NV orientations for which $B_0\parallel[111]$. Peaks B and C correspond to the partially degenerate three off-axis NV orientations. Additional resonances become visible at $[^{13}\text{C}]=5\%$ due to the strong contact interaction of $^{13}\text{C}$ spins within a few lattice sites of the NV center spins. At high $^{13}\text{C}$ densities, the ESR signal is dominated by this interaction and leads to strong linewidth broadening. All samples are electronic-grade substrates from Element Six with the given $^{13}\text{C}$ concentration. For each substrate, nitrogen has been implemented to create NV centers ($^{14}\text{N}, 85\text{keV}, [N] = 2 \times 10^{10}\text{cm}^{-2}$). Measurements were performed using the setup described in Ch. 5.

2.10 NV ensemble Hahn echo signal in a natural abundance $^{13}\text{C}$ sample – The collective Larmor precession of $^{13}\text{C}$ nuclear spins ($I = 1/2$) causes collapses and revivals of the decay envelope. Revivals occur at $\tau_{\text{rev}} = 2/(\gamma_{^{13}\text{C}} B_z)$, twice the Larmor precession period $f_L$. The ensemble signal is fit to Eqn. 2.44 and shown in red. Inset: FFT of NV signal with Larmor frequency labeled. The sample is a natural abundance electronic-grade substrate from Element Six. Nitrogen spins were implemented to create NV centers ($^{14}\text{N}, 85\text{keV}, [N] = 2 \times 10^{10}\text{cm}^{-2}$). Measurements were performed using the setup described in Ch. 5.
2.11 Double-electron-electron-resonance (DEER) protocol – a) A DEER sequence consists of a NV Hahn echo sensing scheme, with additional radiation fields applied simultaneously to the bath spins. b) Typical ESR spectrum obtained by a) when the NV precession time is fixed at \( \tau \approx T_2 \) maximizing AC sensitivity and the bath field frequency is swept (x-axis). When a bath \( \pi \)-pulse is resonant with a bath spin transition, the refocusing effect of the NV \( \pi \)-pulse is negated and an increase in NV decoherence is detected by a change in NV fluorescence contrast. Labels 1 – 6 correspond to dipole-allowed \( ^{14}\text{N} \) bath spin transitions. Labels i and ii, show dipole-forbidden \( ^{14}\text{N} \) transitions. For details see Sec. 2.2.3. The position of a \( g = 2 \) free electron resonance is shown as green line. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).

2.12 Ramsey-double-electron-resonance (RADOR) protocol – a) Illustrates the sequences used for CW (left) and pulsed (right) decoupling of the electronic nitrogen spin bath. For both methods, six distinct frequencies are used to resonantly address the nitrogen spin bath via an applied RF field with equal Rabi frequency \( \Omega_N \) on each spin transition. In b) the Ramsey decay in the DQ basis for CW and pulsed driving are compared (\( \Omega_N = 1.5 \text{MHz} \)). The decay for CW driving in the SQ basis is included for reference and is limited by additional dephasing mechanisms (including strain and magnetic field gradients) independent of the bath drive. For details on DQ and spin bath driving see Ch. 5. c) Depicts \( T_2^* \) as a function of bath Rabi frequency for DQ CW (red squares) and DQ pulsed (blue circles) spin bath driving, with the SQ CW results (black diamonds) again included for reference. The finely (coarsely) dashed line indicates the \( T_2^* \) value in the DQ (SQ) basis without any drive field applied to the bath spins. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).
3.1 Spin-RESOLFT imaging of NV centers. (a) Energy levels and diamond lattice schematic for the negatively charged NV center in diamond, which has electronic spin $S = 1$. (b) The spin-RESOLFT experimental setup is an NV-diamond scanning confocal microscope augmented with a low power green doughnut beam. (c) Spin-RESOLFT experimental sequence for quantum sensing using NV centers in diamond, e.g., AC magnetometry with the dynamical decoupling pulse sequence shown. Spatially selective repolarisation via the pulsed green doughnut beam is inserted before the spin readout to interrogate only a specific NV center. Readout reference measurements allow calibration of photon count to spin state. (d) 1D spin-RESOLFT scans for a single NV center and different doughnut durations, with doughnut beam power of 700 $\mu$W. (e) 2D spin-RESOLFT image of the same NV as in (d) with similar resolution $\approx 35$ nm but with a much lower doughnut beam power of 25 $\mu$W and longer duration of 50 $\mu$s. Comparison confocal data in (d) and (e) are normalized to the maximum photon counts. Spin-RESOLFT profiles and images are determined by comparing the fluorescence after applying the doughnut (pulse sig) with confocal scans (pulse ref0) and normalized with respect to the maximum spin contrast (see Sec. 3.3).

3.2 (a) Single NV fluorescence measurements as a function of relative position (1D) acquired for the spin-RESOLFT protocol: after the application of the doughnut beam (signal, green) and after a complete repolarization with a Gaussian beam (ref0, blue). A 2-pixel running average is applied to smooth shot-noise-limited intensity fluctuations. At certain positions, the NV spin repolarization occurring from doughnut beam illumination is more efficient, leading eventually to a stronger fluorescence signal. (b) 1D spin-RESOLFT NV image (blue dots) constructed by subtracting the fluorescence curves shown in a. Red curve is a numerical fit of data to a five level model (see next section).
3.3 Spin coherence time measurement for two NV defects resolvable only via spin-RESOLFT. (a) 2D Confocal image of two unresolved NV centres with the same orientation of their spin quantization axes. Black crosses indicate the NV positions as extracted from the spin-RESOLFT image, the black square indicates the Gaussian green laser beam centre. (b) 2D spin-RESOLFT image of same field-of-view as in (a) (acquisition time of 9 s per pixel, 150 µW doughnut beam power with duration of 17 µs). A 50 nm FWHM is extracted using a numerical fit of a five-level model. (c) Selective NV spin coherence measurements and associated fits to a stretched exponential for the two NV centres shown in (a) and (b), using the same doughnut beam power and duration as in (b). Inset: spin coherence time determined for the ensemble of two NVs via a confocal measurement and associated fit. Shaded regions indicate 95% confidence interval extracted from the fits.

3.4 Superresolution magnetic field imaging for two NV centres via spin-RESOLFT. (a) Schematic of the AC current wire and two NV centers (same as in Fig. 3.3(b)). (b) spin-RESOLFT AC magnetometry measurements at $\nu_{\text{AC}} = 8.3$ kHz for each NV center individually and for the two NV ensemble in confocal mode. Also shown are fits of data to sinusoids with phase fixed to zero for no applied current. (c) AC magnetic field magnitude at $\nu_{\text{AC}} = 8.3$ kHz as a function of applied current, measured at the position of each NV center via spin-RESOLFT and for the two NV ensemble in confocal mode. (d) 2D-magnetic field map created by spin-RESOLFT (at two points) and confocal (one point) measurements at a fixed AC current 7 mA and $\nu_{\text{AC}} = 8.3$ kHz. The size of the disc for each NV is given by the fit uncertainty (95% confidence) of the 2D position from the superresolved NV imaging. For all spin-RESOLFT measurements in this figure, the same doughnut beam power and duration were used as in Fig. 3.3 (150 µW and 17 µs).

3.5 NV spin-RESOLFT sensing of proton NMR. (a) Schematic showing nanometer-scale localization volume of a shallow NV. (b) XY8-k dynamical decoupling pulse sequence used for NMR proton sensing with sub-diffraction resolution. (c) Example use of an XY8-4 sequence for spin-RESOLFT (blue) and confocal (red) NV NMR spectroscopy of proton spins in immersion oil on the diamond surface without degradation of the measured NMR proton linewidth (with doughnut beam power of 30 µW and duration of 10 µs). Fits to an analytical model (red and blue curves) determine the NV depth to be $3.0 \pm 0.3$ nm [163].
4.1 (a) Spin-state-dependent transients in the fluorescence of a NV center allowing for spin readout. (b) Energy levels of the neutral and negatively charged NV center. The NV\(^-\) electron spin can be polarized via decays through singlet states. A laser beam at a wavelength of 594nm only excites NV\(^-\), leaving NV\(^0\) dark, but it can also ionize NV\(^-\) to NV\(^0\) (and induce recombination from NV\(^0\) to NV\(^-\)). However, these processes are suppressed at low power, enabling high fidelity charge state readout. (c) Initialization of the charge state can be done with a green (532 nm) laser beam to prepare the negative charge state with a 70% probability. A red beam (637 nm) efficiently ionizes the NV center from NV\(^-\) to NV\(^0\). (d) General sequence for NV quantum sensing. (e) The photon number distribution shows the efficiency of the spin-to-charge conversion (SCC) technique for a bulk NV. The dashed lines indicate the mean values of each distribution and show a spin readout contrast of 36%.

4.2 (a) Examples of measured normalized NV fluorescence signals as a function of AC field magnitude using a Hahn-echo sequence with the conventional (blue) or SCC (red) readout techniques. The interrogation time is set to match the AC magnetic field frequency of 4 kHz. The total duration of the data acquisition (1 h) is the same for both curves, showing improved sensitivity for the SCC scheme, as indicated by reduced residuals. (b) Zoom showing the improved sensitivity, from 45(12) nT/\(\sqrt{\text{Hz}}\) for the conventional readout technique to 9(1) nT/\(\sqrt{\text{Hz}}\) for the SCC technique, at the most sensitive operating point (around zero AC magnetic field amplitude). (c) Measured magnetic field sensitivity as a function of interrogation time. The straight lines are fits using Eq. (1) fixing \(T_2 = 465 \mu\text{s}\) as independently measured. The SCC scheme is even more advantageous than the conventional readout technique at long interrogation time, where single, efficient readouts are superior to multiple repetitions of the readout protocol. (d) Optimization of the SCC techniques magnetic field sensitivity by tuning the readout duration to limit the inactive time. Here we adapted the readout power for each readout duration to maximize the charge state readout fidelity. (e) Smallest magnetic field amplitude measurable with the SCC technique (i.e., with a signal-to-noise ratio of 1) for a single realization of the magnetometry sequence.

4.3 Coherence decay of the NV center measured with a Hahn-echo sequence.
4.4 Post-selection enhancement of SCC technique. (a) Photon distribution recorded in an initial charge readout pulse prior to microwave manipulation. The distribution of all sequences (solid line) shows that a significant fraction of events is executed on the neutral charge state and can be discarded to keep mainly results obtained with NV$^-$ (filled area). (b) Photon distributions after post-selecting for NV$^-$ (solid lines) have greater distinguishability than the distributions for all events (dashed lines). The Kolmogorov-Smirnov test gives a distinguishability of 0.12 against 0.08 for no post-selection. (c) Spin readout noise per shot as a function of threshold, and effective sequence time. Eliminating initial NV$^0$ events improves the efficiency of SCC mapping at the cost of increasing the sequence duration. (d) AC magnetic field sensitivity for different thresholds, showing a 5% improvement in sensitivity by post-selecting for the initial NV charge state. The length of both charge-state readout windows (20 ms in total) limits the absolute sensitivity to 53(16) nT/$\sqrt{\text{Hz}}$. Alternatively, very short time windows that would allow for the detection a single photon would be enough to determine the charge state of the NV center.

4.5 (a) An example of time traces of a shallow NV center’s fluorescence under 594nm light illumination, revealing charge state jumps. (b) Photon number distribution displaying two levels of fluorescence. The red line is a numerical fit based on the master equation that describes the behaviour of the charge state under a 594nm light illumination [124].
5.1 (a) The inhomogeneously broadened electron spin resonance (ESR) linewidth of nitrogen-vacancy (NV) ensembles is a complex function of the local environment within the diamond sample, including a diverse bath of electronic and nuclear spins. Inset: Schematics of NV ensemble ESR spectra in the single quantum and double quantum bases, and for double quantum with spin-bath drive. (b) Spin-1 ground state of the NV center. (c) Imaging of the longitudinal strain component $M_z$ of one NV class across a 1-mm$^2$ field of view for Sample B. An optical microscope image of the diamond surface (left) is included for reference with a red box outlining the field of view shown in the NV strain image. (d) Double electron-electron resonance (DEER) ESR spectrum of Sample B, showing six nitrogen groups (1 – 6) attributed to $^{14}$N electronic spins with an external field $B_0 = 8.5$ mT aligned along a [111]-crystallographic axis (see main text). Linewidths are Fourier-broadened. The peaks labeled $i$ and $ii$ correspond to dipole-forbidden transitions of the $^{14}$N electronic spins ($\Delta m_I \neq 0$, see Sec. C.5). The simulated spectrum using the full nitrogen Hamiltonian is shown in red, with linewidth and amplitudes chosen to resemble experiment.  

5.2 Ramsey measurements for Sample A ($[N] \lesssim 0.05$ ppm) at an applied bias magnetic field of $B_0 = 2.2$ mT. Comparison of time-domain data and resulting fit values for $T_2^*$ for the single quantum (SQ) basis on the $\{0,+1\}$ transition (blue, upper); and the double quantum (DQ) basis on the $\{+1,-1\}$ transition (black, lower). Upper inset: Illustration of DQ Ramsey protocol with two-tone MW pulses. For SQ measurements, a single-tone MW pulse is applied instead. Lower inset: Discrete Fourier transform of the SQ (solid blue) and DQ (dashed black) Ramsey measurements with a MW drive detuned 0.4 MHz from the $\{0,+1\}$ transition. NV sensor spins accumulate phase twice as fast in the DQ basis as in the SQ basis. 

5.3 Ramsey measurements for Sample B ($[N] = 0.75$ ppm) at an applied bias magnetic field of $B_0 = 8.5$ mT. Comparison of time-domain data and resulting fit values for $T_2^*$ for the single quantum (SQ) basis on the $\{0,+1\}$ transition (1st from top); the SQ basis with spin-bath drive (2nd from top); the DQ basis with no drive (3rd from top); and the DQ basis with spin-bath drive (4th from top). There is a $16.2\times$ improvement of $T_2^*$ in the DQ basis with spin-bath drive compared to SQ with no drive. Inset: Two-tone NV Ramsey protocol with spin-bath bath drive applied to nitrogen spins.
5.4 (a) Ramsey measurements of $T_2^*$ in the single quantum (SQ, blue) and double quantum (DQ, black) bases for different spin-bath drive strengths (Rabi frequencies) for Sample B ($[N] = 0.75$ ppm) at $B_0 = 8.5$ mT. Black dashed line is calculated from a model of NV spins with dipolar interactions with a multi-component spin bath (Eqn. 5.3). Red solid line is a fit of the model to the $T_2^*$ data (see main text for details).

(b) Same as (a) but for Sample C ($[N] = 10$ ppm) and $B_0 = 10.3$ mT.

(c) Measured $T_{2, N-NV}^* = 2 \times T_{2,DQ}^*$ as a function of nitrogen concentration for Samples B, C, D, and E. The black, dashed line is the dipolar-interaction-estimated dependence of $T_2^*$ on nitrogen concentration (see Methods). Red line is a fit to the data of $1/T_2^* = A_{N-NV}[N]$, yielding $A_{N-NV} = 2\pi \times 15(1.2)$ kHz/ppm ($10.6(1.9)$ $\mu$s/ppm). The shaded region indicates the two standard deviation uncertainty in the fit value for $A_{N-NV}$.

(d) Measured Ramsey DC magnetometry signal $S \propto C \sin(\phi(\tau))$ for Sample B, in the SQ and DQ bases, as well as the DQ basis with spin-bath drive (see main text for details). There is a $36 \times$ faster oscillation in the DQ basis with spin-bath drive compared to SQ with no drive. This greatly enhanced DC magnetic field sensitivity is a direct result of the extended $T_2^*$, with sensitivity enhancement given by $2 \times \sqrt{\tau_{DQ+Drive}/\tau_{SQ}}$ at equal contrast. The slight decrease in observed contrast in the DQ + drive case for $|B_{DC}| > 0.05$ mT is due to the change in Zeeman energies of the nitrogen spins with applied test field $B_{DC}$, which was not corrected for in these measurements.

6.1 a) NV defect and ground-state energy level structure. b) Schematic of bath interaction in NV diamond showing NV$^-$ approximated as central spin, substitutional nitrogen $N_0^S$ (P1 center, $S = 1/2$) and $^{13}$C nuclear spin ($I = 1/2$). c) Hahn echo and CPMG dynamical decoupling protocol. d) Hahn coherence data for an $[N] = 0.2, 6$ and $80$ ppm diamond sample typical for the set of measurements; the modulation of the echo signal in the low $[N]$ samples is due to Larmor-precession of the $^{13}$C nuclear spins due to the applied external magnetic field visible in $^{13}$C natural abundance samples.

6.2 NV relaxation as a function of nitrogen concentration – a) Ensemble NV Hahn echo $T_2$ as a function of $[N]$; the black dashed line is a fit to Eqn.6.1, Inset: stretched exponential parameter $p$ extracted from measurements b) Ensemble $T_2^*$, $T_2$ and $T_1$ relaxation as a function of total nitrogen concentration $[N]$; red bands indicate $16/84\%$ confidence intervals for parameters extracted from spin bath simulation; $T_2^*$ values and scaling are reproduced from Ref.[135]
6.3 CPMG results – a) $T_{2,n}$ as a function of decoupling pulses $n$ for $N = 0.2, 6, \text{and} 80 \text{ppm}$ sample. Due to the $T_1$-limit ($\approx 2.5 \text{ms}$) the decoupling efficiency $\propto n^{\lambda_{deff}}$ decreases with increasing initial Hahn Echo $T_{2,\text{echo}}$ time. b) $\Delta$ and c) $1/\tau_c$ as a function of nitrogen concentration extracted from experiment.

A.1 Three-level scheme with double Rabi drive

A.2 Simulated DQ Rabi in bright/dark state picture for finite detunings – Left column shows the populations in the $|0\rangle$, $|B\rangle$, and $|D\rangle$ state. Right column shows FFT of the respective populations. The bright state population oscillates with enhanced DQ Rabi frequency $\Omega_{DQ} \approx \sqrt{\Omega_1^2 + \Omega_2^2} = \sqrt{2}\Omega_{SQ}$. The dark state population oscillates at frequency $\approx \Omega_{DQ}/2$ resulting in a beating of the $m_s = 0$ state population ($P_0$).

A.3 Fourier transformed SQ Rabi signal plotted as a function of detuning $\Delta = D - \frac{\gamma}{2\pi}B_z - f_1$ with $f_1$ being swept from $-7.5$ to $7.5 \text{MHz}$. The parameters used in Eqn. A.5 are $D = 2.87 \text{GHz}$, $\Omega_1 = 5 \text{Mhz}$, $\Omega_2 = 0$, $B_z = 10 \text{mT}$.

A.4 Fourier transformed DQ Rabi signal – Measured NV Rabi spectrum in the DQ basis (left) and simulation (right) as a function of detuning $\Delta = D + \frac{\gamma}{2\pi}B_z - f_2$. The parameters used are $D = 2.87 \text{GHz}$, $\Omega_1 = \Omega_2 = 5 \text{Mhz}$, $B_z \approx 10 \text{mT}$, $f_1 = D - \frac{\gamma}{2\pi}$ and $f_2$ is swept from $-17.5$ to $17.5 \text{MHz}$. From the simulation we find that even at $\Delta = 0$ the DQ Rabi spectrum exhibits up to four Rabi frequencies and comprises of off-resonant driven hyperfine transitions and a SQ Rabi contribution.

B.1 Measured 2D images of a pair of proximal NV centers and a reference NV center (a) confocal scan; (b) green doughnut beam scan.

B.2 Measured relative 1D position of an example NV center and the laboratory temperature during a 5 hour-long confocal scan. – (a) A 1D NV fluorescence intensity profile takes about 1 minute after which the temperature and the NV center position are recorded. The laboratory temperature oscillates with a period of about 1 hour and induces a correlated drifts of the NV center position $\sim 500 \text{nm}$. (b) Stabilization of the laboratory temperature to a peak-to-peak variation of $0.1 ^\circ \text{C}$ allows data acquisition for two hours during which time the NV position is stable with a standard deviation of $11 \text{nm}$.
B.3 NV level structure and decay rates. The populations are denoted by $n_i$, where $i$ refers to the following levels: 1 for $m_s = 0$ ground state, 2 for $m_s = -1$ ground state, 3 for $m_s = 0$ excited state, 4 for $m_s = -1$ excited state and 5 for the singlet states. The decay rates $a_{ij}$ between levels are indexed by the initial level $i$ and the final level $j$. All rates are given relative to the primary fluorescence decay rate $\gamma$. The singlet states are represented as a single state for the sake of simplicity, and we use previously measured room temperature rates [178]...

B.4 Simulation of the dependence of the NV spin polarization on green excitation beam intensity. The degree of polarization displays a non-linear behaviour with light excitation. Short pulses of about 100 $\mu$s provide at most 70% polarization, due to non-zero decay rates from the singlet state to both the ground state sublevels. Longer pulses provide a higher degree of polarization but restrict the intensity to a fraction of the saturation intensity. The highest resolution is obtained for durations where the slope near the doughnut center is steeper, which leads to strong non-linear behaviour, a degradation of the spin polarization far from the doughnut center and a non-trivial PSF profile. ...

B.5 Simulated spin-RESOLFT PSF for two different residual intensities in the center of the green doughnut beam: $\epsilon = 0.1\%$ (red) and $\epsilon = 2\%$ (blue). ...

B.6 Magnetic field strength and (b) gradient extracted from a model that takes into account the distance from the wire and the orientation of the NV center axis. At a horizontal distance of 10 $\mu$m from the wire, the measured magnetic field strength of 9 $\mu$T and (b) measured gradient of 1 nT/nm are in good agreement with the experimental values reported in the main text. ...

B.7 Calculated NV Rabi frequency as a function of the NV center horizontal position – (a) This spatial behavior is calculated from a model that takes into account the distance between the wire and the NV center as well as the NV orientation. The red dot corresponds to the position of the two NV centers used in the main text (NV$_1$ and NV$_2$). (b) Measured NV Rabi oscillations (blue dots) and a fit to an exponentially damped sinusoid (red curve). The extracted Rabi frequency of 5.5 MHz is a good agreement with the model calculation. ...
C.1 Microwave generation and delivery schematic. For NV spin state control: Single and two-tone signals are generated using a dual channel Windfreak Technology Synth HD signal generator. One channel includes a Marki IQ-1545 mixer to manipulate the relative phase between both channels. A single Minicircuits ZASWA-2-50DR+ switch is used to generate the NV control pulses before amplification with a Minicircuits ZHL-16W-43 amplifier. The NV control fields are delivered to the diamond sample using a fabricated microwave waveguide (diameter 500 µm). For spin bath control: Up to eight single channel Windfreak Technology Synth NV signal generators are combined before passing through a switch and a Minicircuits ZHL-100W-52 100 W amplifier. The amplified field is delivered via a grounded cooper loop (1 mm diameter).

C.2 NV Ramsey measurement for natural isotope abundance diamond sample. (a) DQ Ramsey measurement on a natural abundance sample ([N] ≃ 0.4 ppm, [13C] = 1.07 %) yields $T^*_2,\text{DQ} = 0.445(30) \mu$s. (b) Fourier transform of Ramsey signal showing the enhanced precession in the DQ basis. A frequency detuning from the center hyperfine state of 3.65 MHz was chosen in this measurement; by sensing in the DQ basis, the detuning from each hyperfine state has acquired a factor of two.

C.3 Design of homogeneous magnetic bias field. (a) Magnet geometry used to apply an external $B_0$ field along one NV orientation within the diamond crystal (typically [111]) as modeled using Radia[285]. Red arrow depicts the NV orientation class interrogated in these experiments; black rectangle represents diamond sample approximately to scale. (b) Magnets are translated along three axes to measure the $B_0$ field strength (shift in ESR transition frequency) as a function of detuning from the origin (x,y,z =0) where the origin is defined as the center of the collection volume. Solid lines depict Radia simulation results while plotted points correspond to measured values. Inset: Zoomed-in view for length scale relevant for NV fluorescence collection volumes used in this work.
C.4 Comparison of nitrogen and NV spin resonance linewidths. (a) Pulsed DEER (left) and pulsed ESR sequence (right) used for spin resonance measurements of the nitrogen and NV spins, respectively. (b) DEER spectrum including all six nitrogen transitions and two forbidden transitions in Sample B. (c) DEER spectra of a single nitrogen transition are shown for three different bath π-pulse durations. A minimum measured linewidth of 26.8(2) kHz was recorded using a 144 µs π-pulse. (d) DEER spectra for a group containing three nearly degenerate off-axis nitrogen transitions. When bath π-pulses of 70 µs and 35 µs are used, two features are resolved corresponding to a single nitrogen transition detuned by 81 kHz from two nearly overlapped transitions. (e) Comparison of the NV ESR linewidth (black dots) and the DEER linewidth for a single nitrogen transition (diamonds) as a function of π-pulse duration for Sample B ([N] = 0.75 ppm). The fine, black dashed line and red solid lines correspond to fits of the NV and nitrogen spin resonance linewidths to the functional form $a/x + b$, where $b$ is the saturation linewidth. The coarse, blue dashed line indicates the expected linewidth from the measured NV $T_2^*$ in the DQ basis (assuming a Lorentzian linewidth). (f) Same as (e) but for Sample C ([N] = 10 ppm).

C.5 DC magnetic field sensing and Allan deviation. (a) DC magnetometry curves for SQ, DQ, and DQ with spin-bath driving in Sample B, produced by sweeping the magnitude of a coil-generated applied magnetic field (in addition to the fixed bias field) while the free precession interval $\tau$ is set to $\tau_{SQ} = 1.308$ µs (blue, top), $\tau_{DQ} = 6.436$ µs (black, middle), and $\tau_{DQ,drive} = 23.990$ µs (red, bottom). (b) Allan deviation using the same fixed $\tau$ values from (a) for measurements using SQ (blue), DQ (black), and DQ with driving (red). The external field strength was tuned to sit on a zero crossing of the respective DC magnetometry curves in (a) for sine magnetometry.

D.1 Effective decoupling parameter $\lambda_{eff}$ as a function of nitrogen concentration extracted from Eqn. D.2 fitted to the CPMG $T_{2,n}$ data. In the high nitrogen limit, for which $T_{2,echo} \ll T_1$, $\lambda_{eff}$ approaches the theoretical value of 2/3.

D.2 $T_{2,n}$ data for the [N] = 0.2, 6, and 80 ppm sample. Red line is a fit to Eqn. D.2 from which $\lambda_{eff}$ is extracted. Black, dashed line is best-guess from the forward-fitting routine (see text) from which $\Delta_{ens}, \tau_{c,ens}$ and $T_{2,max}$ are extracted.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>alternating current used to describe RF and MW fields</td>
</tr>
<tr>
<td>EPR</td>
<td>electron paramagnetic resonance</td>
</tr>
<tr>
<td>ESEEM</td>
<td>electron-spin-echo-envelope modulation</td>
</tr>
<tr>
<td>ESR</td>
<td>electron spin resonance</td>
</tr>
<tr>
<td>CVD</td>
<td>chemical vapor deposition</td>
</tr>
<tr>
<td>DC</td>
<td>direct current used to describe static fields</td>
</tr>
<tr>
<td>DQ</td>
<td>double quantum</td>
</tr>
<tr>
<td>DEER</td>
<td>double electron-electron resonance</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width at half maximum</td>
</tr>
<tr>
<td>HPHT</td>
<td>high-pressure high-temperature</td>
</tr>
<tr>
<td>HWHM</td>
<td>half width at half max</td>
</tr>
<tr>
<td>IR</td>
<td>infrared, spectral range from 0.7 to 300 µm (1.77 eV to 4.1 meV)</td>
</tr>
<tr>
<td>ISC</td>
<td>intersystem crossing</td>
</tr>
<tr>
<td>JTE</td>
<td>Jahn-Teller effect</td>
</tr>
<tr>
<td>ppm</td>
<td>parts-per-million, 1.763×10^{17} cm^{-3} atoms in diamond</td>
</tr>
<tr>
<td>ppb</td>
<td>parts per billion, 1.763×10^{14} cm^{-3} atoms in diamond</td>
</tr>
<tr>
<td>MW</td>
<td>microwave, 1 to 4 GHz</td>
</tr>
<tr>
<td>NV</td>
<td>nitrogen-vacancy</td>
</tr>
<tr>
<td>NV^0</td>
<td>symbol for the neutral nitrogen-vacancy</td>
</tr>
<tr>
<td>NV^-</td>
<td>symbol for negatively charged nitrogen-vacancy</td>
</tr>
<tr>
<td>NV^+</td>
<td>symbol for positively charged nitrogen-vacancy</td>
</tr>
<tr>
<td>N_{s}^0</td>
<td>symbol for the substitutional nitrogen defect (P1 center)</td>
</tr>
<tr>
<td>N_{s}^+</td>
<td>symbol for the ionized nitrogen defect</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>ODMR</td>
<td>optical detected magnetic resonance</td>
</tr>
<tr>
<td>P1 center</td>
<td>terminology for the subsitutional nitrogen defect, see $N_0^0$</td>
</tr>
<tr>
<td>PL</td>
<td>photoluminescence</td>
</tr>
<tr>
<td>PLS</td>
<td>photoluminescence spectroscopy</td>
</tr>
<tr>
<td>PSB</td>
<td>phonon sideband</td>
</tr>
<tr>
<td>RADOR</td>
<td>ramsey double electron resonance</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency, 1 - 1000 MHz</td>
</tr>
<tr>
<td>SEDOR</td>
<td>spin echo double electron resonance (see DEER)</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SQ</td>
<td>single quantum</td>
</tr>
<tr>
<td>UV</td>
<td>ultra-violet</td>
</tr>
<tr>
<td>VIS</td>
<td>visible</td>
</tr>
<tr>
<td>ZFS</td>
<td>zero field splitting</td>
</tr>
<tr>
<td>ZPL</td>
<td>zero-phonon line</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Solid-state impurity spin defects have garnered an increasing interest in quantum science and quantum sensing applications. They are introduced into the solid as dopants and possess unique quantum properties that provide novel pathways to a wide range of physics-related problems. Nitrogen-vacancy (NV) defects, in particular, are well-known for their exceptionally long ground-state spin coherence and population lifetimes at room temperature, an optical spin polarization and readout mechanism, and the direct addressability via coherent microwaves (MW) and static magnetic fields. In this dissertation, we present several efforts to push further the already outstanding capabilities of NV center spins in diamond, with a special focus on the quantum sensing of magnetic fields. The relevance of the NV defect is exemplified by Fig. 1.1, which depict the number of related publications that were submitted to the open access preprint archive arxiv.org over the past 10 years. A steep increasing trend is visible. This statistic does not include all NV-related papers that have been published, but it rather includes papers that merely mention NV defects. Nonetheless,
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it clearly emphasizes that this diamond defect has established itself as a remarkable research platform and possesses an increasing relevance to physics applications.

Impurity defects, however, are not unique to diamond or limited to NV center spins. In fact, a wide range of defects in numerous solids have been discovered and studied. Historically, electronic phosphor spins in silicon [1–4] and subsitutional nitrogen spins in diamond, termed P1 centers [5–10], have been the most well-studied solid-state defects. That said, a new generation of defect spins has recently come under investigation to challenge and provide capabilities beyond those of NV-based applications. Some of these defects include silicon-vacancies in diamond [11–14], photoluminescence defects in silicon-carbide [15–20], chromium defects in silicon-carbide and gallium-nitride [18, 21], and manganese and cobalt defects in zinc oxide [22, 23]. Still, the NV center has thus far maintained its top position among its contenders, which is supported by its combination of unique physical characteristics, extensive amount of available scientific literature, well-developed processing techniques, and long list of applications. A successor has yet to be discovered.

1.1 Historical Background & Applications

About 1000 NV center related papers have been submitted to the preprint website arxiv.org over the past 10 years alone and thus providing a comprehensive literature review herein would be a fruitless task. Consequently, we highlight a few important milestones and select applications in this section.
History

The foundation of diamond research was laid in 1955 when Bundy et al. presented the first man-made diamond to the world [24]. In Fig. 1.2, we summarize this and other early works relevant to the NV center field. At that time, Bundy and colleagues worked at General Electric, and the diamond growth technique they developed is known as the high-pressure high-temperature (HPHT), one of two major methods available to date (see Sec. 1.3.2). To confirm that their synthetic diamond crystals were indeed equivalent to a natural counterpart they performed x-ray diffractometry, chemical analysis, and scratch tests, and they demonstrated repeatability of growth. In the years leading up to and just after Bundy’s seminal work, other scientists began
to investigate a wide range of dopants in diamond. These included boron, aluminum, silicon, phosphorous, and nitrogen, all elements which are elements that neighbor carbon in the periodic table (element 6, see Fig. 1.2). The first diamond defect was unambiguously identified in 1959 via paramagnetic resonance spectroscopy. The only explanation for the observed resonance features was the substitutional nitrogen atom, which is one of the only elements with a nuclear spin $I = 1$ [5]. Three studies in the 1960s and 1970s followed, all of which investigated fluorescence spectra in nitrogen-rich irradiated diamonds [25–27]. However, it was not until 1976 when Davies and Hamer summarized the three earlier studies and, presented new fluorescence and absorption spectra, that it could be concluded that the observed optical properties must be those of a substitutional nitrogen next to a vacancy [28]. Davies also gave an overview of the vacancy defect in 1977 [29], which was introduced into the diamond lattice via irradiation damage, a technique that was well-established by then. Still, vacancies form many compound defects and, exists in several charge states, and thus they produce an extensive range of optical fluorescence bands (e.g., ND1, GR1, GR2, etc.) [29]. Several NV studies in the 1970s and 1980s started to elucidate many of the common NV center properties [7, 30–34]. For example, in 1977, Loubser and van Wyk observed the first indication of ground-state spin polarization in NV centers upon light excitation [30]; in 1983, Collins et al. performed the first excited-state lifetime measurement ($\sim 13$ ns) [31]; and van Oort demonstrated the first optically detected NV coherence measurements in 1988 [34]. In 1997, scientists in Germany reported the first single NV center measurement, performed via confocal microscopy [35]. Individual atomic-size NV defects were readily identified via their triplet spin
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ground state, fluorescence spectroscopy, and the optical polarization mechanism already seen by Loubser and van Wyk. Several studies followed in the late 1990s and early 2000s [36–40] and demonstrated among other phenomena, photon-antibunching [37] and the first coherent measurement for single centers [40]. In 2008, a seminal study published by a research team at Harvard detailed the potential impact of NV spins for sensing applications [41]. Many groundbreaking experiments and publications in the field of NV center research have been spawned since that time.

Figure 1.2: Summary of early NV center work – NV center publications are indicated in red. The first mention of NV fluorescence spectra was by du Preez in 1965 [25], but the work was not associated with NV centers until 1976 [28]. For additional references see main text.

The wide range of topics covered by NV researchers include quantum information [42–45] and control [46–56], fundamental physics [57–62], solid-state physics [63–65], quantum hybrid devices and cavity dynamics [66–71], chemistry applications and magnetic resonance spectroscopy (MRS)[72–79], biophysics and biomagnetism[80–
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83], magnetic field sensing[41, 84–88], magnetic field imaging [80, 82, 89–95], magnetic navigation [96–98], paleomagnetism [99–101], electric field sensing [102–107], temperature sensing [81, 108–110], pressure sensing[111–113], NV radios [114], NV masers [115, 116], proposals for NV-based lasers [117, 118], and proposals for dark matter detection[119]. In addition, numerous startups have been recently registered to commercialize select NV-based technologies [120–122].

Applications

Experiments with NV centers are naturally separated into the two classes of single/few spin and ensemble, where the latter describes the interrogation of high spin densities over larger field of views. Although both experimental classes share many of the underlying NV specific properties, techniques developed for single spins are not straightforwardly transferable to ensemble measurements (and vice versa). First, the saturation intensity of a single center (≈ 1mW/µm²) demands hundreds of milliwatts of excitation power in ensemble experiments. This need is attributed to the required illumination of a larger field of view compared to that of a confocal microscope setup (≈ 1 µm²) that is typically employed in single NV research. In addition, ensemble samples contain a higher abundance of additional absorptive defects, in particular substitutional nitrogen centers, which are incorporated into the lattice during diamond growth (see Sec. 1.3.2). Second, in single NV measurements the dephasing time, which is related to the lifetime of the spin states in the ground state, is given by the time average over many experimental runs. In ensemble measurements, however, the average is determined from many NV centers located at different lattice sites, whose local
environments slightly vary. Consequently, the ensemble fluorescence is a spatially and temporally averaged signal, which is strongly influenced by inhomogeneities within the crystal. These distinctions leads to rather peculiar differences when comparing single and ensemble spin properties, some of which are discussed in Ch. 2 and 5. We therefore raise a word of caution that many of the excellent single center properties, such as state-of-the-art coherence times\cite{81, 123}, can only be considered as best-case scenarios when compared to ensembles.

Moreover, NV experiments can be also coarsely separated into quantum information/control and quantum sensing types, which have seen approximately equal shares of attention in the research community. Quantum information/control is geared towards exploiting single NV spin properties for a range of applications related to quantum computing and simulation \cite{42–45}, such as quantum entanglement or teleportation among pairs of spins \cite{54–56}, quantum memories for the storage of arbitrary quantum states \cite{46, 52}, and optimization of the readout fidelity of single spins \cite{47, 51, 124}. Sensing experiments include any modalities in which the NV spin state’s susceptibility to external fields and environmental parameters is exploited; this applies to single and ensemble measurements. These modalities include perturbations of the spin state due to temperature fluctuations of the diamond host crystal \cite{81, 108–110}, electric fields and crystal lattice strain \cite{102–107, 125, 126}, magnetic fields \cite{41, 86, 88}, magnetic noise intrinsic to the diamond\cite{49, 127–129}, and surface noise \cite{74–79, 106, 130}.
Lastly, we discuss a few recent exemplary sensing applications to provide insight into current NV capabilities. In a study published in 2010 it was shown that the NV spin resonance is affected by temperature-induced expansion of the diamond lattice which leads to a shift in resonance frequency of $-74\,\text{kHz/K}$ [108]. This discovery would ultimately lay the foundation for NV thermometry in which the NV spin is employed as a well-localized temperature sensor [81, 109, 131]. For example, Reference [81] demonstrated that NV spins embedded into $\sim 100$ nm-sized nanodiamonds could be used to perform temperature measurements in living biological cells with sub-cellular spatial resolution. On the other hand, temperature sensitivities of $10\,\text{mK}/\sqrt{\text{Hz}}$ and below have been obtained from bulk ensemble measurements [81, 109].

Electric-field sensing is another application of NV centers. Electric fields affect the NV spin in various ways, and thus attaining a deeper understanding of these fields is a current research trend. Results of earlier studies have reported a linear Stark effect of the NV ground state [132] which was later employed to demonstrate DC and AC electric field sensing with a single NV center [103]. Such a single NV electric-field detector has also been used to measure the single electron charge of an adjacent NV [104]. For bulk NV centers, electric strain-field gradients are a dominant noise source of dephasing [133–135] and strain has been suggested as a means for dark-matter detection [119]. For shallow NV centers a few nanometers below the diamond surface, electric-field noise has been found to significantly limit the coherence and spin lifetime of the NVs [105–107], and shallow NVs may therefore provide sensitive charge sensing.
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for specimens placed on top of the diamond [105].

In addition to temperature and electric field sensing, multiple studies have explored methods to extend the NV sensing volume to larger, micron or millimeter-sized fields of views. In such wide-field imaging applications, NV ensembles are arranged in a thin ($1 - 10 \mu$m-scale) layer of enhanced NV-density diamond and employed to image fields from sources placed on top of the diamond sample. Many experiments have thus far utilized wide-field imaging and include imaging of paramagnetic biological cell types [80, 82], current flow in graphene [93], MW fields [95], and magnetic dipoles in rocks [99, 101, 136].

For further reading, we suggest the following topical reviews: Quantum Sensing [137], Single-spin magnetic resonance in the nitrogen-vacancy center of diamond [138], Probing condensed matter physics with magnetometry based on nitrogen-vacancy centres in diamond [65], and Spins and mechanics in diamond [139].

1.2 Organization of the Dissertation

In this chapter, we focus on a few of the most relevant aspects of NV research, highlighting the NV optical and magnetic properties, and we also explore a range of fundamental MW control techniques, which act as the basis for the experiments described in the later chapters. Many excellent analyses on the specifics of NV center physics have been written already, and we recommend the theses by Linh Pham [140] and Victor Acosta [141], as well as the extensive NV center review by Doherty et al.
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[142] to supplement the discussion in Ch. 1 and 2.

Chapter 2 shifts the focus from the NV to its immediate environment, the diamond spin bath, which typically consists of excess nuclear and electronic spins such as P1 substitutional nitrogen spins. Many NV spin properties relevant for applications are impacted by the spin bath and a detailed understanding is therefore crucial. We provide specifics about the nitrogen bath that consists of substitutional nitrogen spins and a theoretical description of the underlying noise mechanisms. Three additional MW control techniques are introduced which, in combination with the techniques introduced in Ch. 1, form a powerful set of tools to study the bath environment in diamond.

The first experiment is presented in Ch. 3, and demonstrates how superresolution microscopy can be employed to localize individual NV centers with nanometer precision [143]. Using the sensing capabilities of individual spins, we detected the magnetic field from a nearby wire with a spatial resolution of $\sim 20$ nm, about $13 \times$ smaller than the optical diffraction limit. Superresolution microscopy was awarded the Nobel prize in Chemistry in 2014, and awardee Stefan Hell is a co-author of this experiment [143].

The second experiment is described in Ch. 4 and focuses on an implementation of a new readout scheme that utilizes the charge state of NV$^-$/NV$^0$ centers [144]. By using three laser light sources at different wavelengths (532, 594, and 637 nm) the
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spin ground state of NV$^-$ is repetitively readout via charge state detection, which, in principle, allows for photon-shot-noise-free spin state readout and improved sensitivity in sensing applications.

Chapter 5 and 6 discuss two related sets of experiments to elucidate dephasing and decoherence mechanisms of NV$^-$ ensemble spins in a bath of paramagnetic substitutional nitrogen spins [129, 135]. The first set of experiments investigates limitations to the inhomogeneous dephasing time $T_2^*$ measured through linewidth or Ramsey experiments and demonstrate that $T_2^*$ can be significantly enhanced by combining two unique quantum control techniques. The second set of experiments investigates limitations to the coherence time $T_2$ as measured through spin echo and dynamical decoupling. By combining results from both studies, we are able to consistently describe the dynamics of the spin bath and find solid agreement between experiment and simulations.

In Ch. 7, we conclude our work and offer outlooks for future research directions. Additional information and simulations are provided in the Appendices.

1.3 Nitrogen-Vacancy Center in Diamond

The NV center spin defects found in diamond have been extensively studied and deployed in a wide range of applications. Almost all of these advances are facilitated by the magnetic and optical properties of the negatively charged NV$^-$ center [142]. For one, the NV$^-$ center provides a readout and initialization of its spin state by
optical means. In addition, the spin ground state is long-lived (milliseconds) and allows coherent manipulation at ambient temperature. Lastly, the centers magnetic spin sublevels are addressable via external magnetic bias fields and microwaves in the gigahertz range. On the other hand, NV$^0$ and NV$^+$ centers are two additional known charge states [145], but their physical properties are less favorable for spin applications. In this section we discuss the properties of the negatively charged NV$^-$ in more detail.

1.3.1 Crystal Structure

The NV center in diamond consists of a subsitutional nitrogen atom ($N^0$) next to a vacant carbon lattice site (see Fig. 1.3). For the NV$^-$, a natural quantization axis is given by the line that connects the nitrogen and vacancy (black arrow), which gives rise to an axial, $C_{3V}$ point-group symmetry. The symmetry of the NV defect determines the structure of the NV energy levels and selection rules for dipole-allowed transitions, and it therefore plays a crucial role in determining the defect’s optical properties, which are discussed in Sec. 1.3.3. For example, since the nitrogen atom could occupy any of the four lattice sites that neighbor the vacancy, four distinct NV classes exists and are denoted by the vectors [111], [I11], [111], and [II1]. In ensemble experiments, where all NV classes are typically equally abundant, a small magnetic field $B_0 \gtrsim 10 \text{G}$ (typically) can be applied along any of the [111] directions to use Zeeman splitting of individual resonances of a select NV class. Similarly, any combination of NV classes can be addressed with an appropriate combination of
magnetic fields and MW radiation applied along the individual crystal directions.

Figure 1.3: Nitrogen-vacancy (NV) center structure – The NV center in diamond consists of a substitutional nitrogen atom adjacent to a vacant lattice site. A natural quantization axis for NV\(^{-}\) defect is given by the axis through the nitrogen and vacancy (black arrow) along the [111] crystal direction. Since the nitrogen atom can occupy any of the four lattice sites neighboring the vacancy, four distinct NV\(^{-}\) classes in diamond exist. In ensemble experiments, where typically all NV\(^{-}\) classes are equally abundant, a small magnetic field can be applied along any of the [111] directions to Zeeman split and spectrally separate individual resonances of a select class.

1.3.2 Formation of Centers

Two methods are commonly deployed to activate the formation of NV centers in diamond. In experiments, which require a homogeneous distribution of centers over micron- to millimeter scales, an irradiate-anneal recipe is used [146–148]. First, a diamond host crystal with a fixed concentration of nitrogen spins is manufactured. Second, vacancies are introduced into the lattice by irradiating the host crystal with high energy particles, which are usually electrons at several hundred kiloelectronvolts.
energy. Lastly, the irradiated crystal is annealed at temperatures of \( \sim 800^\circ C \) and above. At these temperatures, vacancies become mobile and form nitrogen-vacancy centers [149, 150]. In this procedure, the N-to-NV conversion efficiency, which is given by the ratio \( \frac{[NV^-]}{[N_{\text{initial}}]} \), is an important measure to be optimized and values in the range from 1 - 40\% have been reported in the literature [71, 83, 85, 108, 151].

Alternatively, NV centers can be formed via implantation of \(^{14}\text{N}^+\) or \(^{15}\text{N}^+\) isotopes by bombarding the host crystal with a beam of nitrogen ions [54, 89, 90, 152–159]. During the impact, the nitrogen and vacancies are incorporated into the diamond lattice, and vacancy formation may be further increased by co-implantation of ions [154, 156, 160]. An annealing step either in-situ [161] or post-implantation promotes formation of NV centers by allowing migration of the introduced vacancies. Recently, a focus has been put on the precise placement of NV spins, such as by controlled spatial masking and tuning of the nitrogen beam implantation energy thus providing lateral localization within a few tens of nanometers [155, 158, 162]. In addition, shallow NV centers are nowadays routinely implanted nowadays mere nanometers below the diamond surface [159, 163], and implantation of molecular nitrogen (\( \text{N}_2^+ \)) can be used for enhanced creation of dipolar-coupled NV center pairs [153, 157].

The diamond host properties play an important role in NV experiments as crystal qualities inevitably affect the embedded spins. Chemical vapor deposition (CVD) [164–166] of a carbonaceous gaseous source (typically methane) onto a substrate
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is the preferred crystal growth method today. The technique provides high-grade single-crystalline diamond material while allowing fine control over concentrations and isotopic admixture of individual spin species. Nitrogen concentrations in CVD samples are selected in the $\approx 0.001 - 50$ ppm (parts-per-million) range and manufactured depending on their particular application. Another powerful aspect of the CVD technology is the ability to grow diamond material from isotopically purified or enriched source gases. For example, by depleting the source gas of paramagnetic spin species such as $^{13}$C isotopes with nuclear spin $I = 1/2$ (1.07% natural abundance), an ultra-pure spin-free host diamond environment is built [123]. In such isotopically enriched samples, the coherence time of individual NV centers is essentially limited by the millisecond-long $T_1$ spin lifetime of diamond (given spin-lattice relaxation, see Sec. 2.3.3). The exhibited coherence times $T_2 \sim T_1 \sim 1$ ms are some of the longest of an electronic solid-state spin to date. A smaller group of employed diamond samples can be grown with the older, high-pressure-high-temperature (HPHT) method [24, 166–170]. HPHT diamond samples typically contain a natural abundance of $^{13}$C spins and high nitrogen concentrations $\sim 200$ ppm. A few studies reported the usage of HPHT diamond with a nitrogen content $\sim 1$ ppm [85], and isotope purification is possible as well in principle. The greater flexibility in diamond growth and availability of diamond manufacturers, however, has made CVD the preferred technique for research diamond material.
1.3.3 Optical Properties

Over the past years, the optical properties of the NV center charge states have been an active field of research [34, 108, 124, 144, 145, 171–184]. In this section we focus on one important aspect: the initialization with green laser light and optical readout of the NV$^-$ spin ground state.

Figure 1.4: NV$^-$ level structure – The NV center is optically identified by either its zero-phonon-line (ZPL) in the visible at 637 nm (orange) or the much weaker ZPL at 1042 nm (red). Preferential non-radiative decay (dashed black lines) from the excited $m_s = \pm 1$ spin states via the intermediate singlet states leads to spin polarization of the $m_s = 0$ ground state via excitation by 532 nm (green) laser excitation.

It has been well established that the negative charge state, NV$^-$, is comprised of six electrons (or two holes), which gives rise to a spin-1 system with $C_{3V}$ point-defect
symmetry [142]. Considering the symmetry of the defect and the fact that there are four available atomic orbitals surrounding the vacancy, it can be shown that such a spin system possesses a triplet ground and excited state (3A1 and 3E, respectively), and at least two additional singlet states (1A1 and 1E, respectively). Figure 1.4 depicts the optical transitions and electronic states associated with the NV− center.

The defect is optically identified by either its zero-phonon line (ZPL) at 637 nm between the ground and excited state spin-triplet [34, 35] or the much weaker ZPL at 1042 nm [108, 185] between the two intermediate singlet states. Each ZPL is accompanied by a broad phonon side band (PSB) which, given the Frank-Condon principle [186], arise from optical transitions including local lattice phonon modes. Examples of the NV fluorescence spectra in the visible and near-infrared (NIR) from References [187] and [185], respectively, are shown in Fig. 1.5.

A feature unique to NV− spins is their ability to be initialized into the ms = 0 ground state and read out via laser light excitation, a property which was observed as early as 1977 [30]. It is understood that the origin of this property is a preferential decay of the excited ms = ±1 into the upper singlet state. Such an intersystem crossing is possible when two magnetic spin states that are close in energy and phonon modes, plus spin-orbit coupling, provide the required energy and angular momentum for a spin-flip [177, 178, 182]. The spin population in the upper singlet state, however, decays rather quickly (∼1 ns), and it does mostly non-radiatively into the metastable lower singlet state (∼250 ns) [108], which preferentially couples to the ms = 0 ground
state (indicated by dashed lines, Fig. 1.4). After a few cycles of laser light excitation, a significant amount of spin population is thus pumped into the \( m_s = 0 \) ground state, which enables the efficient polarization of the NV\(^-\) spin state. This in drastic contrast to the otherwise Boltzmann-distributed spin population which, at ambient temperature, leads to approximately equally populated ground-state spin states. A few experiments have quantified the degree of spin polarization, and reported values are 60\% [40] and 92\% [124] for single NVs, and 80\% for ensembles [175].

![Figure 1.5: NV fluorescence spectrum – In the visible (a) and near-infrared (b) reproduced from Reference [187] and [185], respectively. The ZPL and PSB associated with both main NV\(^-\) optical transitions are labeled. For details see text.](image)

Another important aspect of the enhanced branching ratio of \( m_s = \pm 1 \) into the upper singlet state is the spin-state-dependent fluorescence signal: The NV\(^-\) exhibits maximal fluorescence in the visible when in the \( m_s = 0 \) ground state, and it shows a reduced emission when in the \( m_s = \pm 1 \) state providing optical readout of ground-state spin population. Figure 1.6 depicts the time-resolved fluorescence intensity from each state for a single NV center reproduced from Reference [188]. The difference in
Figure 1.6: Time-resolved NV$^-$ fluorescence – The fluorescence signals from the $m_s = 0$ and $m_s = \pm 1$ spin states are plotted as a function of laser pulse readout duration. The spin-state-dependent signal from individual NV$^-$ centers leads to a measurable difference in fluorescence from which the spin state of the NV$^-$ ground state is inferred. A maximal spin contrast of $C \sim 30\%$ is obtained by taking the difference of $m_s = 0$ and $m_s = \pm 1$ signals for short readout durations. For sensing experiments with single centers and ensembles, the readout duration is typically optimized to maximize the product $C\sqrt{I}$. Graph reproduced from Reference [188].

NV$^-$ fluorescence from each state is quantified by the measurement contrast obtained when the $m_s = 0$ to the $m_s = \pm 1$ fluorescence is compared (lower curve, Fig. 1.6). The maximal contrast can be estimated from the difference in the experimentally determined lifetimes of the $m_s = 0$ and $m_s = \pm 1$ excited state sublevels, which are attributed to leakage into the upper singlet transition. For example, the experimentally determined single NV$^-$ values of 12 ns ($m_s = 0$) and 7.8 ns ($m_s = \pm 1$) reported in Reference [176] yield an approximate contrast ratio of 35%. This value is in good
agreement with contrast values observed in single NV experiments (25 – 30 %) [188].

For ensembles, this value is reduced and typically in the 1 – 10% range [135, 189].

Several factors affect the readout contrast including MW and laser light power [190, 191], background fluorescence from off-axis NV− classes and additional optically active defects in diamond (in particular NV0 centers), and as uncontrolled charge state conversion from NV− to NV0. The detailed mechanisms of contrast reduction in ensembles measurements, however, are still to be investigated [172, 192].

Much research has been conducted to identify optimal laser source wavelengths for excitation of the NV− spin state, although doubled Nd:YAG laser light (λ = 532 nm) is most commonly employed [124, 144, 172, 180, 183, 193]. In Ch. 4 we show how excitation at wavelengths resonant with the ZPL at 637 nm (red) in combination with 594 nm (yellow) and 532 nm (green) is used to efficiently control the NV− and NV0 charge state and allows for an alternative readout scheme free of photon-shot-noise via charge state detection.

1.3.4 Ground-State Hamiltonian

The NV− ground-state Hamiltonian is that of an electronic spin-1 system with axial symmetry [7] and given by (omitting nuclear Zeeman effects) [142]

\[
\frac{H}{\hbar} = \underbrace{D S_z^2}_{\text{spin-spin}} + \underbrace{M_x S_z^2 + M_x (S_y^2 - S_x^2)}_{\text{electric field/strain contributions}} + \underbrace{M_y S_y S_z + S_y S_x}_{\text{Zeeman}} + \underbrace{\frac{\gamma_{1 \text{NV}} B \cdot S}{2\pi}}_{\text{hyperfine}} + \underbrace{I \cdot \hat{A} \cdot S + P I_z^2}_{\text{quadrupole}},
\]

where \( D \approx 2.87 \text{GHz} \) is the zero-field spin-spin splitting, \( \{S_x, S_y, S_z\} = S \) are the dimensionless electronic spin-1 operators, \( \{M_x, M_y, M_z\} \) collect strain and electric field...
contributions to $H$ \cite{125, 126}, $\gamma_{NV} \approx 2\pi \times 28\text{ GHz/T}$ is the NV gyromagnetic-ratio \cite{142, Tab. 2}, $\{B_x, B_y, B_z\} = B$ are the local magnetic field components, $\hat{A}$ is the magnetic hyperfine tensor, $P$ is the experimentally determined quadrupole splitting parameter, and $\{I_x, I_y, I_z\} = I$ are the dimensionless nuclear spin operators. When a small magnetic field $B_z$ is applied along the NV quantization axis $\frac{\gamma_{NV}}{2\pi} B_z \ll D$, $D \gg \{\frac{\gamma_{NV}}{2\pi} B_x, \frac{\gamma_{NV}}{2\pi} B_y, M_x, M_y, M_z\}$ and sets the largest energy scale. A common approximation is therefore to ignore terms $\propto S_x, S_y, I_x, \text{ and } I_y$ to simplify the Hamiltonian. Equation 1.1 is then purely diagonal and the frequencies for the spin states $m_s = 0, \pm 1$ are given by

$$f_{\pm 1} \approx D + M_z + |m_I|P \pm \left(\frac{\gamma_{NV}}{2\pi} B_z + m_I A_z\right) \text{ and}$$

$$f_0 = |m_I|P,$$

where $A_z$ is the on-axis hyperfine component. Note that in Eqn.1.2 and 1.3 the quadropolar contribution $|m_I|P$ is typically omitted. Such a term leads to a constant energy shift of the $m_I = \pm 1$ nuclear spin states but does not affect the electronic spin transitions, which are given by the energy difference between $f_{-1}$ (or $f_{+1}$) and $f_0$. In addition, for $^{15}$N isotopes no quadropolar splitting exists and $P = 0$ \cite{142}.

In case of a natural abundance of nitrogen ($[^{14}\text{N}] = 99.636\%$) with nuclear spin $I = 1$, hyperfine splitting $A_z \approx -2.2\text{ MHz}$ \cite{142, see Tab. 1}, and quadruopolar splitting $P \approx -5\text{ MHz}$ \cite{142, see Tab. 1}, the $^{14}\text{NV}^-$ spin states become $|m_s = 0, \pm 1; m_I = 0, \pm 1\rangle$ and the resonance spectrum correspondingly exhibits up to six magnetic resonances. Figure 1.7 depicts a qualitative picture of the NV energy levels and expected energy spectrum. With a static magnetic field bias field $B_z$ is applied,
the degeneracy of the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ spin transition is lifted, which results in a pair of hyperfine triplets with spacing $|A_z| \approx 2.2$ MHz spectrally separated by $2 \times \frac{\gamma_{NV}}{2\pi} \approx 5.6$ MHz/G. NV experiments are typically performed by working with either of the two hyperfine groups, that is the $|0\rangle \leftrightarrow |+1\rangle$ or $|0\rangle \leftrightarrow |-1\rangle$ electronic spin transition. Each transition approximates an effective two-level system and since $\Delta m_s$ changes by 1, we refer to them as single quantum (SQ) transitions. By addressing both SQ transitions simultaneously, experiments can also be performed utilizing the $|-1\rangle \leftrightarrow |+1\rangle$ transition, here referred to as double quantum (DQ) since $\Delta m_s = 2$. The ability to manipulate the NV ground state in either the SQ or DQ basis provides great flexibility for spin manipulation and further details with specific applications...
are discussed in Sec. 1.5 and Ch. 5. For a detailed analysis of the Hamiltonian in Eqn. 1.1 using perturbation theory that include effects of $M_x$, $M_y$, $B_x$, and $B_y$, see Sec. C.2.

1.4 Primary Pulse Sequences

In the previous section, we have discussed the optical and magnetic properties of the NV$^-$ center. In this section, we introduce a set of control sequences that allow complex manipulation of the NV spin and sequential optical read out via laser light.

1.4.1 Electron Spin Resonance

The most basic form of NV spin manipulation is to apply a continuous MW signal resonant with either of the two SQ transitions. This type of spin manipulation is known as electron spin resonance (ESR), or alternatively, optically detected magnetic resonance (ODMR), as the NV fluorescence is employed for spin state readout (see Sec. 1.3.3).

The general form of an ODMR sequence is shown in Fig. 1.8a. Application of 532 nm laser light is used to initialize the NV spin state into the $m_s = 0$ ground state (ignoring hyperfine splitting for simplicity) and the ODMR signal is plotted as a function of the applied MW frequency. When the continuous MW radiation is on-resonant with the either the $|0\rangle \leftrightarrow | - 1\rangle$ or $|0\rangle \leftrightarrow | + 1\rangle$ spin transition, the NV$^-$ fluorescence reduces as the spin populations are redistributed between the ground-state spin states. The NV ODMR signal thus exhibits three resonances that are
attributed to a single electronic spin transition given the triplet hyperfine structure of the ground state; this is shown in Fig. 1.8b ("SIG"). However, when considering all four possible NV axes in diamond, two electronic spin transitions, and the triplet hyperfine structure, a full NV-diamond ODMR spectrum exhibits a total of up to 24 peaks when an arbitrary magnetic field is applied. Such a spectrum is discussed in Sec. 1.6 and depicted in Fig. 1.17.

Figure 1.8: ESR sequence – (a) Applying continuous MW to either the $|0\rangle \leftrightarrow | -1 \rangle$ or $|0\rangle \leftrightarrow | +1 \rangle$ spin transition leads to a measurable difference in fluorescence signal when the MW radiation is on resonance with the electronic-hyperfine transitions (compare Fig. 1.6). (b) Fluorescence signal (SIG) and reference (REF) obtained as a function of MW frequency representative for an ensemble measurement. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Normalized fluorescence signal given by SIG/REF.

The obtained resonance signal can be referenced to the steady-state fluorescence measured with an identical sequence when no MW fields are applied ("REF", Fig. 1.8a and b). Laser light amplitude fluctuations are efficiently canceled and the signal is
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expressed in normalized fluorescence units (see Fig. 1.8c) given by

\[
\text{Fluorescence (norm.)} = \frac{\text{SIG}}{\text{REF}}.
\]  

(1.4)

The spin dynamics in an ESR sequence can be complex and exhibit unwanted linewidth narrowing and broadening, or contrast degradation may also occur. These effects are described by a rate equation model, which takes into account the lifetime of individual NV level, the laser light intensity and the MW drive strength [191, 194]. Employing a pulsed ESR scheme allows mitigation of some of the drawbacks encountered in ESR with continuous MW but requires calibration of the Rabi frequency, which is discussed next [194].

1.4.2 Rabi Nutation and Unitary Rotations

Applying continuous MW to either the \(|0\rangle \leftrightarrow |+1\rangle\) or \(|0\rangle \leftrightarrow |-1\rangle\) NV transition results in Rabi oscillations of the NV spin state and ODMR fluorescence signal. A typical Rabi sequence and measured Rabi signal is shown in Fig. 1.9. Similar to the ESR sequence, green laser light initializes the NV into the \(m_s = 0\) ground state. Following initialization and picking the \(|0\rangle \leftrightarrow |-1\rangle\) transition for example, resonant MW fields applied for a fixed period \(\tau\) mix the \(m_s = 0\) and \(-1\) spin states. A short laser readout pulse collects the spin-population-dependent fluorescence, which is compared to a reference signal without any MW applied. By repeating the sequence for varying \(\tau\), a full Rabi curve is traced out. The resulting ODMR signal that exhibits coherent oscillation is shown in Fig. 1.9b.
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Figure 1.9: Rabi sequence – (a) Resonant MW fields are applied for a duration $\tau$ to either the $|0\rangle \leftrightarrow |-1\rangle$ or $|0\rangle \leftrightarrow |+1\rangle$ spin transition leading to oscillations of the NV fluorescence signal. (b) Normalized Rabi fluorescence signal as a function of MW pulse duration $\tau$ representative for a NV ensemble measurement. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Common spin manipulations explained using the Bloch sphere picture for varying initial spin states (blue arrows) and resulting final states (orange arrows). (i.) A $\pi$-pulse applied around $\hat{x}$ to the $|0\rangle$ state results in inversion of the spin population and yields $|-1\rangle$ (and vice versa). (ii.) A $\pi/2$-pulse applied around $\hat{x}$ to the $|0\rangle$ state results in the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + |-1\rangle)$. (iii.) A $\pi$-pulse applied around $\hat{x}$ to the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + e^{i\phi}|-1\rangle)$ results in a phase swap that yields the state $\frac{1}{\sqrt{2}}(|-1\rangle - e^{i\phi}|0\rangle)$. (iv.) A $\pi/2$-pulse applied around $\hat{x}$ to the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + |-1\rangle)$ results in the state $|-1\rangle$.

For an idealized two-level system, the Rabi dynamics are described by the Hamiltonian (in the rotating frame, see Sec.A.1)

$$H_{\text{rot}}/\hbar \approx -\delta|1\rangle\langle -1| - \Omega(|0\rangle\langle -1| + |-1\rangle\langle 0|).$$  \hspace{1cm} (1.5)

Here, $\delta$ is the detuning of the drive frequency from the $|0\rangle \leftrightarrow |-1\rangle$ spin transition and $\Omega \equiv \frac{2\gamma_{NV}}{2\pi}B_{1}$ is the Rabi frequency for a given AC field $B_{1}$ applied perpendicular to the NV quantization axis. Solving the Schrödinger equation for the Hamiltonian in Eqn. 1.5, we find that for zero detuning ($\delta = 0$) the spin population in the $m_s = 0$
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state, \( P_{|0\rangle} \), changes sinusoidally with pulse duration \( \tau \) and Rabi frequency \( \Omega \),

\[
P_{|0\rangle} \propto \cos(2\pi \Omega \tau).
\] (1.6)

The evolution of \( P_{|0\rangle} \) with applied on-resonant MW drive is evident by the oscillation of the ODMR signal in Fig. 1.9b, where a high fluorescence signal corresponds to maximal population in the \( m_s = 0 \) state \( (P_{|0\rangle} \approx 1, P_{|-1\rangle} \approx 0) \) and a minimal signal to maximal population in the \( m_s = -1 \) state \( (P_{|0\rangle} \approx 0, P_{|-1\rangle} \approx 1) \). It is important to note that it is the millisecond-long spin lifetime of the NV center ground state that allows for coherent manipulation of the spin state via MW fields and the sequential initialization and readout via laser light. Typical Rabi frequencies are \( \sim 10 \text{MHz} \) and correspond to MW pulse durations \( \sim 100 \text{ns} \). Typical laser pulses used for initialization are \( \sim 1 - 10 \mu \text{s} \), and typical readout times are \( \sim 1 \mu \text{s} \). All of these time scales are significantly shorter than the spin lifetime of the NV ground state \( \sim 1 \text{ms} \).

In reality, the NV Rabi signal exhibits multiple Rabi frequencies that beat against each other. This is a consequence of the closely spaced hyperfine transitions that are inevitably driven off-resonantly with effective Rabi drive \( \Omega_{eff} = \sqrt{\Omega^2 + \delta^2} \), where the detuning \( \delta \) approximately equals the hyperfine splitting \( A_z \). This can be readily seen by taking the Fourier transform of the plotted Rabi signal (Fig 1.9b inset), which displays three distinct effective Rabi frequencies. Moreover, the overall Rabi amplitude exhibits exponential-type decay as a manifestation of loss of polarization and decoherence of the NV quantum state over time. The exact decay shape of Rabi signals is beyond the scope of this section, but discussed for example in Reference [195] for a single NV and in Reference [196] for ensembles.
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Unitary Evolution

With known Rabi frequency $\approx \Omega$ it is now possible to define a set of MW pulses to coherently control the NV spin state population. From Eqn. 1.6, it can be seen that after timing intervals $\tau_\pi \equiv 1/2\Omega$ the population is transferred from the $|0\rangle$ to the $|-1\rangle$ state and back, as evidenced by the oscillations of the ODMR Rabi signal. A MW pulse of duration $\tau_\pi$ ("$\pi$-pulse") subsequently describes the inversion of the spin population. This idea can be formulated more generally and it is convenient to describe the spin manipulation as arbitrary rotations of an initial spin state $|\psi\rangle$ on the Bloch sphere. The unitary rotation operator for an idealized spin$-1/2$ system and resonant driving ($\delta = 0$) is given by

$$\hat{U}(\theta) \equiv e^{i\theta \hat{n} \cdot \hat{S}} = I \cos(\theta) + \hat{n} \cdot \hat{S} \sin(\theta), \quad (1.7)$$

where $\theta \equiv 2\pi\Omega\tau$ is the angle of rotation, $I$ is the $2 \times 2$ identity matrix, $\hat{n} \in \{\hat{x}, \hat{y}, \hat{z}\}$ are the Cartesian unit vectors and $\hat{S} = \{\sigma_x, \sigma_y, \sigma_z\}$ are the dimensionless Pauli matrices. It is then straightforward to show that $\hat{U}_{\hat{z}}(\pi)$ applied to the initial state $|0\rangle$ yields $|-1\rangle$ and vice versa, as one would expect from the Rabi signal. Additional common spin rotations used in NV experiments are shown in Fig. 1.9c and described in the caption. Coherent control of the NV spin states via rotations defined by Eqn. 1.7 and Fig. 1.9c are the building blocks for more advanced pulse sequences used in NV quantum information and quantum sensing applications. Pulse errors due to experimental imperfections must also be taken into account [197]. They enter in Eqn. 1.7 in two ways. First, imperfect pulse calibrations lead to errors in the
angle of rotation and \( \theta \rightarrow \theta + \epsilon \), where \( \epsilon \ll \theta \) is the rotation angle error. Second, rotations may not be perfect around a single axis, which leads to a tilt in the axis of rotation. For example, in the case of x-rotations with \( \hat{x} = (1, 0, 0) \), then \( \hat{x} \rightarrow (\sqrt{1 - n_y^2 - n_z^2}, n_y, n_z) \), where \( n_y \ll 1 \) and \( n_z \ll 1 \) describe the small tilt in the y- and z-direction, respectively. Although such tilt errors are typically small in experiments and dependent on hardware or calibration, pulse errors due to the nuclear hyperfine coupling \((m_I A_z)\) become a relevant mechanism to be considered when many pulses are applied. For further discussion, see, for example, Reference [197]. We discuss protocols for DC and AC magnetic field quantum sensing in the following section.

### 1.4.3 Ramsey/Free Induction Decay Experiment

A pulsed Ramsey experiment, also known as free induction decay (FID) [135, 198, 199], is given by the sequence of pulses \( \pi/2 - \tau - \pi/2 \), where \( \pi/2 \) denotes MW pulses resonant with an NV transition of duration \( \tau_{\pi/2} \equiv 1/4\Omega \) and \( \tau \) is a free evolution interval. Without any prior knowledge of the exact details of the Ramsey sequence, intuition can be used from the unitary operator formalism introduced in the last section (Eqn. 1.7). The signal \( S(\tau)_{\text{Ramsey}} \) of a Ramsey sequence is then calculated by

\[
S_{\text{Ramsey}}(\tau) = \| \langle 0 | \hat{U}_{\hat{x}}(\pi/2)\hat{U}_{\hat{z}}(\tau)\hat{U}_{\hat{x}}(\pi/2)|0 \rangle \|^2 = \frac{1}{2} [1 + \cos \phi(\tau)],
\]

or, alternatively,

\[
S^{180^\circ}_{\text{Ramsey}}(\tau) = \| \langle 0 | \hat{U}_{-\hat{x}}(\pi/2)\hat{U}_{\hat{z}}(\tau)\hat{U}_{\hat{x}}(\pi/2)|0 \rangle \|^2 = \frac{1}{2} [1 - \cos \phi(\tau)].
\]
Here, we have introduced the free evolution operator $\hat{U}_z(\tau) \equiv e^{i\phi(\tau)\sigma_Z}$ which describes the precession of the spin on the Bloch sphere accumulating phase

$$\phi(\tau) = \gamma B_{DC}\tau$$

(1.10)
due to an external magnetic field $B_{DC}$ parallel to the NV quantization axis during the time interval $\tau$. The signal $S(\tau)_{Ramsey}$ thus oscillates at a frequency proportional to the applied field $B_{DC}$ when the precession time $\tau$ is fixed (and vice versa). This is the foundation for sensing of DC magnetic fields using NV centers. In addition, the axis of rotation can be changed from $\hat{x}$ (Eqn. 1.8) to $-\hat{x}$ (Eqn. 1.9) in the last $\pi/2$ pulse to alter the phase of $S(\tau)_{Ramsey}$ by $180^\circ$. Similarly, we could use an axis of rotation around $\hat{x}$ and $\hat{y}$ (or $\hat{x}$ and $-\hat{y}$) in Eqn. 1.8 and 1.9, respectively, to obtain the sine signal of the phase and $S_{Ramsey} \propto \sin \phi(\tau)$. The notion of being sensitive to either the cosine or sine and the accumulated phase $\phi$ is also referred to as cosine- and sine-magnetometry, respectively.

In experiments, each measurement is typically averaged over many runs, which results in an exponential-type decay of the mean Ramsey signal. This can be understood by taking the average of the signal $S(\tau)_{Ramsey}$, i.e., $S(\tau)_{Ramsey} \propto \langle \cos \delta \phi(\tau) \rangle$, where the noise of the accumulated phase $\delta \phi$ is a random variable. Applying the central limit theorem yields $S_{Ramsey} \propto e^{-\langle \delta \phi^2 \rangle/2}$ and the Ramsey signal exhibits a Gaussian decay shape [200, 201]. This has been experimentally verified in single NV measurements, which show excellent agreement with the theory [49, 199]. In ensemble experiments, however, the Ramsey envelope exhibits simple exponential decay and highlights a fundamental difference between single-spin and many-spin experiments.
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This difference is consistently observed throughout all NV measurements and is discussed in more detail in Ch. 2 and 6.

Figure 1.10 summarizes the NV Ramsey experiment. The general form of the experimental sequence (Fig. 1.10a) with initialization or readout via green laser light and manipulation with MW is similar to the ESR and Rabi sequences discussed in the last two sections. For fixed $B_{DC}$ given by an applied bias field, the free evolution time $\tau$ between the $\pi/2$-pulses is swept and the ODMR fluorescence signal is plotted as a function of $\tau$ (Fig. 1.10b and c).

Double-Pulsed Scheme

Instead of providing a reference signal without any MW applied, as in the case of ESR and Rabi measurements, the Ramsey sequence is performed twice, and the phase of the last MW pulse is altered the second time. The total signal of such a double-pulsed Ramsey scheme \[53\] is then given by

$$S(\tau)_{\text{double-pulsed}} = \frac{S(\tau) - S(\tau)^{180^\circ}}{S(\tau) + S(\tau)^{180^\circ}}$$

and has a simple motivation: Laser noise amplitude fluctuations are efficiently canceled on a time scale $T$, where $T$ is the spacing between laser readout pulses (resembling a lock-in scheme), while the SNR of the signal $S_{\text{Ramsey}}(\tau)$ increases by $\sqrt{2} \times$ when compared to the initial reference scheme discussed earlier (see Eqn. 1.4). Depending on the exact duration of $\tau$ between $\pi/2$-pulses and the length of readout/initialization pulses, the lock-in frequency $1/T$ can be as high as several hundreds.
kHz. Figure 1.10b shows each individual Ramsey signal obtained (SIG1 and SIG2), exhibiting the 180° phase shift due to the change of the axis of rotation between the two Ramsey sequences. The combined final signal given by Eqn. 1.11 is depicted in Figure 1.10c and presented in units of contrast.

Figure 1.10: Ramsey sequence with double-pulse noise cancellation scheme – (a) A $\pi/2 - \tau - \pi/2$ Ramsey protocol. (b) Individual Ramsey signals obtained through double-pulsed measurement (SIG1 and SIG2) representative for an ensemble measurement. By altering the phase of the final $\pi/2$ pulse from x to -x in (a), the Ramsey signals are phase shifted by 180° (compare Eqn. 1.8 and 1.9). The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (c) Normalized signal given by $\text{SIG}_1 - \text{SIG}_2/\text{SIG}_1 + \text{SIG}_2$; Inset - FFT of Ramsey signal. The beat frequencies occur at $\delta + mAz$. When a finite drive detuning $\delta > A_z$ with the NV spin transitions is chosen, the beat frequencies are clearly separated. In the shown case, $\delta \approx 6$ MHz.
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The measured Ramsey signals exhibit both the exponential-type decay and up to three sinusoidal signals beating against each other. Again, this is a consequence of the closely-spaced hyperfine transitions that are inevitably collectively addressed, a fact that was already mentioned in the Rabi experiment (Sec. 1.4.2). To distinguish the hyperfine beating frequencies, the applied MW field is slightly detuned from the exact NV resonances by a small amount $\delta$ resulting in three non-degenerate frequencies. It should also be noted that MW fields resonant with one of the hyperfine transitions would yield exactly two beat frequencies, or one if the center resonance is chosen. The beat frequencies are readily identified in the Fourier transform of the Ramsey signal (inset Fig. 1.10c), which reveals three peaks positioned at $\delta + m_i A_z$. When a detuning $\delta > A_z$ is chosen, the beat frequencies are clearly separated and spaced by the hyperfine splitting $A_z$.

In addition, the Ramsey envelope signal decays on a time-scale defined as $T_2^*$ - the inhomogeneous spin dephasing time. Extending $T_2^*$ and therefore prolonging the decay envelope is of crucial importance to improving the sensitivity for Ramsey-type DC magnetic field sensing. Mechanisms that limit $T_2^*$ are discussed in more detail in Sec. 2.3.1 and this is also the focus of Ch. 5. Lastly, the measured Ramsey decay signal is well described by the analytical expression

$$S(\tau) = \exp\left(-\tau/T_2^*\right)^p \sum_{i \in \{1,2,3\}} A_i \sin\left[(2\pi f_i(\tau - \tau_0)]\right],$$

(1.12)

where $T_2^*$ is the characteristic decay time of the envelope, $p$ is a phenomenological parameter, and $A_i, f_i$, and $\tau_0$ characterize the (up to) three hyperfine beat signals.
1.4.4 Ramsey DC Sensing

In Eqn. 1.8 and 1.9 we showed that for fixed free evolution time \( \tau \equiv \tau_{\text{meas}} \), the fluorescence signal oscillates with a frequency proportional to the external magnetic field \( B_{\text{DC}} \). Ramsey measurements thus provide a means to sense external magnetic fields by detecting a change in the accumulated phase of the NV sensor spin(s).

Fig. 1.11 shows a typical NV Ramsey sensing sequence with applied calibration field \( B_{\text{DC}} \). A typical sensing protocol is as follows:

i) trace out a Ramsey decay curve for fixed \( B_{\text{DC}} \) (Fig. 1.11b);

ii) fix the free evolution \( \tau = \tau_{\text{meas}} \) that corresponds to a point of maximum sensitivity, so the sensitivity thereby scales with precession time \( \tau_{\text{meas}} \) and contrast \( C_{\text{meas}} \) and is optimized when \( \tau_{\text{meas}} \approx T_2^* \) (see below);

iii) repeat the Ramsey measurement at fixed \( \tau_{\text{meas}} \) for different strengths of \( B_{\text{DC}} \) to trace out a magnetometry curve (Fig. 1.11c);

iv) select the region of maximum slope, \( \max |\frac{\partial S}{\partial B}| \) (red lines, Fig. 1.10c), by fixing \( B_{\text{DC}} \approx 0 \); and

v) sense arbitrary fields by monitoring the change in measurement contrast using the calibration curve obtained in step iii).

The Ramsey signal for fixed \( \tau_{\text{meas}} \), indeed oscillates with a frequency proportional to \( B_{\text{DC}} \) and we have \( S_{\text{Ramsey}}(B_{\text{DC}}) \propto \sin(\phi(B_{\text{DC}})) \) in sine magnetometry or \( \propto \cos(\phi(B_{\text{DC}})) \) in cosine magnetometry. Sitting on any of the nodes of the magnetometry curve corresponding to maximum slopes \( \max |\frac{\partial S}{\partial B}| \) (red lines, Fig. 1.10c), makes
Figure 1.11: Ramsey sensing sequence – (a) Similar to Fig. 1.10 and by fixing $B_{DC}$, the normalized Ramsey signal in (b) is obtained. Note that the second half of the double-pulsed scheme is omitted for simplicity. (c) By fixing $\tau = \tau_{\text{meas}}$, however, and sweeping $B_{DC}$, a magnetometry curve is traced out. Red lines indicate the positions of maximal slope at which the Ramsey signal is maximally sensitive to the external fields that are to be sensed.

the Ramsey sequence maximally sensitive to changes in the magnetic fields $B_{DC}$ that are to be sensed. Any change in $B_{DC}$ is detected through a change in NV fluorescence or contrast signal, and the magnetic field strength can be extracted from the calibration curve obtained in step (iii). A drawback of such a Ramsey sensing scheme is the $2\pi$ phase ambiguity due to the sinusoidal nature of the signal and magnetic fields $B_{DC}(1 + m)$, where $m$ is an integer number, whose values yield identical contrast values. However, such measurements are still useful for relative magnetic field sensing and noise spectroscopy.

**Sensitivity Estimate**

An important consideration in this protocol is the maximal magnetic sensitivity that can be obtained, which is derived in the following. Assuming a signal-to-noise ratio of unity, the minimum detectable magnetic field $\delta B_{\text{min}}$ in a Ramsey measurement is
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given by [41, 202]

\[
\delta B_{\text{min}} \approx \frac{\delta S}{\max |\frac{\partial S}{\partial B}|},
\]

(1.13)

where the Ramsey signal in sine-magnetometry is

\[
S = C_{\text{meas}} \sin(\gamma_{NV} B_{DC} \tau_{\text{meas}}).
\]

Here, \( C_{\text{meas}} \equiv C_0 e^{-(\tau_{\text{meas}}/T^*_2)^p} \) is the measurement contrast at time \( \tau_{\text{meas}} \) defined via the NV spin-state-dependent fluorescence visibility \( C_0 \) (see Eqn.1.4 and 1.11), \( \gamma_{NV} \) is the NV gyromagnetic ratio, \( B_{DC} \) is the magnetic field to be sensed, and \( \tau_{\text{meas}} \) is the sensing time during which the NV sensor spins precess and accumulate phase. The term \( \max |\frac{\partial S}{\partial B}| \) is the maximum slope of the Ramsey magnetometry signal,

\[
\max |\frac{\partial S}{\partial B}| = C_{\text{meas}} \gamma_{NV} \tau_{\text{meas}}.
\]

Assuming uncorrelated, Gaussian noise of the contrast signal with variance \( \sigma \), the standard error of the contrast signal, \( \delta S = \sigma (\tau_{\text{meas}})/\sqrt{\tau_{\text{meas}}} \), improves with the number of measurements \( n_{\text{meas}} \). Including a dead time \( \tau_D \), which accounts for time spent during initialization of the NV ensemble and readout of the spin-state-dependent fluorescence during a single measurement, \( n_{\text{meas}} = T/(\tau_{\text{meas}} + \tau_D) \) measurements are made over the total measurement time \( T \). \( \delta B_{\text{min}} \) is then found to be

\[
\delta B_{\text{min}} = \sigma \sqrt{\tau_{\text{meas}} + \tau_D} \frac{1}{C_{\text{meas}} \gamma_{NV} \tau_{\text{meas}} \sqrt{T}},
\]

and the sensitivity \( \eta \) is given by multiplying \( \delta B_{\text{min}} \) by the inverse bandwidth \( \sqrt{T} \):

\[
\eta = \delta B_{\text{min}} \sqrt{T} = \frac{\sigma \sqrt{\tau_{\text{meas}} + \tau_D}}{C_{\text{meas}} \gamma_{NV} \tau_{\text{meas}} \sqrt{T}}.
\]

(1.14)
In the ideal case, neglecting state preparation and readout time, $\tau_D \ll \tau_{\text{meas}}$ and
$$\sqrt{\tau_{\text{meas}} + \tau_D} / \tau_{\text{meas}} \approx 1 / \sqrt{\tau_{\text{meas}}}.$$ In this instance, the sensitivity becomes
$$\eta = \frac{\sigma}{C_{\text{meas}} \gamma_N V \sqrt{\tau_{\text{meas}}}}.$$  

(1.15)

At this point we have not rigorously justified how to choose the optimal measurement time $\tau_{\text{meas}}$, which enters in Eqn. 1.14 and 1.15 additionally via the measurement contrast $C_{\text{meas}}(\tau_{\text{meas}})$. Minimizing Eqn. 1.14 and 1.15 with respect to $\tau_{\text{meas}}$, we find that in the ideal case (negligible overhead time, $\tau_D \ll \tau_{\text{meas}}$) the optimal precession interval is given by $\tau_{\text{meas}} = T^*_2 / 2$, while in the more realistic case with overhead ($\tau_D \gg \tau_{\text{meas}}$), $\tau_{\text{meas}} \approx T^*_2$.

Although this section has focused on DC sensing via Ramsey-type spectroscopy, many other sensing techniques exists. These include continuous [83, 101] and pulsed ESR sensing [194]. For each technique, a detailed sensitivity analysis should be made with consideration for MW and laser power and homogeneity requirements, bandwidth, and technical complexity. A comprehensive comparison is beyond the scope of this section but for example provided in Reference [86]. Nonetheless, given the straightforward experimental implementation, Ramsey sensing is expected to be a preferred DC sensing scheme. Furthermore, in Sec. 1.5 and Ch. 5, we show that Ramsey sensing in the $\{-1, +1\}$ ground-state sub-basis (so-called DQ Ramsey) can provide significant additional enhancements in magnetic sensitivity.

In ensemble magnetometry, additional improvements are obtained by noting that a magnetometer composed of $N$ spins provides further enhancement in sensitivity
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\( \propto N^{-1/2} \). For example, taking a sensing volume of 1 mm\(^3\) at an NV spin concentration of 1 ppm provides \( N \sim 10^{14} \) spins. A challenge is then to optimize the product \((NT_2^*)^{1/2}\), since generally it is found that \( T_2^* \propto 1/N \) and enhancements in sensor density are negated by a decrease in dephasing time \( T_2^* \). This simplified picture does not consider experimental overhead time due to initialization and readout, laser and MW power requirements, or contrast degradation in high density samples into account but it is required for an extensive discussion of optimal sample characteristics in diamond sensing. Nonetheless, understanding limitations of \( T_2^* \) and increasing \((NT_2^*)^{1/2}\) in ensemble samples is at the forefront of developing ultra-high sensitivity bulk magnetometers and is discussed in more detail in Ch. 5.

### 1.4.5 Hahn Echo and Dynamical Decoupling

A spin Hahn echo measurement is given by the pulse sequence \( \pi/2 - \tau/2 - \pi - \tau/2 - \pi/2 \), which differs from a Ramsey experiment only by a MW \( \pi \)-pulse applied halfway between the \( \pi/2 \)-pulses [203]. Using the unitary operator formalism, it can be shown that the expected echo signal is identical to that of a Ramsey sequence (see Eqn. 1.8, 1.9, and 1.11), that is,

\[
S_{echo}(\tau) = \cos(\phi),
\]

but with an accumulated phase determined by

\[
\phi(\tau) = \gamma_{NV} \left( \int_{0}^{\tau/2} B(\tau') d\tau' - \int_{\tau/2}^{\tau} B(\tau') d\tau' \right). \tag{1.17}
\]

From Eqn. 1.17 it immediately follows that the echo sequence is *insensitive* to any static magnetic fields as the integral terms on the right-hand side are canceled. In contrast, this sequence is maximally sensitive to AC magnetic fields and noise components...
at frequencies $f_{AC} \approx 1/\tau$, where $\tau$ is the sensing time of the protocol (see Fig.1.12a). Application of a $\pi$-pulse to the Ramsey sequence thus fundamentally changes the response of spin echo to magnetic fields when compared to Ramsey measurements. An alternative interpretation of the echo response can occur by noting that a $\pi$-pulse reverses the precession direction of our NV spin by swapping the spin populations in each basis state ($\{0, +1\}$ or $\{0, -1\}$) half-way through the measurement time. Given that the magnetic field remains constant throughout the measurement sequence, any phase $\phi(B_{DC})$ accumulated by the state $|-\rangle$ (or $|+\rangle$) during the first precession interval, is negated by the phase (with the opposing sign) accumulated during the second interval. Figure 1.12 shows a typical NV echo sequence and obtained signal.

![Diagram of Hahn echo sequence](image)

**Figure 1.12:** Hahn echo sequence – (a) A $\pi/2 - \tau/2 - \pi - \tau/2 - \pi/2$ protocol representative for an ensemble measurement. Note that the second half of the double-pulsed scheme is omitted for simplicity (see Fig.1.10). The data was taken with the setup described in Ch.5 for Sample B (see Table 5.1). (b) Fluorescence signal (SIG1) and reference signal (SIG2) obtained via the sequence. The decay of SIG2 (and SIG1) at long precession times $\tau$ is due to spin-relaxation. Spin-relaxation effects are subtracted when (c) normalizing signal given by $(SIG1-SIG2)/(SIG1+SIG2)$.

The echo curves (Fig.1.12b and c) exhibit exponential-type decay, again a manifestation of the central limit theorem when averaging over many experimental iterations.
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$S_{echo}(\tau)$. The insensitivity of spin echo to static and slow varying magnetic fields also leads to a significantly prolonged decay time, denoted $T_2$; the homogeneous spin dephasing time [142] or coherence time. In a seminal study from 2009 it was shown that for single NV centers in ultra-pure, isotopically purified samples $T_2$ approaches the spin-lattice time of diamond ($T_2 \sim T_1 \sim \text{ms}$) [123]. In ensemble samples, however, $T_2$ is typically limited by interactions with paramagnetic bath spins. A discussion of $T_2$ is provided in Sec. 2.3.2 and we experimentally study $T_2$ in Ch. 6.

Similar to the Rabi and Ramsey protocols, the finite detuning of the MW drive $\delta \approx A_z$ with the NV hyperfine spin states results in Ramsey-type oscillations on top of the Hahn echo decay signal [204]. These oscillations are suppressed when $\Omega/\delta \gg 1$. In addition, the residual Ramsey signal decays on a timescale $T_2^*$ and when $T_2^* \ll T_2$, they will vanish quickly in the NV echo fluorescence signal, as shown in Fig. 1.12b.

Many extensions of spin echo have been investigated since its invention more than 60 years ago by Erwin Hahn [203]. Most importantly, by introducing an integer number $n$ of equally spaced $\pi$-pulses to the sequence, the bandwidth is adjusted to $n/T$, given a total measurement time $T$ [49, 197, 205, 206]. At the same time, the additional $\pi$-pulses alter the spectral response of the NV sensor to its surrounding environment, which leads to an increase of $T_2$. This technique, known as dynamical decoupling, allows the extension of $T_2$ to values that approach to the spin-lattice-relaxation time of diamond ($T_1 \sim 1 \text{ms}$ at ambient temperature) for single [48, 49, 205] and ensemble samples [53, 189]. Generally, however, the coherence time improves
sublinearly with the number of pulses; i.e., $T_2 \propto n^\lambda$, where $\lambda < 1$ is a parameter that describes the efficacy of a pulse sequence to decouple a given bath noise spectrum.

In Ch. 2 and 6, we show that $\lambda$ for NV centers in a bath of electronic substitutional nitrogen spins (P1 centers) is $\lesssim 2/3$, which requires hundreds of decoupling pulses in specific cases to obtain a significant enhancement in $T_2$. Figure 1.13 summarizes the discussed pulse sequences so far and shows two important multi-pulse extensions to standard Ramsey and Hahn echo measurements.

Figure 1.13: Common NV pulse sequences summarized – The Ramsey and Hahn echo protocol are compared to more advanced pulse sequences. CPMG is an extension of Hahn echo, where an even number of $\pi$-pulses are introduced[205]. XY is similar to CPMG but uses symmetric alteration of the axis of rotation between $\pi$-pulses (of the form x-x-y-x-y...y-x-y-x-x) to minimize the effect of pulse errors[197, 206].
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1.5 \([-1, +1]\) Double Quantum Basis

All experimental protocols discussed so far were performed in either the \(|0\rangle \leftrightarrow |+1\rangle\) or \(|0\rangle \leftrightarrow |-1\rangle\) sub-basis of the NV\(^-\) ground state and approximate a spin\(-1/2\) two-level system. In Sec. 1.3.4 we denoted the respective states \(\{0, +1\}\) and \(\{0, -1\}\) as single quantum (SQ) bases, since \(\Delta m_s = 1\). In this section we highlight a few experimental differences when sensing in the \([-1, +1]\) sub-basis (DQ basis, \(\Delta m_s = 2\)) [41, 135, 202, 207, 208].

Several benefits can arise when sensing in the NV DQ basis, which takes advantage of the full spin\(-1\) nature of the defect and employs the spin\(-1\) basis states \(\{0, -1, +1\}\). First, in the DQ basis, the NV gyromagnetic ratio is enhanced by a factor of two. Consequently, the phase accumulation due to external magnetic fields is doubled in Ramsey (see Eqn. 1.10), spin echo (see Eqn. 1.17), and related experiments when compared to SQ basis experiments. For a given precession time \(\tau\), this leads an increase in signal \(\propto 2 \times \phi\) but also but also a sensing time \((T_2^*\) or \(T_2)\) decreased twofold, which is a consequence of the enhanced gyromagnetic ratio in the DQ basis and increased susceptibility to magnetic noise. In this instance, the shot-noise limited sensitivity (Eqn. 1.15) improves by \(\approx 2 \times \sqrt{1/2} = \sqrt{2}\times\). That said, much greater enhancements may be achieved in select cases, such as when the sensing time is limited by sources other than magnetic noise.

A DQ measurement probes the energy difference between the \(m_s = +1\) and \(-1\) states and hence is *immune* to perturbations (to first order) that shift the \(m_s = -1\)
and +1 spin states in common-mode. This can be seen from the NV ground state energy levels, which, in the simplified case, \( D \gg \{ \frac{\gamma_{NV}}{2\pi} B_x, \frac{\gamma_{NV}}{2\pi} B_y, M_x, M_y \} \) are given by (compare with Eqn. 1.2)

\[
f_{\pm 1} \approx D + M_z \pm \left( \frac{\gamma_{NV}}{2\pi} B_z + m_i A_z \right). \tag{1.18}
\]

By probing the energy difference, \( \Delta f = f_{+1} - f_{-1} \), common-mode noise contributions, which enter via the \( D \) and \( M_z \) term, are largely suppressed, while magnetic noise contributions, entering via the \( B_z \)-dependence, double (consistent with a doubled gyromagnetic ratio).

It is the interplay between common-mode and differential terms in Eqn. 1.18 that dictate if the NV becomes more or less susceptible to a specific noise source when DQ is employed. For example, significant magnetic sensitivity enhancements can be obtained when the common-mode terms \( D \) and \( M_z \) in Eqn. 1.18 limit the magnetic sensitivity in a SQ basis measurements. The terms are suppressed in the DQ basis. This is indeed the case in ensemble measurement that utilize low nitrogen density samples. Indeed, in Ch. 5, we provide a detailed study of noise contributions in a \([N] \lesssim 0.05, 1, \text{ and } 10 \text{ ppm sample, and this chapter offer the finding that in samples with } [N] \lesssim 1 \text{ ppm, crystal lattice strain fields } (\propto M_x, M_y, M_z, ) \text{ are the dominant noise mechanisms in DC sensing experiments when probed in the SQ basis. Measurements in the DQ basis are strain-insensitive when a magnetic bias field } B_z \text{ is applied and therefore provide additional enhancements in magnetic field sensitivity beyond the factor } \sqrt{2}. \) Similarly, the DQ basis can be employed for enhanced temperature sensing by making the measurement protocol twice as sensitive to the \( D \) parameter in
Eqn. 1.18 ($\frac{dD}{dT} \approx 74 \text{kHz/K}$ [108]) while canceling magnetic noise contributions [109].

## 1.5.1 Double Quantum Rabi

Although the experimental implementation of DQ measurements is straightforward, important differences exist for the sequences introduced in Sec. 1.4.1 - 1.4.5 when comparing SQ to DQ measurements. These differences become apparent in CW experiments in particular, and they are here discussed in the context of Rabi signals. In a SQ Rabi experiment (Sec. 1.4.2), MW radiation resonant with $|0\rangle \leftrightarrow |+1\rangle$ (or $|0\rangle \leftrightarrow |-1\rangle$) transition result in a redistribution of the $\{0, +1\}$ (or $\{0, -1\}$) spin population and coherent oscillation of the NV fluorescence signal. An important notion is that MW fields cannot drive the $|-1\rangle \leftrightarrow |+1\rangle$ transition directly since the spin quantum $\Delta m_s$ can only be changed by 1. The closest DQ analog to a SQ Rabi experiment is obtained by applying coherent MW drives simultaneously to the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ transitions, and a typical DQ Rabi scheme is shown in Fig. 1.14.

For an idealized three-level system, the quantum dynamics with two Rabi drives $\Omega_{+1}$ and $\Omega_{-1}$ and detunings $\delta_{+1}$ and $\delta_{-1}$ are given by the Hamiltonian (in the rotating frame)

$$H_{rot}/\hbar = -\delta_{+1}|+1\rangle\langle+1|-\delta_{-1}|-1\rangle\langle-1|-\frac{\Omega_{+1}}{\sqrt{2}}(|+1\rangle\langle0|+|0\rangle\langle+1|)-\frac{\Omega_{-1}}{\sqrt{2}}(|-1\rangle\langle0|+|0\rangle\langle-1|). \tag{1.19}$$

In this Hamiltonian, the MW field couples predominantly to the $|+1\rangle + |-1\rangle$ superposition state and by defining a bright and dark state basis, $|B\rangle = \frac{1}{\sqrt{2}}(|+1\rangle + |$$
Figure 1.14: DQ Rabi protocol – (a) Schematic showing two Rabi drives \( \Omega_{+1} \approx \Omega_{-1} \) applied to the SQ spin transitions and (b) resulting DQ Rabi oscillation representative for an ensemble measurement. Inset: level diagram with two-tone SQ drives and effective \( \Omega_{DQ} = \sqrt{\Omega_{+1} + \Omega_{-1}} \) between the zero and bright state. (c) The Fourier transform of the Rabi signal exhibits the Rabi frequencies at \( \Omega_{DQ} \approx \sqrt{2} \Omega_{SQ} \) and residual signals at \( \approx \Omega_{DQ}/2 \) with additional frequencies due to the hyperfine coupling \( A_z \) (see text for details). The data was taken with the setup described in Ch. 5 using Sample B (see Table 5.1).

\[
\left| -1 \right\rangle \text{ and } \left| D \right\rangle = \frac{1}{\sqrt{2}} \left( \left| +1 \right\rangle - \left| -1 \right\rangle \right),
\]
respectively, Eqn. 1.19 can be recast to

\[
H_{\text{tot}}/\hbar = -\delta_{+1}\left| B \right\rangle \langle D \left| - \delta_{-1}\left| D \right\rangle \langle B \right| - \sqrt{\Omega_{+1} + \Omega_{-1}} \left( \left| B \right\rangle \langle 0 \left| + \left| 0 \right\rangle \langle B \right| \right).
\] (1.20)

The Hamiltonian in Eqn. 1.20 is identical in form to the spin−1/2 single Rabi Hamiltonian given in Eqn. 1.5 and for zero detunings \( \delta_{+1} = \delta_{-1} = 0 \) the spin population oscillates with enhanced DQ Rabi frequency \( \Omega_{DQ} = \sqrt{\Omega_{+1}^2 + \Omega_{-1}^2} \) between the zero and bright state. When both Rabi drive frequencies are chosen to be equal, that is, \( \Omega_{-1} \approx \Omega_{+1} \equiv \Omega_{SQ} \), the DQ Rabi frequency simply becomes \( \Omega_{DQ} = \sqrt{2}\Omega_{SQ} \).

For finite detunings \( \delta_{+1} = \delta_{-1} \neq 0 \), however, a residual population oscillates between the \( m_s = 0 \) and the dark state \( \left| D \right\rangle \), adding Rabi frequencies at \( \approx \Omega_{DQ}/2 \) to
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the signal. This leads to a rather complex Rabi beating in NV measurements and is shown in Fig. 1.14b. The Rabi frequency spectrum (Fig. 1.14c) thus exhibits multiple Rabi frequencies given the triplet hyperfine structure and two-tone Rabi drive. Nonetheless, since both fast and slow Rabi frequencies differ by $\approx 2\times$, an approximate DQ Rabi frequency $\Omega_{DQ}$ can be extracted from the measured Rabi signal and its Fourier transform. In Sec. A.1, we provide a detailed analysis of the DQ Rabi Hamiltonian described by Eqn. 1.19 and its resulting signals for varying drives and detunings.

1.5.2 Double Quantum Ramsey

For pulsed experiments, the unitary operator formalism from Sec. 1.4.2 is easily adapted to the spin-1 system by replacing the Pauli matrices in Eqn. 1.7 with the dimensionless spin−1 operators and the $2 \times 2$ identity matrix with it $3 \times 3$ counterpart. The signals for a Ramsey or echo sequence are then straightforwardly calculated and identical to the SQ case, where the accumulated phase $\phi_{DQ}$ is twice that of the SQ basis. It follows that the pulse sequences discussed in Sec. 1.4.2 - 1.4.5 can be equally employed by utilizing the spin−1 basis states $\{0, -1, +1\}$ and sensing is performed in the DQ $\{-1, +1\}$ sub-basis. We compare here the experimental difference when comparing SQ to DQ experiments.

First, in the SQ basis, the superposition state $\frac{1}{\sqrt{2}}(|0\rangle + |+1\rangle)$ (or $\frac{1}{\sqrt{2}}(|0\rangle + |-1\rangle)$) is used for sensing and obtained via application of a $\pi/2$-pulse of duration $\tau_{\pi/2} =$
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$1/(4\Omega_{SQ})$ to the respective NV transition. We deployed the unitary rotation formalism to show that this is analog to a rotation of the $|0\rangle$ basis state by the angle $\theta = \pi/2$, i.e $\hat{U}_x(\theta = \pi/2)|0\rangle_{s=1/2}$. Similarly, the superposition state $\frac{1}{\sqrt{2}}(|+1\rangle + |-1\rangle)$ that is relevant for DQ sensing (i.e., the previously-defined bright state $|B\rangle$) is obtained when the spin-1 $|0\rangle$ basis state is rotated by an angle $\theta = \pi/2$. This rotation is achieved experimentally by a full swap of the spin population from $|0\rangle$ to the bright state $|B\rangle$, which requires a DQ $\pi$-pulse of duration $\tau_\pi = 1/2\Omega_{DQ}$. A DQ Ramsey sequence thus consists of $\pi$-pulses in the bright-dark-state basis and not $\pi/2$-pulses as might be expected. Using $\Omega_{DQ} \approx \sqrt{2}\Omega_{SQ}$, the duration of the respective SQ pulses are found to be $\tau = 1/\sqrt{8}\Omega_{SQ}$, or $\sqrt{2} \times$ shorter than a $\pi$-pulse in the SQ basis.

In Fig. 1.15 we depict a typical DQ Ramsey protocol and resulting signal. Individual MW pulses applied to the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ SQ transitions are labeled and portrayed along with the effective MW pulses that are relevant for manipulation of the spin-1 basis states (see Fig. 1.15a). The resulting DQ Ramsey signal (Fig. 1.15) is visually comparable to that of a SQ Ramsey sequence but oscillates at twice the hyperfine frequencies when finite and equal-magnitude detunings $\delta_{+1}$ and $\delta_{-1}$ with respect to $m_I = 0$ center resonances are chosen (see FFT Fig. 1.15c and inset).

Second, the detunings $\delta_{+1}$ and $\delta_{-1}$ must to be chosen with opposite sign, i.e, $\delta_{+1} = -\delta_{-1}$, to address the correct NV$^-$ hyperfine states. This is readily seen in the inset of Fig. 1.15b, where the drive frequencies, $f_{+1} + \delta_{+1}$, $f_{-1} - \delta_{+1}$ and NV$^-$ hyperfine states $m_I$ are labeled. For arbitrary detunings, the DQ Ramsey signal beats
Figure 1.15: DQ Ramsey protocol – Sensing in the DQ basis \{-1,+1\} requires a population swap from the spin-1 \(|0\rangle\) state to the bright state \(|B\rangle\) and is obtained via DQ \(\pi\)-pulses. Effective pulses for the DQ basis are obtained via manipulation of the SQ transitions. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1). (b) DQ Ramsey signal and (c) Fourier transform, with resonances spaced by twice the hyperfine splitting. This is a manifestation of the doubled gyromagnetic ratio of the DQ basis. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).

at frequencies given by the difference between detunings and hyperfine splitting or it may exhibit additional beating at half of the precession frequency due to oscillation of population between the \(|0\rangle\) and dark state \(|D\rangle\). Pulse errors due to imperfect Rabi calibration and the finite detunings may also cause additional signals but are suppressed similarly to the SQ Rabi case when \(\Omega_{DQ} \gg \delta_{\pm1}\) (see Fig. 1.15c).

Third and last, we examine the axis of rotation in a double-pulsed DQ Ramsey. In Sec. 1.4.3, we have discussed the double-pulse scheme to allow for effective noise cancellation by measuring the Ramsey sequence twice. For the second Ramsey signal, however, we varied the axis of rotation for the last \(\pi/2\)-pulse from \(\hat{x}\) (Eqn. 1.8) to \(-\hat{x}\)
Figure 1.16: DQ Ramsey double-pulsed scheme for effective noise cancellation – The double-pulsed scheme for SQ Ramsey was explained in Sec. 1.4.3 and is adapted here to DQ Ramsey pulsed experiments. Note the change of axis of rotation for the last DQ $\pi$-pulse obtained by changing the axis of rotation of the SQ transition pulses. Similarly, the axis of rotation in the DQ basis can be manipulated for more advanced pulse sequences through control of the SQ transitions.

(Eqn. 1.9) to obtain a 180° phase-shifted signal, where the total signal was calculated via the visibility $(\text{SIG1} - \text{SIG2})/(\text{SIG1} + \text{SIG2}) \propto \cos \phi$. A similar noise-canceling scheme can be deployed for DQ pulse experiments where the axis of rotation for the bright state $|B\rangle$ is determined through the axes of the SQ rotations. A resulting double-pulsed scheme for DQ Ramsey is shown in Fig. 1.16 and is calculated, for example, using the unitary operator formalism introduced in Eqn. 1.7, but adapted to the spin-1 system.

1.6 $^{14}\text{NV}^-$ and $^{15}\text{NV}^-$ Comparison

In Sec. 1.3.2 we have introduced the formation of NV$^-$ centers either via growth or implantation of $^{14}\text{N}$ and $^{15}\text{N}$ isotopes. Experimentally, it can therefore be expected
that differences arise when working with $^{14}$NV$^-$ or $^{15}$NV$^-$ spins in NV applications. Most importantly, the spin multiplicity of the nitrogen-15 nuclear spin, $I = 1/2$, results in two different hyperfine spin states, $m_I = \pm 1/2$, and the corresponding NV$^-$ ground-state energy spectrum thus exhibits two instead of three hyperfine transitions when compared to $^{14}$N with $I = 1$ (see Eqn. 5.2). In addition, $^{15}$NV$^-$ spins exhibit a slightly increased hyperfine coupling $A_z \approx 3.1$ MHz [142, Tab. 1]. The change in the spin multiplicity and hyperfine coupling parameter is readily observed in NV applications when comparing $^{14}$NV$^-$ to $^{15}$NV$^-$ spins and discussed next.

\subsection*{1.6.1 Electron Spin Resonance}

In Fig. 1.17 we compare a typical ensemble ESR frequency spectrum obtained for both NV$^-$ isotope variants. The triplet hyperfine structure in the $^{14}$NV$^-$ case is reduced to a hyperfine doublet for $^{15}$NV$^-$ spins. In addition, the larger $^{15}$NV$^-$ hyperfine coupling results in increased spacing between individual hyperfine states. Note that in this figure we show the full NV ESR spectrum of the ensemble sample, and the spectrum exhibits four hyperfine resonance pairs, where each pair corresponds to the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ spin transition aligned with one of four [111] diamond crystal axis.

\subsection*{1.6.2 Ramsey}

The differences are also observable in Ramsey experiments and the SQ signals for both spin species are compared in Fig. 1.18. In both instances, the Ramsey signal exhibits a characteristic beating at frequencies $\delta + m_I A_z$ due to the finite detuning.
Figure 1.17: $^{14}\text{NV}^-$ and $^{15}\text{NV}^-$ ESR comparison – Full ESR spectrum for NV center ensembles with the $^{14}\text{N}$ (a) and the $^{15}\text{N}$ isotope. (b) The four resonance pairs indicated by the colored arrows correspond to the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ electronic spin transitions for the four NV centers classes with quantization axes aligned along any of four $[111]$ crystal directions. An arbitrary bias B-field direction was chosen. The difference in spin multiplicity and hyperfine coupling between the each isotope’s nuclear spin modifies the NV ground-state energy spectrum given by Eqn. 1.2. The data in (a) was taken using Sample B (see Table 5.1), and in (b) using a $^{12}\text{C} = 99.999\%$ electronic-grade substrate, implanted with $^{15}\text{N}$ (14 keV, $2 \times 10^{12} \text{cm}^{-2}$). Both measurements were performed using the setup described in Reference [101]. Note that the contrast, linewidths, and distributions of the spin population in each hyperfine pair are dependent on sample properties and experimental details.

$\delta$ of the resonance drive frequency from the hyperfine resonances. In each case, a detuning $\delta > A_z$ was chosen to clearly separate the beat frequencies. The frequencies and hyperfine splittings are identified in the Fourier spectrum of the Ramsey signal.
and are plotted in the insets of Fig. 1.18.

Figure 1.18: $^{14}$NV$^-$ and $^{15}$NV$^-$ Ramsey comparison – Ramsey signal for NV centers with the $^{14}$N (a) and the $^{15}$N isotope. (b) The difference in spin multiplicity and hyperfine splitting is readily observed in the Fourier-transformed Ramsey frequency spectrum (insets). Note that the decay time and measurement contrasts are dependent on sample properties. The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).

1.6.3 Echo/Electron-Spin-Echo-Envelope-Modulation

The most striking difference between $^{14}$NV$^-$ and $^{15}$NV$^-$ centers is apparent in a spin echo or dynamical decoupling sequence when a small off-axis magnetic field per-
perrpendicular to the NV quantization is present, as depicted in Fig. 1.19. In the $^{15}$NV− case (Fig 1.19b), the Hahn echo signal exhibits electron-spin-echo-envelope-modulation (ESEEM) [14, 209–212]. This ESEEM results in a modulation of the $^{15}$NV− echo decay envelope at approximately the hyperfine frequency $A_z \approx 3.1$ MHz and at a second frequency $f_L \approx \frac{\gamma_{^{15}N}}{2\pi} B_z$, which is proportional to the Larmor precession frequency of the $^{15}$N nuclear spin in the applied bias field [213], where $\gamma_{^{15}N} = 2\pi \times 4.316$ MHz/T is the nuclear gyromagnetic ratio of the $^{15}$N.

![Graph](https://via.placeholder.com/150)

Figure 1.19: $^{14}$NV− and $^{15}$NV− spin echo comparison – Echo signal for NV centers with $^{14}$N (a) and $^{15}$N isotope (b). The absence of a quadropolar splitting in $^{15}$N isotopes results in spin-echo-envelope-modulation (ESEEM) of the $^{15}$NV− decay envelope when a small magnetic field perpendicular to the NV quantization is present (for details see text). The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).
The absence of ESEEM in $^{14}$NV$^-$ centers (Fig. 1.19a) highlights a fundamental difference in the NV ground state Hamiltonian for both nitrogen isotopes, which has discussed in Sec. 1.3.4. Specifically, the quadrupolar term $P I_z^2$ with quadrupolar splitting parameter $P \approx -5$ MHz leads to a constant shift of the $m_I = \pm 1$ NV spin hyperfine states for $^{14}$N isotopes. Although the quadrupolar term has no effect on the NV electronic spin transitions, which are calculated by the difference in energy between the $f_{-1}$ (or $f_{+1}$) and $f_0$ energy levels, it fixes the quantization of the $^{14}$N nuclear spin along the quantization axis of the NV, irrespective of a small perpendicular magnetic field $\gamma^{15}N B_\perp \ll P$. In other words, the large quadrupolar splitting prevents the $^{14}$N nuclear spin from Larmor precessing and explains the absence of ESEEM in $^{14}$NV$^-$ centers. For $^{15}$N isotopes no quadrupolar splitting exists, the quadrupolar term vanishes and the ESEEM signal is visible in $^{15}$NV$^-$ centers. Similar ESEEM signals are observed for other nuclear spin species in diamond, particularly nuclear $^{13}$C bath spins, and these are discussed in Sec. 2.6 [211, 214].

It is interesting to note that ESEEM is a coherent modulation of the echo envelope and AC magnetic field sensing could still be performed by sitting on any of the revival nodes of the signal that occur at multiples of $\approx 2/f_L$. The revivals and coherent modulation of the echo signal for $^{15}$NV$^-$ spins can be expressed by the analytical formula [209, 211, 212]

$$S_{\text{ESEEM}}(\tau) = A e^{-(\tau/T_2)^p} \left[ 1 - B \sin^2\left(\frac{2\pi f_1 \tau}{2}\right) \sin^2\left(\frac{2\pi f_2 \tau}{2}\right) \right], \quad (1.21)$$

where the first term describes the exponential-type decay of the signal envelope discussed in Sec. 1.4.5, A and B are constants, and $f_1 \approx A_z$, and $f_2 \approx f_L$ characterize the
sinusoidal modulation due to the hyperfine splitting and Larmor precession, respectively. With better magnetic field alignment of the bias field, the amplitude of the modulation is reduced and eventually disappears. In this instance, the $^{15}\text{NV}^-$ echo signal exhibits only exponential-type decay that is analogous to the $^{14}\text{NV}^-$ echo signal shown in Fig. 1.19a. In addition, the slow frequency modulation frequency given by $\approx f_L$ can be adjusted via the externally applied magnetic field and no modulation is observed when $f_L \ll 1/T_2$. Lastly, we note that the signals given in Eqn. 1.21 are derived for single center measurements, and since the average of many individual NV centers located at different lattice sites is taken for the ensemble signal, the single NV signal can only be considered as an approximation in ensemble measurements.
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Diamond Spin Bath

During diamond growth and NV center formation, a wide range of undesirable spin species may be incorporated into the diamond lattice [7, 169]. Paramagnetic defects interact with the NV spin state and result in a shortening of the NV spin coherence and lifetimes. Electronic impurities also act as dopants and can destabilize the charge state of NV centers. A thorough understanding of the diamond bath surrounding the NV spins is therefore of fundamental interest in NV research.

2.1 Introduction

Due to its high natural abundance and integral role in NV formation, substitutional nitrogen, the P1 center (N$_{S}^{0}$, S=1/2, 99.6% $^{14}$N natural abundance), is among the most important and comprehensibly studied spin defects in diamond [5–10]. Yet, nitrogen forms many other defect types including the ionized N$_{S}^{+}$ [169, 215], the
interstitial $N_I$ nitrogen defect [169, 216], nitrogen clusters [169], nitrogen-vacancy-hydrogen (NVH) defects [217–219], and of course NV centers.

In diamonds with a natural abundance of $^{13}$C isotopes ($I = 1/2, 1.07\%$), $^{13}$C nuclear spins are the second relevant spin species to be considered due to their naturally high density. Over recent years, much has been learned about the $^{13}$C spin bath and its contribution to NV decoherence [123, 190, 199, 211, 213, 214, 220–224]. Most importantly, by fabricating isotopically enriched $^{12}$C samples ($[^{13}\text{C}] \ll 1.07\%$), interactions with $^{13}$C bath spins can be largely eliminated, and purified samples are a preferred modality to date.

In addition to nitrogen and $^{13}$C spins, vacancy-related defects are of fundamental interest in NV research [29, 146, 147, 169, 225–227]. Vacancies are introduced into the lattice during diamond growth as well as the irradiation step and they form many compound defects, including di- and multi-vacancy clusters. Although vacancies in diamond have been studied extensively, their crucial role in NV formation has lead to a recent increase in interest [146, 147, 227]. Lastly, at sufficiently high conversion efficiencies ($\text{NV}^-/N_s^0 \gg 1\%$), the bath dynamics are dominated by interactions between NV centers. Multiple studies have just begun to explore this high NV-density regime in detail [59, 228, 229].

In this chapter, we focus on the spin bath consisting of paramagnetic substitutional nitrogen spins, the P1 center, and $^{13}$C nuclear spins. We first introduce
the physics of the P1 defect in in Sec. 2.2, then we describe its Jahn-Teller distortion and the origin of its resonance spectrum as measured through double-electron-electron-resonance (DEER) ESR. We then discuss the characteristic NV relaxation times associated with a bath of nitrogen spins (Sec. 2.3). In Sec. 2.4 we introduce an analytical model to describe the spin bath dynamics and we show validity with numerical simulations in Sec. 2.5. In Sec. 2.6 we provide a review of the $^{13}$C nuclear spin bath characteristics. Lastly, three additional MW control techniques are introduced which, in combination with the spin control techniques introduced in Ch. 1, form a powerful set of tools to study the bath spins.

2.2 Nitrogen Spin bath

2.2.1 P1 Center

Naively, one might assume that a substitutional nitrogen atom in diamond forms four covalent bonds with its neighboring C-atoms and possesses a tetrahedral defect symmetry equivalent to that of diamond. In this configuration, the extra nitrogen valence electron could occupy any of the four anti-bonding orbitals along any of the [111] directions that are degenerate in energy. This degeneracy, however, gives rise to a Jahn-Teller distortion (see Sec. 2.2.2) and it has been found that the nitrogen atom does not occupy the carbon lattice site exactly, but is relaxed 10-40% away from any of the four neighboring carbon atoms [8, 9]. Consequently, the symmetry of the P1 center is reduced from tetrahedral to trigonal $C_{3V}$, such that the P1 center has the same symmetry as the NV$^-$ center. This configuration is not stable by
any means and contrary to NV centers, and the P1 center constantly reorients itself with a reorientation rate determined by temperature, strain, quantum tunneling and external fields [8].

Figure 2.1: $P_1$ center schematic – Graph reproduced from Reference [7] - $C_x$ correspond to the different neighboring carbon lattice sites. Equal letters describe atoms with equivalent dipolar-interaction strength.

2.2.2 Jahn-Teller Effect (JTE)

The Jahn-Teller effect (JTE) is a fundamental concept in molecular physics which has been studied in great detail for a wide range of systems [230]. In literature, especially regarding the NV center, the JTE effect is discussed as a dynamic process [136, 231], which refers to the fact that it is temperature activated. In this instance, local phonons (i.e., vibrons) interact with the electronic spin state of the central spin aiding the system to "relax" and lower its ground state energy. At cryogenic temperatures when the vibronic degrees are frozen out, other effects may assist with this relaxation. This regime is referred to as the static Jahn-Teller regime.
An important notion is that the hyperfine coupling of the P1 center with its nuclear spin for both $^{14}$N and $^{15}$N isotopes is intimately related to the JTE. Fig. 2.2 shows a schematic of the P1 allowed magnetic dipole transitions when quadrupolar effects are neglected. When a magnetic field is applied to the diamond crystal, a single P1 center consisting of a $^{14}$N isotope exhibits three ESR resonance dips corresponding to the three dipole-allowed transitions. The Jahn-Teller distortion, however, sets the quantization axis along any of the [111] crystal directions irrespective of the applied magnetic field and taking all four P1 orientations in diamond into account, the combined spectrum thus exhibits up to twelve resonances for $^{14}$N. In case of $^{15}$N, up to eight resonances are visible. When the magnetic field is aligned parallel to any of the [111] crystal axes relevant for NV experiments, the twelve (eight) spin resonances for $^{14}$N ($^{15}$N) are partially degenerate.

Figure 2.2: P1 center level structure – For the (a) $^{14}$N and (b) $^{15}$N isotope. Similar to the NV center, the difference in nuclear spin multiplicity modifies the energy levels. Allowed dipole-allowed transitions are shown in blue, solid lines. Forbidden transitions are shown as dashed lines. Note that quadrupolar splitting is ignored.
Reorientation Rate

An remaining question has been the exact JTE reorientation rate at room temperature and is for example relevant for understanding NV decoherence. The rate has been studied in the low ($T \ll 280$ K) and high temperature regime ($T \gg 280$ K). The exact value at room temperature has not been determined experimentally, but is expected to be smaller than 35 kHz, a lower bound that was set by P1-linewidth measurements using ENDOR [6]. The rate is divided into the three temperature-dependent regimes [8, 9]:

i. A thermally activated regime ($T > 450$ K),

ii. a tunneling regime ($T < 250$ K), and

iii. an intermediate regime where thermal excitations and tunneling contribute to the reorientation.

The regimes are summarized in Fig. 2.3. In the thermally activated regime (i.), the reorientation rate may be described by an Arrhenius law,

$$\nu = \nu_0 e^{-\frac{V}{k_b T}},$$

where $\nu_0 \sim 4 \times 10^{12} 1/s$ is the bare reorientation rate at infinite temperature and $V = 0.76$ eV is the activation energy. Both constants have been determined experimentally [7]. For temperatures below 250 K (ii.), the reorientation rate is well-described by a tunneling probability between two harmonic potential minima and is shown as a solid curve in Fig. 2.3 [8]. It is interesting to compare the estimated values for the room temperature reorientation rate (iii.) using both models and we find that
Figure 2.3: Jahn-Teller effect – Plot reproduced from References [9, p.37] and [8] with annotations: Circles and short lines at high temperature are experimental data. The cold-temperature simulations are extrapolated to room temperature. Reorientation rates at 250 and 293 K are labeled based on the extrapolated curve.

\[ \nu_{\text{Arrhenius}}(T = 293 \text{ K}) \sim 1 \text{ s}; \text{ calculated using Eqn. 2.1, and} \]

\[ \nu_{\text{tunneling}}(T = 293 \text{ K}) \sim 0.001 \text{ s}; \text{ extrapolated from Fig. 2.3.} \]

We find that both models give at best an order-of-magnitude estimate of the reorientation rate, but place it somewhere in the 0.001 – 1 s range. The Jahn-Teller rate is thus close to the spin-relaxation time of diamond (\( \sim \text{ms} \)). Further investigation is required. Recently, it was suggested that single NV centers may be employed to determine the P1 reorientation rate at intermediate temperatures \( \lesssim 250 \text{ K} \) more precisely [232].
2.2.3 Hamiltonian

In this section we account for all the resonances in terms of Jahn-Teller, hyperfine, and quadrupolar splittings and present a full Hamiltonian calculation for the substitutional nitrogen defect. Such a resonance spectrum is for example obtained using paramagnetic resonance or alternatively the double-electron-electron-resonance (DEER) technique, which employs the NV center sensor for readout (see Sec. 2.7.1). In Fig. 2.4 we depict a typical $^{14}$N and $^{15}$N frequency spectrum measured via the DEER technique [177] and the observed resonance features are now discussed.

The relevant spin Hamiltonian for the substitutional nitrogen defect is given by [5–7, 10]

\[
H_{P1}/\hbar = \mu_B/\hbar \mathbf{B} \cdot \mathbf{g} \cdot \mathbf{S} + \mu_N/\hbar \mathbf{B} \cdot \mathbf{I} + \mathbf{S} \cdot \mathbf{A} \cdot \mathbf{I} + \mathbf{I} \cdot \mathbf{Q} \cdot \mathbf{I}
\]

(2.2)

where $\mu_B$ is the Bohr magneton, $\hbar$ is Planck’s constant, $\mathbf{B} = (B_x, B_y, B_z)$ are the magnetic field vector components, $\mathbf{g}$ is the electronic $g$-factor tensor, $\mu_N$ is the nuclear magneton, $\mathbf{S} = (S_x, S_y, S_z)$ is the electronic spin vector, $\mathbf{A}$ is the hyperfine tensor, $\mathbf{I} = (I_x, I_y, I_z)$ is the nuclear spin vector, and $\mathbf{Q}$ is the nuclear electric quadrupole tensor. This Hamiltonian can be simplified in the following way: First, we neglect the nuclear Zeeman energy since its contribution is negligible at magnetic fields used in this work ($\approx 10\,\text{mT}$). Second, the Jahn-Teller distortion defines a symmetry axis for the nitrogen defect along any of the [111]-crystal axis directions [8, 9]. Under this trigonal symmetry (as with NV centers), and by going into an appropriate coordinate system, tensors $\mathbf{g}$, $\mathbf{A}$, and $\mathbf{Q}$ are diagonal and defined by at most two parameters:
g = \begin{pmatrix} g_\perp & 0 & 0 \\ 0 & g_\perp & 0 \\ 0 & 0 & g_\parallel \end{pmatrix}, \quad A = \begin{pmatrix} A_\perp & 0 & 0 \\ 0 & A_\perp & 0 \\ 0 & 0 & A_\parallel \end{pmatrix}, \quad Q = \begin{pmatrix} P_\perp & 0 & 0 \\ 0 & P_\perp & 0 \\ 0 & 0 & P_\parallel \end{pmatrix} \tag{2.3}

Here, \( g_\perp, g_\parallel, A_\perp, A_\parallel, P_\perp, \) and \( P_\parallel \) are the gyromagnetic, hyperfine, and quadrupolar on- and off-axis tensor components, respectively, in the principal coordinate system. Further simplifications can be made, by noting that the g-factor is isotropic \([5], g_\perp = g_\parallel \equiv g, \) and that for exact axial symmetry the off-axis components of the quadrupole tensor, \( P_\perp, \) vanish \([233]. \) Equation 2.2 may now be written as

\[
H_{P1}/\hbar = g\mu_B/\hbar \, B_z \, S_z + A_\parallel S_z \cdot I_z + A_\perp (S_x \cdot I_x + S_y \cdot I_y) + P_\parallel (I_z^2) \tag{2.4}
\]

where we dropped terms of the form \( I^3/3 \) that lead to a constant energy shift, but do not affect the electronic spin transitions energies.

\textbf{14}^N \text{ Spectrum}

The resulting calculated nitrogen frequency spectrum is compared with measurements in Fig. 2.4. The \( ^{14}N \) isotope has an electronic spin \( S = 1/2 \) and nuclear spin \( I = 1, \) leading to the six eigenstates \( |m_S = \pm 1/2, m_I = 0, \pm 1 \rangle. \) The corresponding three dipole-allowed transitions (\( \Delta m_S = \pm 1, \Delta m_I = 0, \) solid arrows) are shown in Fig. 2.2a, along with the four first-order forbidden transitions (\( \Delta m_S = \pm 1, \Delta m_I = \pm 1, \) dashed arrows). The JTE effect sets a quantization axis along any of the four \([111]\) crystallographic directions, irrespective of the applied magnetic field. Taking all JT
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Figure 2.4: $^{14}$N and $^{15}$N ESR spectra taken with the NV DEER measurement protocol – (a) Simulated $^{14}$N spectrum (red) and measured spectrum (blue) for a $[N] = 0.75$ ppm, $^{14}$N sample. The dipole-allowed nitrogen hyperfine transitions are labeled 1 - 6. Smaller peaks are attributed to degenerate forbidden hyperfine transitions ($\Delta m_I \neq 0$) of the off-axis nitrogen orientations. The frequencies were simulated using Eqn. 2.4 and are plotted as Lorentzians with widths and amplitudes chosen to reflect the experimental data. The allowed hyperfine transitions have an approximate amplitude ratio of 1:3:1:3:3:1 (see main text). The Larmor frequency of an electronic spin without hyperfine shift ($g = 2$) is indicated as dashed black line. (b) Simulated spectrum (red) with measurements (blue) for a $[N] = 10$ ppm, $^{15}$N sample. The $^{15}$N dipole-allowed hyperfine transitions are labeled 1 - 4. Smaller peaks are attributed to forbidden $^{15}$N hyperfine transitions and $g = 2$ dark spins. The spectrum of a small abundance of $^{14}$N spins ($\approx 5\%$ of $^{15}$N density) is visible as well. The data in (a) and (b) was taken with the setup described in Ch. 5 using Sample B and Sample C, respectively (see Table 5.1).
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<table>
<thead>
<tr>
<th></th>
<th>(^{14}\text{N})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(g) 2.0024[5]</td>
</tr>
<tr>
<td></td>
<td>(A_\parallel, A_\perp) 114 MHz, 81.3 MHz[5, 6, 10]</td>
</tr>
<tr>
<td></td>
<td>(P_\parallel) -3.97 MHz[6]</td>
</tr>
<tr>
<td></td>
<td>(^{15}\text{N})</td>
</tr>
<tr>
<td></td>
<td>(A_\parallel, A_\perp) -159.7 MHz, -113.83 MHz[10]</td>
</tr>
<tr>
<td></td>
<td>(P) 0 (since (I &lt; 1))</td>
</tr>
</tbody>
</table>

Table 2.1: Nitrogen defect parameters – Summary of defect parameters used to simulate the nitrogen resonance spectrum using Eqn. 2.4.

orientations into account, the full \(^{14}\text{N}\) spin resonance spectrum displays a total of 12 dipole-allowed resonances. By aligning the magnetic field along any of the [111]-directions of the diamond crystal, the twelve transitions are partially degenerate and reduce to six visible resonances in an NV DEER measurement, with an amplitude ratio 1:3:1:3:3:1. We obtain the spectrum for the off-axis and degenerate JT orientations from Eqn. 2.4 by rotating the bias field by an angle \(\theta = 109.471^\circ\) around either the x or y axis, where \(\theta\) is the angle between any two crystallographic axes, i.e., taking \(\mathbf{B} \to \mathbf{R}_x \text{ or } y(\theta = 109.471^\circ) \cdot \mathbf{B}\).

In Fig. 2.4a, the simulated partially-degenerate spectrum for \(^{14}\text{N}\) spins is shown together with experimental data from a \([\text{N}] = 0.75\) ppm sample. A magnetic field \(B_z = 95.5\) mT was applied along one of the [111]-orientations. For the simulation the following parameters have been used: \(g\mu_B/h \approx 2.8024 \times 10^4\) MHz/T, where
$g = 2.0024$ is the P1 electronic g-factor \[5\], $\mu_B = 9.274 \times 10^{-24}$ J/T is the Bohr magneton, $h = 6.626 \times 10^{-34}$ Js is Planck’s constant, $A_{\parallel} = 114$ MHz, $A_{\perp} = 81.3$ MHz \[5, 6, 10\], and $P_{\parallel} = -3.97$ MHz \[6\]. The parameters are summarized in Tab. 2.1.

**15N Spectrum**

The $^{15}$N isotope has $S = 1/2$ and $I = 1/2$, leading to the four eigenstates $|m_S = \pm 1/2, m_I = \pm 1/2\rangle$. The corresponding two dipole-allowed transitions ($\Delta m_S = \pm 1, \Delta m_I = 0$, solid arrows) are shown in Fig. 2.2b, along with the two first-order forbidden transitions ($\Delta m_S = \pm 1, \Delta m_I = \pm 1$, dashed arrows). The experimental NV DEER spectrum for a sample with $[^{15}\text{N}] = 10$ ppm is shown in Fig. 2.4b, along with the simulated $^{15}$N spectrum. For the $^{15}$N simulation we used $B_0 = 9.8$ mT, $A_{\parallel} = -159.7$ MHz, $A_{\perp} = -113.83$ MHz \[10\], and $P_{\parallel} = 0$ (since $I < 1$, compare Tab. 2.1). A small contribution due to residual $^{14}$N spins in this $^{14}$N sample is visible as well.

**2.3 Relaxation Time Scales**

To characterize the diamond spin bath, we consider the three characteristic NV center spin relaxation time scales $T_2^*$ (inhomogenous dephasing), $T_2$ (homogeneous dephasing), and $T_1$ (spin-population decay) at ambient temperatures for varying nitrogen and $^{13}$C spin concentrations. These time scales were introduced in Ch. 1 and can be determined experimentally employing ESR and pulsed measurements (see Sec. 1.4.1 - 1.5). In general it is found that $T_2^* \ll T_2 \ll T_1$, albeit $T_2^*$ and $T_2$ may be significantly prolonged when quantum control techniques are employed for both NV center and
bath spins. A theoretical description of $T_2^*$ and $T_2$ via a mean field approach is given in Sec. 2.4.1 and supported by simulations in Sec. 2.5. Detailed experimental results discussing limitations to $T_2^*$ and $T_2$ values for NV centers in a bath of paramagnetic nitrogen spins are presented in Ch. 5 and 6.

2.3.1 Inhomogeneous Dephasing Time $T_2^*$

For single and ensemble measurements, the inhomogenous dephasing $T_2^*$ is defined by the spin resonance linewidth measured in an ESR experiment (see Sec. 1.4.1). In these measurements, however, broadening due to the applied MW drives and laser light ought to be avoided [191, 194]. The linewidth is then limited by static and quasi-static bath noise sources that include dipolar interactions with paramagnetic bath spins, crystal lattice strain-fields, magnetic field gradients and expansion of the diamond lattice due to ambient temperature changes [135].

For single NV centers in ultra-pure diamond samples ([N] $\ll$ 1 ppm, $[^{13}\text{C}] \ll 1.07\%), T_2^*$ values in the 50 – 450 µs range have been reported [52, 202, 208, 234]. These high values are in drastic contrast to typical ensemble measurements $\lesssim 1$ µs [71, 108, 146, 160]. For ensembles at low bath spin concentrations, $T_2^*$ is typically limited by gradient fields intrinsic to the diamond or of the experimental apparatus. For single centers spatial inhomogeneities due to gradient fields are not relevant and a single NV $T_2^*$ may therefore greatly exceed the ensemble value. In Fig. 2.5 we summarize reported $T_2^*$ ensemble values for NV centers and related spin systems.
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A distribution of single NV measurements in an ultra-pure diamond from Reference [234] is shown for comparison. At fractional sensor densities $\ll 1$, inhomogeneities including paramagnetic bath spins and strain-fields limit $T_{2\text{ens}}^*$ to a value well-below the spin-spin interaction limit (red shaded area). This limit is estimated calculating the average dipolar coupling interaction strength between sensor spins given by

$$
\gamma_{e-e} = \frac{\mu_0}{4\pi} g^2 \mu_B^2 / \hbar \langle r \rangle^3 \approx 2\pi \times 9 \cdot [f] \text{GHz},
$$

where $\mu_0$ is the vacuum permeability, $g$ is the electron g-factor, $\mu_B$ is the Bohr magneton, $\hbar$ is the reduced Planck constant, and $\langle r \rangle$ is the average spacing between spins. A fractional sensor density of 1 corresponds to $10^{23} \text{cm}^{-3}$ and at spin sensor densities approaching unity, spin-spin interaction thus places an upper bound on $T_{2\text{ens}}^*$.

2.3.2 Homogeneous Dephasing Time $T_2$

In a Hahn echo sequence, the NV spin is insensitive to static and low-frequency noise sources in the spin bath, which are efficiently canceled by inverting the spin precession direction via application of a $\pi$-pulse half-way through the free precession interval (see Sec. 1.4.5) [49, 53, 60, 189, 214, 235]. The increased susceptibility of the NV center to AC noise, but reduced susceptibility to static noise sources leads to a significantly prolonged decay time in Hahn echo experiments, when it is compared to Ramsey. Since in Ramsey measurements static noise dominates, we generally have $T_2 \gg T_{2\text{ens}}^*$ for both single and ensemble measurements.

For low nitrogen content, isotopically purified $^{12}\text{C}$ samples ($[N] \ll 1 \text{ ppm}, [^{13}\text{C}] \ll$
Figure 2.5: $T^*_2$ survey for electronic solid-state spin ensembles as a function of density for NV centers and related systems (see legend) – Inhomogeneous dephasing due to paramagnetic bath spins, strain fields and other effects limit $T^*_2\text{ens}$ at low sensor densities $\ll 1$ (see text for details). At spin densities approaching unity, spin-spin interaction places an upper bound on the ensemble dephasing. The region in which individual, single spins are resolvable with confocal microscopy ($\sim 200$ nm average spin distance) is shown in gray. $T^*_2$ values determined for the nitrogen spins (P1 centers) are shown for reference as well (black stars, see Sec. C.5). Measurements by Ishikawa et al.[234] were performed on single NV centers and the error bar indicates the spread in measured $T^*_2$ values. Red arrows indicate improvement from the bare $T^*_2$ as measured in the NV SQ basis and increase when quantum control techniques are employed to suppress inhomogeneities (see Ch. 5). For references see [135].

1.07%), $T_2$ approaches the spin-lattice relaxation time in diamond ($T_2 \sim T_1 \sim 1$ ms, see Sec. 2.3.3) [123]. However, when the diamond spin bath contains a relevant
concentration of paramagnetic spin species (≫ 1 ppb), $T_2$ scales approximately inversely with the concentration of bath spins and $1/T_2 \propto \frac{\hbar}{4\pi} \gamma_N \gamma_n \hbar [n]$, where $[n]$ is the bath spin density [3, 222, 236]. In Ch.5 and 6, we study the dependence for both the ensemble $T_2^*$ and $T_2$ as a function of nitrogen concentration over the range $[N] = 0.01–300$ ppm and extract the characteristic scalings $T_2^*(N) = 10.6 \pm 1.9$ µs·ppm and $T_2(N) = 156 \pm 15$ µs·ppm.

It is important to note that the single and ensemble $T_2$ values extracted via Hahn echo measurement are of similar magnitude [201], since inhomogeneities including strain and magnetic field gradients are not relevant. This stands in contrast to Ramsey measurements where generally $T_2^*_{\text{single}} \neq T_2^*_{\text{ens}}$. For this reason, $T_2$ is also referred to as the *homogeneous dephasing time* [142]. Nonetheless, in $T_2$ measurements a difference between single and ensemble signal is observed and given by a change in stretched exponential parameter $p$, which is discussed in Sec.2.4.1.

For a dynamical decoupling sequence, such as CPMG-n and XY-n (see Fig.1.13), $T_2$ is enhanced proportionally to the applied number of π-pulses [53, 177, 197, 201, 237] and the Hahn echo $T_2$ time is replaced by

$$T_{2,n} = \left[1/(T_2 n^\lambda) + 1/T_{2,max}\right]^{-1}. \tag{2.5}$$

Here, $\lambda < 1$ is a spin-bath noise related parameter [49, 197, 201, 237] (see Sec.6.4) and $T_{2,max} \approx T_1/2$ accounts for the coherence time limit imposed by the finite spin-lattice relaxation time $T_1$ [53].
2.3.3 Relaxation Time $T_1$

While $T^*$ and $T_2$ are the characteristic time scales of decoherence in a spin system, $T_1$ characterizes the loss of spin population towards the Boltzmann distributed equilibrium. When spin population is lost, coherences are also inevitably destroyed and $T_1$ therefore imposes an upper limit on the maximal value of $T^*$ and $T_2$. The limitations to $T_1$ in bulk diamond are separated into a spin-lattice-relaxation and cross-relaxation regime [53, 171, 228, 238-242].

In the low NV density regime, i.e., when interactions between individual NV centers can be neglected, $T_1$ is limited by spin-lattice relaxation. In this instance, collective crystal lattice phonon modes modify the orbital stats of the NV spin resulting in decay of spin population in the NV ground state towards the Boltzmann populations [142, 242]. For a spin-1/2 system, the relationship between $T_2$ and $T_1$ is well-established and given by $T_{2,\text{max}} \leq 2T_1$ [233]. For NV centers in bulk diamond, however, this limit has been reported to be $T_{2,\text{max}} \approx 0.5T_1$ [53] and was also confirmed in nano-diamonds [243], a discrepancy that remains unresolved to date. The room-temperature $T_1$ times in bulk diamond are typically in the 1 – 10 ms range and comparable for single centers [52] and ensembles [128, 239, 244]. A set of ensemble $T_1$ times is shown for example in Fig.6.1b. Since lattice phonons are temperature activated, the $T_1$ time and thus $T_{2,\text{max}}$ are increased when working at cryogenic temperatures. In this instance, $T_1$ is prolonged by orders of magnitudes when $T \ll 280$ K and values exceeding few seconds have been demonstrated [38, 53, 171, 238].
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A second $T_1$ relaxation mechanism is introduced at high NV spin densities, when interactions between individual NV centers become relevant. In this regime, a single NV spin can relax via a flip-flop with a neighboring resonant spin. Population is then removed from the two-spin system via interactions with additional resonant centers, a process known as cross-relaxation. In this regime, $T_1$ is dependent on the NV density [228, 229, 241].

For NV centers within few nanometers from the diamond boundaries, surface effects also need to be taken into account. In this instance, the $T_1$ value is greatly reduced in comparison to bulk samples. For further discussion see Reference [106, 107].

2.4 Analytical Model of the Spin Bath Dynamics

A simplification of the description between the NV central spin and the spin bath is obtained via a mean field approach. In this picture, the NV-bath interaction is given by the semi-classical Hamiltonian [49, 245]

$$H_{\text{NV-bath}} = S_z B(t) \quad (2.6)$$

where $B(t)$ is a random noise process. $B(t)$ should be Gaussian with mean $\langle B(t) \rangle = 0$, Markovian, and stationary which is only full-filled by the Orenstein-Uhlenbeck stochastic noise process [246] and a derivation is motivated here.
2.4.1 Orenstein-Uhlenbeck Noise Process

The total accumulated phase of an NV center is generally described by

\[
\phi = \gamma_{NV} \int dt f(t) B(t),
\]  

(2.7)

where \(\gamma_{NV}\) is the NV spin gyromagnetic ratio, \(f(t)\) is the step-like filter function of our pulse sequence, and \(B(t)\) is the magnetic field that the spin senses, including both external fields and fields originating from the spin bath surrounding the spin. The probability to find the NV in state \(|0\rangle\) after time \(\tau\) is given by

\[
S(\tau) = \frac{1}{2} \left( 1 + \langle \cos \phi \rangle \right) = \frac{1}{2} \left( 1 + \Re[\langle e^{i\phi} \rangle] \right),
\]  

(2.8)

where \(i\phi\) is a random variable drawn from a distribution. Note that Eqn. 2.8 is a more generalized version of the spin signals derived for Ramsey and Hahn echo in Sec. 1.4.3 and Sec. 1.4.5, respectively. In these sections, we described the action of the coherent MW pulses as unitary rotations applied to an idealized spin-1/2 system and derived the sinusoidal spin signal in the first part of Eqn. 2.8. The statistical average over the sinusoidal signal was motivated by an average over many experimental runs.

Considering we have a large number of impurity spins with different couplings to the NV center, we assume that the random fluctuating B-field due to the spin bath has a Gaussian distribution with zero mean, simply due to the central limit theorem. This makes the moment generating function \(M_{i\phi}(1) = e^{-\langle \phi^2 \rangle / 2}\), giving us

\[
S(\tau) = \frac{1}{2} \left( 1 + e^{-\langle \phi^2 \rangle / 2} \right) = \frac{1}{2} \left( 1 + e^{-\chi(\tau)} \right).
\]  

(2.9)

Here,

\[
\chi(\tau) \equiv \int_0^{\infty} \frac{d\omega}{\pi} S_B(\omega) \frac{F(\omega\tau)}{\omega^2},
\]  

(2.10)
where the classical B-field spectral noise density is

$$S_B = \gamma_N^2 \int dt e^{i\omega t} \langle B(t)B(0) \rangle,$$  \hspace{1cm} (2.11)

and $2F(\omega \tau)/\omega^2$ is the Fourier transform of the filter function $f(t)$ squared. $F(\omega \tau)$ for the Ramsey, Hahn echo and CPMG-n sequence are summarized in Tab. 2.2.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$F(\omega \tau)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramsey</td>
<td>$2 \sin^2(\frac{\omega \tau}{2})$</td>
</tr>
<tr>
<td>Hahn echo</td>
<td>$8 \sin^4(\frac{\omega \tau}{4})$</td>
</tr>
<tr>
<td>CPMG-n (odd n)</td>
<td>$2 \tan^2(\frac{\omega \tau}{4\tau_n+2}) \sin^2(\frac{\omega \tau}{2})$</td>
</tr>
<tr>
<td>CPMG-n (even n)</td>
<td>$8 \sin^4(\frac{\omega \tau}{4n}) \sin^2(\frac{\omega \tau}{2}) / \cos^2(\frac{\omega \tau}{2n})$</td>
</tr>
</tbody>
</table>

Table 2.2: Filter functions $F(\omega \tau)$ for a Ramsey, Hahn echo and CPMG-n sequence reproduced from Reference [235].

For a bath spin Larmor precessing at $\omega_L$, the effective B-field at the central spin is given by $B_0 \cos(\omega_L t)$. Let us assume this impurity spin couples to other bath spins over time scales characterized by $\tau_c$ (the bath correlation time) such that the coherent spin precession decays and the B-field at the central spin can be approximated by $B(t) = B_0 \cos(\omega_L t)e^{-t/\tau_c}$. Thus, the bath spectral density becomes

$$S_B(\omega) = \gamma_N^2 \int dt e^{i\omega t} \langle B_0^2 \rangle \cos(\omega_L t)e^{-t/\tau_c} \approx \tau_c \gamma_N^2 \langle B_0^2 \rangle \left\{ \frac{1}{1 + (\omega - \omega_L)^2 \tau_c^2} + \frac{1}{1 + (\omega + \omega_L)^2 \tau_c^2} \right\}. \hspace{1cm} (2.12)$$

In the short time (high frequency) limit, the bath spectral density function can be simplified to

$$S_B(\omega) \approx \gamma_N^2 \langle B_0^2 \rangle \frac{\tau_c}{1 + ((\omega - \omega_L)\tau_c)^2}. \hspace{1cm} (2.13)$$
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This is equivalent to treating the spin bath as an Ornstein-Uhlenbeck stochastic process [177, 201, 246, 247]. In both cases, $B_0$ characterizes the total magnetic noise contributions to the central spin (in frequency units), and $\tau_c$ characterizes the spin bath interaction time-scales. Defining $\Delta^2 \tau_c/\pi = 2\gamma^2_{NV} \langle B_0^2 \rangle$ and setting $\omega_L = 0$, the Lorentzian spectral density given in Eqn. 2.13 takes the form

$$S(\omega, \Delta, \tau_c) = \frac{\Delta^2 \tau_c}{\pi} \frac{1}{1 + (\omega \tau_c)^2},$$

which has an amplitude $\Delta^2 \tau_c$ and HWHM of $1/\tau_c$.

2.4.2 Single Center Decay

Ramsey

For a Ramsey measurement, which was discussed in the first chapter, Sec. 1.4.3, the filter function is given by $F(\omega \tau) = 2 \sin^2 (\omega \tau/2)$ (see Tab. 2.2), leading to

$$\chi_{Ramsey}(\tau) = \frac{1}{\pi} \int_0^\infty \frac{d\omega \Delta^2 \tau_c}{\omega^2} \frac{1}{\pi} \frac{1}{1 + (\omega \tau_c)^2} 2 \sin^2 (\omega \tau/2)$$

$$= \Delta^2 \tau_c^2 \left( \frac{\tau}{\tau_c} - 1 + e^{-\tau/\tau_c} \right).$$

(2.15)

For short times, i.e., $\tau \ll \tau_c$ (but $\Delta \tau_c \gg 1$), $\chi$ is approximately given by

$$\chi_{Ramsey}(\tau) \approx \frac{1}{2} \Delta^2 \tau^2,$$

Substituting this in Eqn. 2.9, we get

$$S_{Ramsey}^{\text{single}}(\tau) = \frac{1}{2} \left( 1 + e^{-\tau/T_{2\text{single}}^*} \right)^2,$$

(2.16)

where

$$T_{2\text{single}}^* \equiv \sqrt{2}/\Delta.$$
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We see that $T_2^*$ for a single NV is solely determined by the NV-bath coupling $\Delta$ and intra-bath dynamics characterized by $\tau_c$ can be ignored at short timescales $\tau \ll \tau_c$, which is typically a good approximation for single NV experiments [49, 199]. Moreover, the Ramsey decay exhibits Gaussian decay, in agreement with the central limit theorem [200, 248, 249].

The Ramsey measurement can also be related to the spin resonance lineshape measured via an ESR sequence (see Sec. 1.4.1). While ESR measurements probe the frequency domain, Ramsey measurements probe dephasing in the time domain, and the ESR lineshape is obtained from a Fourier transform of the Ramsey signal. For single NV centers, the Fourier transform of the decay shape in Eqn. 2.16 gives a Gaussian lineshape,

$$S(f)^{\text{ESR}}_{\text{single}} = Ae^{-\frac{1}{2} \left(\frac{f}{\sigma}\right)^2} \quad (2.18)$$

and is characterized by the variance $\sigma$. Latter is related to $T_2^*_{\text{single}}$ by

$$T_2^*_{\text{single}} = \frac{\sqrt{2}}{2\pi \sigma} = \frac{2\sqrt{\ln 2}}{\pi \Gamma_{\text{single}}}, \quad (2.19)$$

where $\Gamma_{\text{single}} = 2\sqrt{2\ln 2}\sigma \approx 2.35\sigma$ is the full width at half max (FWHM) of the ESR lineshape and $\Delta = 2\pi \sigma$ [200, 250].
Hahn Echo

For a spin echo measurement, the filter function is $F(\omega \tau) = 8 \sin^4(\omega \tau/4)$ (see Tab. 2.2) giving us

$$\chi_{\text{Echo}}(\tau) = \frac{1}{\pi} \int \frac{d\omega}{\omega^2} \frac{\Delta^2 \tau_c}{1 + (\omega \tau_c)^2} 8 \sin^4(\omega \tau/4)$$

$$= \Delta^2 \tau_c^2 \left( \frac{\tau}{\tau_c} - 3 - e^{-\tau/\tau_c} + 4 e^{-\tau/2\tau_c} \right). \quad (2.20)$$

For short times, i.e., $\tau \ll \tau_c$ (but $\Delta \tau_c \gg 1$), $\chi$ is approximately given by

$$\chi_{\text{Echo}}(\tau) \approx \frac{\Delta^2}{12 \tau_c^3}. \quad (2.21)$$

Substituting this in Eqn. 2.9, we get

$$S_{\text{Echo}}^{\text{single}}(\tau) = \frac{1}{2} \left( 1 + e^{-\tau/(T_{2\text{single}})} \right)^3, \quad (2.22)$$

and the Hahn echo signal has cubic decay shape. For $\tau \ll \tau_c$ we have $T_2 = \left( \frac{12 \tau_c}{\Delta} \right)^{1/3}$, and the $T_2$ time is a function of both NV-bath coupling $\Delta$ and intra-bath coupling $\tau_c$.

2.4.3 Ensemble Decay

The time dependences in a NV ensemble measurement become different if we average the signal from several NV centers at different lattice site with varying local environments.
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Ramsey

The probability distribution function (PDF) relating a single NV value $\Delta_{\text{single}}$ and the ensemble value $\Delta_{\text{ens}}$ was given by [200]

$$P(\Delta_{\text{single}}) = \frac{\Delta_{\text{ens}}}{\Delta_{\text{single}}^2} \sqrt{\frac{2}{\pi}} e^{-\frac{1}{2} \left( \frac{\Delta_{\text{ens}}}{\Delta_{\text{single}}} \right)^2}.$$  \hspace{1cm} (2.23)

Since the distribution in Eqn. 2.23 exhibits a heavy-tail $\propto 1/\Delta_{\text{sing}}^2$, a single NV value is only weakly determined by the ensemble value and one cannot be inferred easily from the other [200].

To obtain the $T_2^*$ signal from an ensemble of NV centers, we average over various $\Delta_{\text{single}}$ giving us

$$S(\tau)_{\text{ens, Ramsey}} \propto \int_0^\infty P(\Delta_{\text{single}}) e^{-\left( \tau/T_2^* \right)^2} d\Delta_{\text{single}},$$  \hspace{1cm} (2.24)

where from Eqn. 2.17 we know that $T_{2,\text{sing}}^* = \sqrt{2}/\Delta_{\text{single}}$. Integrating over $\Delta_{\text{single}}$ we obtain

$$S_{\text{ens, Ramsey}}(\tau) = \frac{1}{2} \left( 1 + e^{-\left( \tau/T_{2,\text{ens}}^* \right)} \right)$$  \hspace{1cm} (2.25)

where

$$T_{2,\text{ens}}^* = 1/\Delta_{\text{ens}}.$$  \hspace{1cm} (2.26)

Thus, measuring the Ramsey decay of an ensemble gives us the mean coupling strength between NV centers and the bath spins. In addition, the decay shape is simple exponential and different from the Gaussian decay observed in a single NV Ramsey measurement.
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Similar to the single NV case, we can relate the ensemble Ramsey signal to the ensemble lineshape measured in an ESR sequence. The Fourier transform of Eqn. 2.25 gives a Lorentzian lineshape,

\[ S(f)_{\text{ESR}}^{\text{ens}} = A \frac{1}{1 + \left( \frac{f}{\delta} \right)^2} \]  \hspace{1cm} (2.27)

where \( \delta \) is the half width at half max (HWHM). \( \delta \) and the \( T_2^{*} \) are related by

\[ T_2^{*} = \frac{1}{2\pi \delta} = \frac{1}{\pi \Gamma_{\text{ens}}} \]  \hspace{1cm} (2.28)

and \( \Gamma_{\text{ens}} = 2\delta \) is the FWHM of the Lorentzian lineshape [200, 250].

**Hahn echo**

We now perform a similar analysis to get an expression for the ensemble-averaged \( T_2^{\text{ens}} \). In this case, we need to take into account the bath dynamics. The PDF of \( \tau_{c,\text{single}} \) is approximated to be similar to that of \( \Delta_{\text{single}} \) since both are determined by dipolar-interactions. We thus have

\[ P(\tau_{c,\text{single}}) = \left( \frac{1}{\tau_{c,\text{ens}}} \right)^2 \sqrt{\frac{2}{\pi}} e^{-\left( \frac{1}{\tau_{c,\text{ens}}} \right)^2} \]  \hspace{1cm} (2.29)

First, we average over various \( \Delta_{\text{single}} \) to get

\[ S(\tau) \propto \int_{\tau_0}^{\infty} P(\Delta_{\text{single}}) e^{-\left( \tau/T_2 \right)^3} d\Delta = e^{-\Delta_{\text{ens}}^{3/2} \sqrt{6\tau_{c,\text{single}}}} \]  \hspace{1cm} (2.30)

where \( T_2 \approx \left( \frac{12\tau_{c,\text{single}}}{\Delta_{\text{single}}} \right) \) (see Eqn. 2.21). Integrating over the distribution of \( \tau_c \) gives us

\[ S(\tau) \propto \int_{0}^{\infty} P(\tau_{c,\text{single}}) e^{-\Delta_{\text{ens}}^{3/2} \sqrt{6\tau_{c,\text{single}}}} d\tau_{c,\text{single}} = \frac{\Delta_{\text{ens}}^{6} \tau_{c,\text{ens}}^{3} G_{0,0}^{5,0}}{1769472 \pi \tau_{c,\text{ens}}^{3}} \left( \frac{\Delta_{\text{ens}}^{6} \tau_{c,\text{ens}}^{3} - G_{0,0}^{5,0}}{18432 \tau_{c,\text{ens}}^{2}} \right) \]  \hspace{1cm} (2.31)
where $G$ is the Meijer-G function. For the wide range of experimental parameters $(\tau, \tau_{c,\text{ens}}, \Delta_{\text{ens}})$ under consideration, the Meijer-G function can be well-approximated by an exponential, giving us

$$S_{\text{ens}}^{\text{Echo}}(\tau) \approx \frac{1}{2} \left( 1 + e^{-\tau/T_{2,\text{ens}}} \right)^{3/2}, \quad (2.32)$$

where $T_{2,\text{ens}} = (9\tau_{c,\text{ens}}/\Delta_{\text{ens}}^2)^{1/3}$.

The stretched exponential parameter $p \approx 3/2$ of the decay signal in Eqn. 2.32 in an ensemble measurement is thus reduced by a factor $1/2$ when compared to the single NV value ($p = 3$, see Eqn. 2.22); in analogy to the reduction of the Ramsey decay stretched exponential parameter when the single ($p = 2$, see Eqn. 2.16) to the ensemble measurement ($p = 1$, see Eqn. 2.25) is compared.

### 2.4.4 $T_1$ Decay

We discuss here for completeness the decay shapes observed in $T_1$ experiments, although a rigorous derivation is beyond the scope of this section. The $T_1$ decay shape in both single [52] and ensemble [171, 239, 244] measurements is of approximately simple exponential form when $T_1$ is limited by spin-lattice relaxation,

$$S(\tau)_{\text{lattice-relaxation}} = Ae^{-\tau/T_1}. \quad (2.33)$$

However, when $T_1$ is limited by cross-relaxation, $T_1$ is dependent on the NV spin density and the ensemble decay shape exhibits a square-root-type decay shape of the form [229, 241]

$$S(\tau)_{\text{cross-relaxation}} = Ae^{-(\tau/T_1)^{1/2}}. \quad (2.34)$$
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The change in decay shape from simple exponential in Eqn. 2.33 to square-root-type in Eqn 2.34 is, again, attributed to the spatial averaging of many individual NV center signals and consistent with the change in stretched exponential parameter observed in $T_2^*$ and $T_2$ measurements. In the intermediate regime, when both spin-lattice- and cross-relaxation contribute to $T_1$ decay, the decay is more generally described by a free stretched exponential parameter $p$ and given by [251]

$$S(\tau)_{\text{intermediate-regime}} = A e^{-(\tau/T_1)^p},$$  \hspace{1cm} (2.35)

where $0.5 < p < 1$ [228, 229, 241].

2.5 Numerical Spin Bath Simulation

In order to test the validity of our analytical theory explaining our measurement results, we numerical simulate the ensemble $T_2^*$ and $T_2$ values in a bath of paramagnetic nitrogen spins. In the simulation, we place a single NV at the origin of a three-dimensional diamond lattice, and electronic nitrogen spins ($N$) are placed randomly around it. A typical single bath configuration is shown in Fig. 2.6.

The dipolar interaction Hamiltonian between two spins $S_1$ and $S_2$ is given by (see for example [250])

$$H_{\text{dip}}/\hbar = \frac{\mu_0}{4\pi} \frac{\gamma^2 \hbar}{r^3} \left[ S_1 S_2 - 3 \frac{(S_1 \cdot r)(S_2 \cdot r)}{r^2} \right],$$  \hspace{1cm} (2.36)

where $\mu_0$ is the vacuum permeability, $\gamma_1 = \gamma_2 = \gamma$ is the spin’s gyromagnetic ratio, $\hbar$ is the Planck constant, and $r$ is the vector connecting both spins (see Fig.2.6a).
Figure 2.6: Spin bath simulation – a) Single bath configuration showing NV center (red) as central spin at the origin of the diamond lattice and P1 centers (blue) randomly placed around it. b) Spin bath including $^{13}$C spins at 1.07%.

Expanding the spin operators in spherical coordinates and keeping only the secular terms of the dipolar Hamiltonian, the relevant components are given by the $S_z S_z$ interaction term

$$H_{\text{dip}}^{zz} / \hbar = \frac{\mu_0 \gamma^2 \hbar}{4\pi} \frac{1}{r^3} S_{z,1} S_{z,2} (1 - 3 \cos \theta),$$  \hspace{1cm} (2.37)$$

and the flip-flop term

$$H_{\text{dip}}^{\text{flip-flop}} / \hbar = -\frac{1}{4} \frac{\mu_0 \gamma^2 \hbar}{4\pi} \frac{1}{r^3} (1 - 3 \cos \theta)(S_{+,1} S_{-,2} + S_{-,2} S_{+,1}),$$  \hspace{1cm} (2.38)$$

where $\theta$ is the angle the vector connecting both spins makes with the applied bias field $B_0 \parallel [111]$, and $S_{\pm,1}$ and $S_{\pm,2}$ are the spin raising and lowering operators. Although NV and nitrogen spins are both of electronic nature ($\gamma_{NV} \approx \gamma_N \approx 28 \text{GHz/T}$), the large energy mismatch due to the zero-field splitting $D$ in the NV ground state disallows spin-flip-flops between NV-N pairs (unlike spins). In this instance, the only interaction to be considered is the one of type $S_z S_z$ (Eqn. 2.37). For pairwise interaction between nitrogen spins, however, the flip-flop interaction term is to be considered as well.
2.5.1 $T_2^*$ Results

For a central NV spin, the second moment of the ESR linewidth $\Delta_{\text{single}} = 2\pi \sigma$ is calculated by [250, p. 122f]

$$\Delta_{\text{single}} = \sqrt{\sum_k A_k^2},$$

(2.39)

where the sum runs over all NV-N spin pairs for a single bath configuration (see Fig. 2.6a). The $A_k$s are determined through the $S_z S_z$ interaction term of the dipolar Hamiltonian, that is,

$$A_k = \sqrt{\frac{1}{3} S(S + 1) \frac{\mu_0 \gamma^2 \hbar}{4\pi r} (1 - 3b \cos \theta_k^2)}.$$

(2.40)

Here, $S = 1/2$ is spin value of the nitrogen bath spins, $\theta_k$ the angle of the vector from the origin to the $k$-th bath spin with the magnetic field axis (≡ quantization axis of the NV), $r$ is the distance between the $k$-th bath spin and NV, and $b$ is a geometrical factor accounting for the alignment of the B-field with respect to the crystal lattice axes. For the NV relevant case, $B_0 \parallel [111]$, $b = 2/3$. Equation 2.40 is similar to the $S_z S_z$ interaction term given in Eqn. 2.37 but does not contain any NV spin dependence as it gets traced out in the moment calculation (for details see Ch. III and IV in Reference [250]).

For a fixed nitrogen concentration, we simulate the distribution $P(\Delta_{\text{single}})$ by generating 10000 bath configurations and calculate in each case the second moment regarding Eqn. 2.40. The results for a spin bath consisting of $[N] = 1$ and 100 ppm are shown in Fig. 2.7. The simulated distributions are non-Gaussian and exhibit a heavy tail due to the long-range character of the dipolar interaction [200]. An ensem-
ble linewidth is thus only very weakly determined by a single NV measurement (and vice versa) but is extracted by fitting the simulated linewidths distributions to the analytical expression

\[
P(\Delta_{\text{single}}) = A \frac{\Delta_{\text{ens}}}{(\Delta_{\text{single}})^2} \sqrt{\frac{2}{\pi}} \exp \left( -\frac{1}{2} \left( \frac{\Delta_{\text{ens}}}{\Delta_{\text{single}}} \right)^2 \right)
\]

which was given in Sec. 2.4.3 and Reference [200]. Here, \( \Delta_{\text{ens}} \equiv 2\pi\delta \) is decay rate of the ensemble Ramsey signal and \( \delta \) the half-width of the Lorentzian ESR lineshape (see Eqn. 2.27).

![Simulation results of \( \Delta_{\text{sing}} \) for a) [N] = 1 ppm and b) [N] = 100 ppm – The ensemble decay rate \( \Delta_{\text{ens}} \) is extracted by fitting the analytical expression given in Eqn. 2.23 to the distribution of simulated values (red line).](image)

Figure 2.7: Simulation results of \( \Delta_{\text{sing}} \) for a) [N] = 1 ppm and b) [N] = 100 ppm – The ensemble decay rate \( \Delta_{\text{ens}} \) is extracted by fitting the analytical expression given in Eqn. 2.23 to the distribution of simulated values (red line).

We find that the analytical expression fits in all instances our simulations well. Moreover, the extracted ensemble linewidths and resulting \( T_{2\text{ens}}^* = 1/(\Delta_{\text{ens}}) \) are in good agreement with a set of measurements on nitrogen-rich diamonds. The results of the simulation and experiment are the focus of Ch. 6 and are depicted in Fig. 6.2.

### 2.5.2 \( T_2 \) Results

Similarly, we calculate the characteristic nitrogen bath interaction strength \( 1/\tau_c \) using Eqn. 2.38 by summing over all pair-wise interactions between nitrogen spins for each spin configuration. The second moment of a nitrogen spin is thereby calculated iden-
tically to that of given in Eqn. 2.39 and 2.40 but is $3/2 \times$ larger due to an additional contribution of the dipolar flip-flop-term (Eqn. 2.38) to the second moment [250, p. 112f]. We also exclude from the second moment calculation all N-N pairs for which $A_k > \Delta_{ens}$ as those interactions are suppressed due to motional narrowing [49, 201, 233]. For the physical system in consideration, this corresponds to ignoring the P1 spin pairs that interact more strongly with each other than the NV center. These are typically pairs of spins close to each other but far from the NV center. As such, they would not contribute significantly to the decoherence of the NV center. The results for $1/\tau_c$ are shown in Fig 2.8.

![Figure 2.8](image)

**Figure 2.8**: Simulation results of $1/\tau_{c,\text{single}}$ for a) $[N] = 1 \text{ ppm}$ and b) $[N] = 100 \text{ ppm}$. The data in gray is the distribution $P(1/\tau_{c,\text{single}})$ simulated using second moment given Eqn. 2.39 and 2.40. The distribution in blue is a calculation with the terms $A_k > \Delta_{ens}$ dropped due to motional narrowing (see text). $1/\tau_c$ is extracted from a Gaussian fit to the blue distribution.

Without motional narrowing, the distribution $P(1/\tau_{c,\text{single}})$ (gray) has a same form as $P(\Delta_{\text{single}})$ but with a maximum shifted by $\approx 3/2$ to higher frequencies, as expected from the slightly larger prefactor in the second moment calculation. With motional narrowing (blue), however, the high frequencies in the tails are eliminated,
and the distribution $P(1/\tau_{c,single})$ is approximately of Gaussian form. The mean value of this distribution is extracted from a fit to a Gaussian line shape. The values extracted for the average N-N coupling $1/\tau_{c,ens}$ are found to be nearly identical to $\Delta_{ens}$ for a given $[N]$.

To extract $T_2$ using the simulated values $\Delta_{ens}$ and $1/\tau_{c,ens}$ for a given nitrogen concentration, we employ the formalism developed in Sec. 2.4.1 and solve the integral equation in Eqn. 2.10 numerically for the Hahn echo [235, Tab. 1] filter function. The $T_{2,echo}$ value is extracted from a fit of the form $C_0 \exp[-(t/T_2)^p]$ to the numerically calculated signal

$$S_{echo}(\tau) = e^{-\chi(\tau, \Delta, \tau_c)}.$$  \hspace{1cm} (2.41)

We compare $T_2^*$ and $T_2$ from simulation and experiment in Fig. 6.2 of Ch. 6. In general, we find excellent agreement between the simulated and measured ensemble $T_2^*$ values, and good agreement for $T_2$.

### 2.6 $^{13}$C Nuclear Spin Bath

The carbon spin bath in diamond has received a great deal of attention over the past 10 years, which has resulted in a vastly improved understanding [123, 190, 199, 211, 213, 214, 220–224]. Most importantly, by employing isotopically enriched $^{12}$C diamond samples [123], the effects of the paramagnetic $^{13}$C nuclear spins ($I = 1/2, 1.07\%$ natural abundance) can be largely eliminated. Isotopically enriched diamond samples are therefore preferred for quantum applications and sensing. While a complete review of the $^{13}$C spin bath is beyond the scope of this section, we will highlight
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important aspects briefly.

The interaction of NV center spins with a bath of nuclear $^{13}\text{C}$ isotopes is determined through the anisotropic-dipolar and isotropic-Fermi-contact parts of the hyperfine Hamiltonian given by [7, 211, 213]

$$H_{\text{hyperfine}}/\hbar = \frac{\mu_0}{4\pi} \gamma_{\text{NV}} \gamma_{^13\text{C}} |\psi(0)|^2 \mathbf{I} \cdot \mathbf{S} + \left( \frac{\mathbf{S} \cdot \mathbf{I}}{r^3} - 3 \left( \frac{\mathbf{I} \cdot \mathbf{r}}{r^5} \right) (\mathbf{S} \cdot \mathbf{r}) \right),$$  (2.42)

where $\gamma_{\text{NV}} = 2\pi \times 28 \text{ GHz/T}$ and $\gamma_{^{13}\text{C}} = 2\pi \times 10.7\text{ MHz/T}$ are the NV and $^{13}\text{C}$ spin gyromagnetic ratio, respectively, $\psi(0)$ is the NV wavefunction at the $^{13}\text{C}$ nucleus, $\mathbf{S}$ is the NV spin, $\mathbf{I}$ is the $^{13}\text{C}$ nuclear spin and $\mathbf{r}$ is the vector connecting both. The long-range nature of the dipolar interaction and short-range aspect of the contact interaction thereby lead to drastic different values for the characteristic NV-$^{13}\text{C}$ interaction strengths, which we consider here. For $^{13}\text{C}$ spins at least several lattice sites away from the NV center, an order-of-magnitude estimate of the characteristic $^{13}\text{C}$-NV coupling strength is obtained by calculating the average dipolar interaction

$$\gamma_{\text{NV} - ^{13}\text{C}} \approx \frac{\mu_0}{4\pi} \gamma_{\text{NV}} \gamma_{^{13}\text{C}} \frac{1}{\langle r \rangle^3} \approx 2\pi \times 35 \cdot [^{13}\text{C}] \text{ kHz/\%}. \text{ Here, } \langle r \rangle = 0.55[^{13}\text{C}]^{-1/3} \text{ is the average spacing between bath spins as a function of } ^{13}\text{C} \text{ density. In natural abundance samples with } 1.07\% \ ^{13}\text{C} \text{ spins, } \langle r \rangle \approx 0.8 \text{ nm (or about five lattice sites) yielding an estimated value of } \gamma_{\text{NV} - ^{13}\text{C}} \approx 2\pi \times 35 \text{ kHz and an ensemble } T_2^* = 1/\gamma_{\text{NV} - ^{13}\text{C}} \approx 4 \mu\text{s. This estimate for } \gamma_{\text{NV} - ^{13}\text{C}} \text{ is about } 4 \times \text{ smaller than the experimentally determined value (see Ch. 5) indicating that for natural abundance samples both dipolar- and contact-interaction are relevant. For } ^{13}\text{C} \text{ spins even closer to the NV central spins, however, the hyperfine interaction is dominated by the contact term and coupling.
strengths of $\approx 130$ MHz for nearest neighbor and $\approx 20$ MHz for next-nearest neighbor spins to the NV spin have been measured [190, 222]. The contact interaction of close-by spins thus vastly exceeds the contribution from purely dipolar interactions and qualitatively results in two different spin regimes when comparing low- and high density $^{13}$C diamonds.

This change in characteristic energy scale is indeed observed in single NV measurements when the variation of $T_2^*$-values for different NV centers is compared [199]. Similarly, the transition from dipolar to contact interaction is observed in ensemble $T_2^*$ measurements when $T_2^*$ is plotted as a function of $^{13}$C bath density [222]. While in the dilute density regime ($[^{13}C] \ll 1\%$) the NV ensemble linewidth $1/T_2^*$ scales linearly with spin bath concentration, at high densities ($[^{13}C] \gg 1\%$) a square-root dependence $\propto [^{13}C]^{1/2}$ is measured [222]. This change in linewidth dependence is also observed for electronic phosphor donors in a bath of nuclear $^{29}$Si spins [3] and agrees with theoretical calculations using the moment analysis of an ESR line [250, see Ch. III and IV]. In Fig. 2.9, we compare the ESR signal for a $[^{13}C] = 1.1, 5,$ and 50 $\%^{13}$C sample. The dipolar term of the hyperfine interaction leads to a broadening of the main NV ESR linewidths and additional discrete hyperfine splittings due to the Fermi contact part are introduced, which become visible at $[^{13}C] = 5\%$. At higher densities, $[^{13}C] \gg 1\%$, the ESR spectrum is dominated by these discrete splittings.

The effects of the paramagnetic $^{13}$C bath spins are also easily observed in $T_2$ measurements. In these measurement, the $^{13}$C nuclear spins collectively Larmor precess at the frequency $f_L \approx \gamma_{^{13}C}B_0$ when a bias field $B_0$ is applied. As a result, the $T_2$
Figure 2.9: Full ESR spectrum of NV ensembles for three different $^{13}$C concentrations – NV-related resonance peaks are labeled. A and D correspond to the on-axis NV orientations for which $B_0 || [111]$. Peaks B and C correspond to the partially degenerate three off-axis NV orientations. Additional resonances become visible at $[^{13}$C$] = 5\%$ due to the strong contact interaction of $^{13}$C spins within a few lattice sites of the NV center spins. At high $^{13}$C densities, the ESR signal is dominated by this interaction and leads to strong linewidth broadening. All samples are electronic-grade substrates from Element Six with the given $^{13}$C concentration. For each substrate, nitrogen has been implemented to create NV centers ($^{14}$N, 85 keV, [$N$] = $2 \times 10^{10}$ cm$^{-2}$). Measurements were performed using the setup described in Ch. 5.

decay envelope exhibits electron-spin-echo-envelope-modulation (ESEEM) as shown in Fig 2.10. We have discussed the ESEEM in the context of $^{15}$NV$^-$ spins in Sec. 1.6.3
and the NV Hahn echo signal in a \(^{13}\)C bath is similarly given by [209, 211, 213]

\[
S_{\text{ESEEM}}(\tau) = \prod_k Ae^{-(\tau/T_2)^p} \left[ 1 - B \sin^2 \left( \frac{2\pi f_L \tau}{2} \right) \sin^2 \left( \frac{2\pi f_k \tau}{2} \right) \right].
\]  

(2.43)

Figure 2.10: NV ensemble Hahn echo signal in a natural abundance \(^{13}\)C sample – The collective Larmor precession of \(^{13}\)C nuclear spins \((I = 1/2)\) causes collapses and revivals of the decay envelope. Revivals occur at \(\tau_{\text{rev}} = 2/(\gamma_{^{13}\text{C}}B_z)\), twice the Larmor precession period \(f_L\). The ensemble signal is fit to Eqn. 2.44 and shown in red. Inset: FFT of NV signal with Larmor frequency labeled. The sample is a natural abundance electronic-grade substrate from Element Six. Nitrogen spins were implemented to create NV centers \((^{14}\text{N}, 85 \text{keV}, [\text{N}] = 2 \times 10^{10} \text{cm}^{-2})\). Measurements were performed using the setup described in Ch. 5.

In the \(^{13}\)C case, however, we obtain the NV signal by taking the product over all hyperfine coupling frequencies \(f_k\) due to the variation in interactions of the NV center with the \(^{13}\)C bath spins, which are located randomly in the diamond lattice. The product over individual ESEEM signals is not required in the \(^{15}\text{NV}^-\) case where the strong hyperfine coupling of the NV with its \(^{15}\text{N}\) nucleus dominates. In this instance, the frequencies were given by \(f_k \approx A_z\).

By expanding the sine-functions in Eqn. 2.43 around the nodes \(2\pi n\), Eqn. 2.43
can be approximated by [221]

$$S_{\text{ESEEM}}(\tau) \approx A e^{-\left(\frac{\tau}{T_2}\right)^p} \sum_{n \in \{0,1,2,...\}} e^{-\left(\frac{\tau - n \cdot \tau_{\text{rev}}}{\sigma_{\text{rev}}}ight)^{p_{\text{rev}}}}$$ (2.44)

and the signal exhibits collapses and revivals of approximately squared-Gaussian line-shape ($p_{\text{rev}} = 4$) when $B_0 \gg f_k$, with centers that occur at integer multiples of $\tau_{\text{rev}} = 2/(\gamma_{13C} B_0)$ (twice the Larmor precession period). The stretched exponential parameters $p$ and $p_{\text{rev}}$ and modulation width $\sigma_{\text{rev}}$ in Eqn. 2.44 are thereby dependent on the external magnetic field strength and magnetic field alignment as discussed for example in Reference [221] Sec. E. Lastly, the alignment of the bias $B_0$ with the NV quantization axis is paramount when working with natural abundance or enriched $^{13}$C diamond samples and a strong dependence of $T_2$ on misalignment angle was reported [214, 220]. For a detailed theoretical description of these effects we refer to Reference [220], [223], and [221]. Lastly, the signals given in Eqn. 2.43 and 2.44 are derived for single center measurements. In an ensemble measurement, the average over many individual NV signals at different lattice sites is taken and the presented analytical descriptions of the $T_2$ signal can only be considered an approximation. For ensembles, we find that the $^{13}$C ensemble ESEEM signal is well-fitted by Eqn. 2.44 with $p_{\text{rev}} = 4$ in select cases. However, by leaving $p_{\text{rev}}$ as a free parameter, we find that the revivals in the example of Fig. 2.10 are approximately Gaussian. The reduction of $p_{\text{rev}} = 4$ to $p_{\text{rev}} = 2$ for ensembles is thereby consistent with the changing decay shapes observed for $T_2^*$, $T_2$, and $T_1$ measurements when the ensemble signal is compared to that of a single NV.
2.7 Quantum Control of Bath Spins

In this section we introduce the primary pulse sequences which are employed to manipulate and control the bath spins in analogy to coherent control the NV spin introduced in Ch. 1. The ability to manipulate both the NV center and the bath spins separately provides a sophisticated mechanism, which allows to elucidate the intricate relationship between the NV sensor and its surrounding bath.

2.7.1 Double-Electron-Electron-Resonance

A typical pulsed double-electron-electron-resonance (DEER) protocol [127, 252, 253] utilizes the NV Hahn echo sequence and simultaneous radio frequency fields applied to the bath spins, as depicted in Fig. 2.11a [127, 252]. In that sense, the DEER protocol is an AC sensing experiment, which employs a regular NV spin echo sequence. The NV sensor is thereby made maximally sensitive to the spectral properties of the spin bath when the bath radiation field is resonant with a transition of the bath spins.

2.7.2 Pulsed DEER ESR

A straightforward application of the spin echo DEER protocol is pulsed DEER ESR, which provides a measurement of the bath spin frequency spectrum [49, 253]. It is a pulsed analog of the continuous field ESR sequence introduced for NV centers in Sec. 1.4.1 and obtained by fixing the NV Hahn echo precession time to $\tau \approx T_2$ (see Fig. 2.11a) maximizing the NV center’s AC sensitivity. When a bath $\pi$-pulse (red, Fig. 2.11a) is resonant with a bath spin transition, the refocusing effect of NV’s $\pi$-pulse is negated. Consequently, the NV fluorescence signal is modulated revealing an
Figure 2.11: Double-electron-electron-resonance (DEER) protocol – a) A DEER sequence consists of a NV Hahn echo sensing scheme, with additional radiation fields applied simultaneously to the bath spins. b) Typical ESR spectrum obtained by a) when the NV precession time is fixed at $\tau \approx T_2$ maximizing AC sensitivity and the bath field frequency is swept (x-axis). When a bath $\pi$-pulse is resonant with a bath spin transition, the refocusing effect of the NV $\pi$-pulse is negated and an increase in NV decoherence is detected by a change in NV fluorescence contrast. Labels 1 – 6 correspond to dipole-allowed $^{14}N$ bath spin transitions. Labels i and ii, show dipole-forbidden $^{14}N$ transitions. For details see Sec. 2.2.3. The position of a $g = 2$ free electron resonance is shown as green line. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).

enhanced NV decoherence induced by the group of resonantly addressed bath spins.

An example DEER ESR spectrum for substitutional nitrogen spins $N_0$ is shown in Fig. 2.11b, exhibiting six distinct resonances in case of $^{14}N$ when a magnetic field $B_z \sim 10\, \text{mT}$ is applied along one of the [111] crystal directions. We have discussed the origin of this frequency spectrum earlier (see Sec 2.2.3) but highlight here that
the nitrogen resonance frequencies are distributed in the radio frequency regime
\(\approx 100 - 600\) MHz for typical bias magnetic fields \(B_z \sim 10\) mT and are different
from the NV center resonances located in the microwave regime \(\approx 2 - 4\) GHz. Indeed, due to the absence of a zero-field splitting \(D\), the \(N^0\) frequencies are centered
around the Larmor precession frequency of a single "\(g = 2\)" electronic spin given by
\[ f_{L,e} = \frac{\gamma_e}{2\pi} B_z \]
where \(\gamma_e \approx 28\) GHz/T is gyromagnetic ratio of the free electron. The
free electron resonance is depicted for reference as a green line in Fig. 2.11b. The \(^{14}\)N
spin transitions are not exactly located at the \(g = 2\) resonance due to a hyperfine
interaction \(|A_z| \approx 100\) MHz of the \(^{14}\)N electron with its paramagnetic nuclear spin
\((I = 1)\), analogous to the hyperfine interaction of the NV center with its nitrogen nu-
cleus \((|A_z| \approx 2.2\) MHz, see Sec. 1.3.4). For a more detailed discussion of the nitrogen
frequency spectrum and Hamiltonian see Sec 2.2.3.

The spectral features measured via DEER ESR are thereby not only originating
from nitrogen and electronic \(g = 2\) spins, but reveal spin resonances for a wide range
of electronic defects in diamond including vacancy clusters, vacancy-hydrogen defects
and such, if they exists at spin concentrations comparable to or exceeding the NV
concentration. Similar spectra can be obtained for nuclear spin species in electron-
nuclear-double-resonance (ENDOR) experiments, but these measurements typically
require magnetic fields \(B_z \gtrsim 1\) T due the \(\sim 1000\times\) smaller gyromagnetic ratio of
nuclei \([9, 10, 252, 254]\). Lastly, we note that the sequence in Fig. 2.11a can also be
equally employed to detect Rabi oscillations of the bath spin species, by varying the
amplitude or duration of the applied bath \(\pi\)-pulse \([127]\) on-resonance with a nitrogen
spin transition. Through such a DEER Rabi measurement, the bath $\pi$-pulse for individual bath spin transitions is calibrated allowing for more advanced spin bath manipulations.

### 2.7.3 Spin-Echo-Double-Resonance

The DEER protocol can also be employed to measure individual contributions to NV decoherence caused by a select group of bath spins. In such spin-echo-double-electron-resonance (SEDO) experiment [127], the NV free precession time $\tau$ (see Fig. 2.11a) is swept, as in a regular spin echo experiments. Without any resonant bath spin $\pi$-pulses, this sequence recovers the bare Hahn echo $T_2$ as discussed in Sec. 1.4.5 and 2.3.2. However, when one or multiple bath $\pi$-pulses are resonant with individual bath spin transitions, the NV signal exhibits an increased decoherence and a shortened decay time (denoted $T_2^{SEDO}$) due to the individually addressed spin bath resonances. There is an interesting relationship between the decay times determined through SEDOR, the bare NV Ramsey $T_2^*$ and bare Hahn echo $T_2$: For single NV centers, the SEDOR signal exhibits Gaussian decay ($p = 2$, consistent with a Gaussian Ramsey decay) and the NV decay times are related by [127]

$$\frac{1}{T_{2\text{, single}}} \approx \sqrt{\sum_i \left(\frac{1}{T_{2,i}^{SEDO}}\right)^2 + \left(\frac{1}{T_2}\right)^2}, \quad (2.45)$$

where $T_{2,i}^{SEDO}$ is the NV SEDOR decay time measured when the i-th spin bath transition is selectively addressed via a bath $\pi$-pulse. In the dipolar-limited regime, i.e., when the NV $T_2^*$ is limited by dipolar interactions with a homogeneous bath of paramagnetic spins, as is the case for high density nitrogen samples, Eqn. 2.45 becomes an exact equality. Otherwise, an additional term $\left(\frac{1}{T_{2,\text{other}}}\right)^2$ is to be added.
inside the square-root of Eqn. 2.45 to account for additional dephasing mechanisms not revealed by SEDOR (e.g., strain fields, nuclear bath spins, etc.). For ensemble samples, the SEDOR decay is of simple exponential form \((p = 1\), consistent with a simple exponential Ramsey decay\) and Eqn. 2.45 is to be modified to

\[
1/T_{2 \text{ens}}^* \approx \sum_i 1/T_{2,i}^{\text{SEDO}} + 1/T_2. \tag{2.46}
\]

### 2.7.4 Ramsey-Double-Electron-Resonance

Similarly to AC sensing, a DC Ramsey sensing scheme can be deployed to reveal interactions of the NV with a set of bath spins. Here, we discuss two modalities: i) Continuous (CW) and ii) pulsed driving driving of the nitrogen bath spin to effectively decouple the NV-N bath coupling. A typical Ramsey-double-electron-resonance (RADOR) \[127\] sequence is shown in Fig. 2.12a. In CW driving, the bath spins are driven continuously such that they undergo many Rabi oscillations during the characteristic interaction time \(1/\gamma_{NV-N}\), and thus the time-averaged NV-N dipolar interaction approaches zero. For pulsed driving, a single (or multi-frequency) \(\pi\)-pulse resonant with a single (or multiple) spin transition(s) in the bath is applied midway through the NV Ramsey free precession interval, to refocus bath-induced dephasing, in analogy to the refocusing \(\pi\)-pulse in a NV Hahn echo sequence. Fig. 2.12a illustrates both methods for a given RF field applied to the nitrogen bath spins with a Rabi frequency of \(\Omega_N\).
Figure 2.12: Ramsey-double-electron-resonance (RADOR) protocol – a) Illustrates the sequences used for CW (left) and pulsed (right) decoupling of the electronic nitrogen spin bath. For both methods, six distinct frequencies are used to resonantly address the nitrogen spin bath via an applied RF field with equal Rabi frequency $\Omega_N$ on each spin transition. In b) the Ramsey decay in the DQ basis for CW and pulsed driving are compared ($\Omega_N = 1.5 \text{ MHz}$). The decay for CW driving in the SQ basis is included for reference and is limited by additional dephasing mechanisms (including strain and magnetic field gradients) independent of the bath drive. For details on DQ and spin bath driving see Ch. 5. c) Depicts $T_2^*$ as a function of bath Rabi frequency for DQ CW (red squares) and DQ pulsed (blue circles) spin bath driving, with the SQ CW results (black diamonds) again included for reference. The finely (coarsely) dashed line indicates the $T_2^*$ value in the DQ (SQ) basis without any drive field applied to the bath spins. The data was taken with the setup described in Ch. 5 for Sample B (see Table 5.1).
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Superresolution Optical Magnetic Imaging and Spectroscopy using Individual Electronic Spins in Diamond

3.1 Introduction

Nitrogen vacancy (NV) color centers, atomic-scale quantum defects embedded in diamond [142], are now the leading modality for nanoscale magnetic sensing, with wide-ranging applications in both the physical and life sciences. For example, single NV center probes have been used for imaging of magnetic vortices [255] and spin waves [256] in condensed matter systems, as well as for single proton magnetic resonance imaging (MRI) [73] and single protein NMR [77]. Ensembles of NV centers
have been used for noninvasive sensing of single neuron action potentials [83] and wide-field magnetic imaging of biological cells [80, 82] and geoscience samples [99]. Many envisioned applications of NV centers at the nanoscale, such as determining atomic arrangements in single biomolecules [73] or realizing selective strong coupling between individual spins [54] as a pathway to scalable quantum simulations [43], would benefit from a combination of superresolution imaging with high sensitivity magnetometry. NV mapping of magnetic fields with resolution below the diffraction limit has been realized by real-space techniques such as scanned magnetic tips [257] or diamond-AFM probes [258], as well as a Fourier (i.e., k-space) method employing pulsed magnetic field gradients [92]. Alternatively, far-field optical superresolution techniques have the advantages of being versatile, simple to integrate into standard NV-diamond microscopes, require no special fabrication, avoid strong magnetic field gradients that can adversely affect the sample to be probed [259], are compatible with a wide range of NV sensing techniques, and allow for fast switching between and selective addressing of multiple NV centers. Coordinate-stochastic superresolution imaging methods, namely STochastic Optical Reconstruction Microscopy (STORM) and Photo Activated Localization Microscopy (PALM), readily offer high parallelization in sparse samples, but are prone to artefacts at high emitter densities and have been implemented until now only for a few NV centers per diffraction limited volume[260, 261]. On the other hand, coordinate-deterministic superresolution methods provide targeted probing of individual NV spins with nanometric resolution [50, 262, 263], which is well suited for the purpose of coherent nanoscale AC magnetometry, where each NV acts as a local phase-controlled magnetometer probe.
Here, we demonstrate the capability of spin-RESOLFT (REversible Saturable Optical Fluorescence Transitions) as a coordinate-deterministic technique for combined far-field optical imaging and precision magnetometry. An earlier study showed how spin-RESOLFT provides coherent manipulation of NV spins with simultaneous superresolution imaging of NV position [264]. In the present study, we use spin-RESOLFT to map spatially varying magnetic fields at the nanoscale, including the NMR signal from external nuclear spins. Importantly, spin-RESOLFT does not require multi-wavelength excitation and high optical powers, as typically used with STimulated Emission Depletion (STED) [265] microscopy or Ground State Depletion (GSD) by metastable state pumping [266]. As shown below, we use spin-RESOLFT to optically resolve individual NV centers in a bulk diamond sample with a resolution of about 20 nm in the lateral (xy) directions, while exploiting the spin-state dependent optical properties (Fig. 3.1(a)) and long electronic spin coherence times of NV centers in bulk diamond for precision magnetic field sensing. Moreover, we show that the localization along the beam propagation (z) axis can be improved to sub-nanometer precision via combining spin-RESOLFT with NV NMR measurements from proton spins in a sample external to the diamond.

3.2 Experimental Setup

Our NV spin-RESOLFT magnetic microscope (Fig. 3.1(b) and (c)) is based on a standard NV-diamond confocal setup. Here, a Gaussian laser beam at 532 nm is used
to initialize and readout the NV centers while microwaves at 3 GHz are used to coherently manipulate the NV center ground state electronic spin (Fig. 3.1(a)). When electronically excited by green light absorption, the $m_s = 0$ spin state largely fluoresces in the red with no change to the spin state, whereas the $m_s = 1$ spin state has a significant probability to decay through a singlet state to the $m_s = 0$ spin state, which effectively reduces the $m_s = 1$ fluorescence rate and allows spin-state initialization into $m_s = 0$. For superresolved NV imaging and spin readout, we overlap a second 532 nm, Laguerre-Gaussian doughnut beam with an intensity zero at the center. Similar to other coordinate-targeted, deterministic superresolution techniques\[50, 265, 266\], the doughnut beam does not affect NV centers that are located in the dark doughnut center. However, NV centers that are slightly displaced from the dark center, i.e., closer to the doughnut crest, are repolarized by the laser light into the $m_s = 0$ state, and hence all NV spin-state information is erased (see Sec. 3.3).

### 3.3 Spin-RESOLFT Imaging

By first applying a $\pi$-pulse to switch all the NV centers into the spin state $m_s = 1$ and then using a selectively repolarizing green doughnut beam, we pump off-center NVs into the $m_s = 0$ ground-state. These off-center NV centers contribute a spatially broad 'background' fluorescence signal in addition to a spatially narrower fluorescence feature characteristic of superresolved NV centers in the center of the doughnut beam (green curve in Fig. 3.2(a)). We determine the background from the off-center NVs by recording a confocal scan (blue curve in Fig. 3.2(a) immediately following the scan.
Chapter 3: Superresolution Optical Magnetic Imaging and Spectroscopy using Individual Electronic Spins in Diamond

Figure 3.1: Spin-RESOLFT imaging of NV centers. (a) Energy levels and diamond lattice schematic for the negatively charged NV center in diamond, which has electronic spin $S = 1$. (b) The spin-RESOLFT experimental setup is an NV-diamond scanning confocal microscope augmented with a low power green doughnut beam. (c) Spin-RESOLFT experimental sequence for quantum sensing using NV centers in diamond, e.g., AC magnetometry with the dynamical decoupling pulse sequence shown. Spatially selective repolarisation via the pulsed green doughnut beam is inserted before the spin readout to interrogate only a specific NV center. Readout reference measurements allow calibration of photon count to spin state. (d) 1D spin-RESOLFT scans for a single NV center and different doughnut durations, with doughnut beam power of 700 µW. (e) 2D spin-RESOLFT image of the same NV as in (d) with similar resolution $\approx 35$ nm but with a much lower doughnut beam power of 25 µW and longer duration of 50 µs. Comparison confocal data in (d) and (e) are normalized to the maximum photon counts. spin-RESOLFT profiles and images are determined by comparing the fluorescence after applying the doughnut (pulse sig) with confocal scans (pulse ref0) and normalized with respect to the maximum spin contrast (see Sec. 3.3).
acquired with the doughnut beam. By subtracting the two signals, we obtain the 1D spin-RESOLFT image, which displays a non-Gaussian intensity profile (Fig. 3.2(b)). In Fig. 3.1(d-e) and Fig. 3.3(a-b), the intensity profiles are normalized with different normalization procedures to allow for a straightforward graphical comparison. Confocal intensity profiles are normalized by the maximum photon counts: \( I = \frac{\text{sig}(x)}{\text{sig}(0)} \). Spin-RESOLFT profiles are normalized by the maximum spin contrast (\( \text{ref0} - \text{ref1} \)):

\[
C = \frac{(\text{sig}(x) - \text{ref0}(x))}{(\text{ref0}(0) + \text{ref1}(0))}
\]

The observed profile is strongly dependent on the degree of NV spin repolarization that occurs when the doughnut beam is applied, which is discussed below. We note that the intensity profiles in Fig. 3.1(d) were taken under conditions of short doughnut pulse duration, permitting us to approximate the linewidth as Gaussian.

spin-RESOLFT provides fast switching between emitters because it is a deterministic superresolution imaging technique, in contrast to STORM/PALM techniques that rely on the stochastic fluorescence behavior of emitters at low illumination powers. Thus, spin-RESOLFT allows one to arbitrarily and quickly choose an NV sensor of choice and acquire information about the magnetic field at a particular local position. Moreover, the dead time induced by the presence of the doughnut beam is negligible, as the doughnut pulse is shorter than typical sensing times. In the case of spin-RESOLFT magnetic imaging, the data acquisition time is determined by the finite fluorescence rate of NV centers as well as the scanning parameters used to obtain high-resolution images.
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Figure 3.2: (a) Single NV fluorescence measurements as a function of relative position (1D) acquired for the spin-RESOLFT protocol: after the application of the doughnut beam (signal, green) and after a complete repolarization with a Gaussian beam (ref0, blue). A 2-pixel running average is applied to smooth shot-noise-limited intensity fluctuations. At certain positions, the NV spin repolarization occurring from doughnut beam illumination is more efficient, leading eventually to a stronger fluorescence signal. (b) 1D spin-RESOLFT NV image (blue dots) constructed by subtracting the fluorescence curves shown in a. Red curve is a numerical fit of data to a five level model (see next section).

In Fig. 3.3(b) of the main text, we show that two NV centers within the same diffraction-limited volume are distinguished by the spin-RESOLFT technique. From the correlated spin-RESOLFT image we extract the distance between the two NV centers to be \( d = 105 \pm 16 \text{ nm} \). Due to a \( \approx 20 \text{ nm} \) misalignment between the Gaussian readout and doughnut beams, the maximum fluorescence in the confocal image is not perfectly aligned with the axis formed by the two NV centers.

3.4 Results

We first demonstrated how spin-RESOLFT allows imaging of NV centers with sub-diffraction resolution given by [50] \( \text{FWHM} \approx \frac{\lambda}{2\text{NA}(1 + \Gamma_{\text{doughnut}})^{1/2}} \) in the ideal case. Here, \( \text{NA} = 1.45 \) is the numerical aperture of the objective, \( \Gamma \) is the optical...
pump rate, and $\tau_{doughnut}$ is the duration for which the doughnut beam is applied during the spin-RESOLFT experimental sequence (see Fig. 3.1 (c)). Fig. 3.1(d) shows examples of one-dimensional scans of a single NV center imaged after applying the doughnut beam with power of $700 \, \mu W$ and for different durations, with the data fitted numerically using a five level model for the NV (see Sec. B.2). For a doughnut duration of $2.1 \, \mu s$, we extract a 1D NV image with FWHM = $20 \pm 2 \, nm$, more than an order-of-magnitude improvement over confocal resolution. We note that the duration of the selective doughnut beam pulse (few microseconds) has minimal effect on the total sequence time (few hundred microseconds). Moreover by adjusting $\tau_{doughnut}$, sub-diffraction NV images can be attained with doughnut powers as low as $25 \, \mu W$, ultimately limited by the relaxation time $T_1 \sim 1 \, ms$. Importantly, owing to the long lifetimes of the states harnessed for NV separation, the optical powers required for superresolution are several orders-of-magnitude lower than those required for STED [262, 266]. For example, Fig. 3.1(e) shows a comparison of two-dimensional images of the same single NV center acquired both without (left) and with (right) the doughnut beam ($25 \, \mu W$ power) applied before readout. In practice, the maximum optical resolution is limited by a non-vanishing field intensity at the center of the doughnut mode due to beam shaping imperfections [265], aberrations induced by the sample, as well as thermal and vibrational instabilities of the apparatus (see Sec. B.1). Reference measurements are interleaved with spin-RESOLFT measurements to allow compensation for slow drifts in the apparatus.

Sample A used in Fig. 3.1(d), Fig. 3.1(e), Fig. 3.3 and Fig. 3.4 of is an ultra-
pure CVD diamond, isotopically engineered (99.99% 12C) with NV density of \( \sim 3 \times 10^{12} \text{cm}^{-3} \), NV orientation along two of four crystal axes, NV spin coherence time \( T_2 \) approaching one millisecond, and NV spin lattice relaxation time \( T_1 \) of a few milliseconds. Sample B used for measurements shown in Fig. 3.5 is also an ultra-pure CVD sample, isotopically engineered (99.999 % 12C) with shallow implanted NV centers 1 - 20 nm below the surface \( ^{14}\text{N} \) at 2.5 keV at a density of \( 1.4 \times 10^{12} \text{cm}^{-2} \), NV orientation along all four crystal axes, and NV \( T_2 \sim 30 \mu\text{s} \). All measurements were made at room temperature. Both samples were created by Element Six.

Spin-RESOLFT allows us to manipulate and address individual NV centers within a diffraction limited volume. For example, Fig. 3.3(a) shows a confocal image of two NV centers that are separated by less than the diffraction limit and can therefore not be resolved by means of confocal microscopy. In comparison, when using spin-RESOLFT microscopy (Fig. 3.3(b)), the individual NVs are clearly distinguished and their positions are localized within an uncertainty of 5 nm. To demonstrate selective coherent measurements of NV spins using spin-RESOLFT, we begin with measuring the Hahn-echo coherence time \( T_2 \) for each NV individually (Fig. 3.3(c)) by applying a \( \pi/2 - \pi - \pi/2 \) MW pulse sequence, followed by spin selective readout using the exact positions for NV\(_1\) and NV\(_2\) extracted from Fig. 3.3(b) (see Sec. 1.4.5). We find that although the two NVs are subject to a nominally similar spin bath in the diamond sample, the measured \( T_2 \) for each NV spin differs due to slight variations in the local environment. The NV ensemble spin coherence time measured in confocal mode is consistent with an average of the two individual NV \( T_2 \) values measured with
Figure 3.3: Spin coherence time measurement for two NV defects resolvable only via spin-RESOLFT. (a) 2D Confocal image of two unresolved NV centres with the same orientation of their spin quantization axes. Black crosses indicate the NV positions as extracted from the spin-RESOLFT image, the black square indicates the Gaussian green laser beam centre. (b) 2D spin-RESOLFT image of same field-of-view as in (a) (acquisition time of 9 s per pixel, 150 µW doughnut beam power with duration of 17 µs). A 50 nm FWHM is extracted using a numerical fit of a five-level model. (c) Selective NV spin coherence measurements and associated fits to a stretched exponential for the two NV centres shown in (a) and (b), using the same doughnut beam power and duration as in (b). Inset: spin coherence time determined for the ensemble of two NVs via a confocal measurement and associated fit. Shaded regions indicate 95% confidence interval extracted from the fits.
spin-RESOLFT, weighted by the fluorescence collected from each single NV center. Due to a slight systematic mismatch between the doughnut and the Gaussian beam centers, the black square does not lie exactly in the middle of the crosses indicating the NV positions and therefore the NV ensemble $T_2$ (inset Fig. 3.3(c)) is correspondingly closer to the $T_2$ of NV$_2$ as measured with spin-RESOLFT.

Next, we demonstrated the utility of spin-RESOLFT to deploy each NV within a confocal volume as a very-well-localized, point-like quantum sensor. First, we selectively measured the response of NV$_1$ and NV$_2$ to an externally and spatially varying AC applied magnetic field. We also performed ensemble measurements using confocal mode. The field is produced by an AC current that runs through a wire at a 10–micron distance (Fig. 3.4(a)). The resulting magnetic field gradient, $\Delta B/\Delta r \approx 1 \text{nT/nm}$, leads to a measurable difference in field strength for NV$_1$ and NV$_2$. In Fig. 3.4(b) we plot the measured coherence signal of NV$_1$ and NV$_2$, as well as the ensemble signal, obtained for different magnetic field strengths by incrementally varying the magnitude of the AC current through the wire. The observed oscillations in NV fluorescence contrast are characteristic for spin-based local magnetometry [220]. Note that the contrast in confocal mode is not necessarily the sum of the spin-RESOLFT contrast for NV$_1$ and NV$_2$, as the contrast with spin-RESOLFT depends on the doughnut beam power (Fig. 3.1(d)). At a fixed current $I_{AC} = 7 \text{mA}$ (Fig. 3.4(c) and (d)), we measured a magnetic field of $8.924 \pm 0.004 \mu\text{T}$ for NV$_1$ and $8.812 \pm 0.009 \mu\text{T}$ for NV$_2$, which is in good agreement with the expected magnetic field profile of the wire (see Sec. B.3). Doughnut beam imperfections typically reduce the
Figure 3.4: Superresolution magnetic field imaging for two NV centres via spin-RESOLFT. (a) Schematic of the AC current wire and two NV centers (same as in Fig. 3.3(b)). (b) spin-RESOLFT AC magnetometry measurements at $\nu_{AC} = 8.3$ kHz for each NV center individually and for the two NV ensemble in confocal mode. Also shown are fits of data to sinusoids with phase fixed to zero for no applied current. (c) AC magnetic field magnitude at $\nu_{AC} = 8.3$ kHz as a function of applied current, measured at the position of each NV center via spin-RESOLFT and for the two NV ensemble in confocal mode. (d) 2D-magnetic field map created by spin-RESOLFT (at two points) and confocal (one point) measurements at a fixed AC current 7 mA and $\nu_{AC} = 8.3$ kHz. The size of the disc for each NV is given by the fit uncertainty (95% confidence) of the 2D position from the superresolved NV imaging. For all spin-RESOLFT measurements in this figure, the same doughnut beam power and duration were used as in Fig. 3.3 (150 $\mu$W and 17 $\mu$s).
NV spin-state contrast, leading to a trade-off between spatial resolution and magnetic field sensitivity (see Sec. B.4). As with the NV spin coherence time measurements (Fig. 3.4), the magnitude of the AC magnetic field found in confocal mode depends systematically on the position of the Gaussian beam and is only a weighted average of the magnetic field magnitudes determined individually for NV1 and NV2 using spin-RESOLFT (Fig. 3.4(d)).

To show the applicability of NV spin-RESOLFT for nanoscale magnetic imaging and spectroscopy, we used a shallow NV center located approximately 3 nm below the diamond surface (see below), and simultaneously imaged the NV lateral position with sub-diffraction resolution of 50 nm while sensing the NMR signal from a statistically-polarized nanoscale sample of protons in immersion oil on the diamond surface. Shallow implanted NV centers are a promising modality for quantum computing[43], nanoscale magnetic resonance imaging [75] and single molecule detection [73] due to the strong dipolar and hyperfine interactions with electronic[258] and nuclear[267, 268] spin species located on the diamond surface. Adversely, surface effects tend to shorten the Hahn-echo $T_2$ of shallow NVs[105, 128], typically to tens of microseconds, which consequently leads to a reduction in magnetic field sensitivity. Thus we integrated spin-RESOLFT with an XY dynamic decoupling protocol to extend[49] the shallow NV $T_2$ and enable practical nanoscale NMR imaging (Fig. 3.5(a)).
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3.5 Proton NMR Measurements

XY8-k pulse sequences are applied to a single shallow NV to measure the NMR signal produced by $\sim 100$ statistically-polarized protons spins in immersion oil placed on the diamond surface. These pulse sequences produce NV spin phase accumulation that is transferred to a spin state population difference by means of the last microwave $\pi/2$-pulse. The choice of the phase of this last pulse allows for projections onto each NV spin state $m_s = 0$ and $m_s = 1$, resulting in fluorescence measurements $F_0$ and $F_1$. Common-mode noise from laser fluctuations is suppressed by normalizing the fluorescence signals together in a fluorescence contrast $C = (F_0 - F_1)/(F_0 + F_1)$.

NV sensing of the magnetic field Fourier components at frequencies $\nu$ is realized by measuring the fluorescence contrast $C$ over a range of free evolution times $\tau = \nu/2$. NV spin "background" decoherence is characterized by slow exponential decay of the fluorescence signal over hundreds of microseconds (Fig. 3.3(c) of the main text). This background decoherence is fit to a stretched exponential function and normalized out, leaving only the narrower proton-NMR-induced dip in NV signal contrast on top of a flat baseline, as shown in Fig. 3.4(b). The shape of this dip is determined by the magnetic field fluctuations produced by the dense ensemble of proton spins in the immersion oil on the diamond surface, as well as by the filter function corresponding to the XY8-k dynamical decoupling pulse sequence. The magnetic field signal has cubic dependence on the distance between the NV center and diamond surface ($B_{\text{RMS}} \propto$...
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d_{NV}^{-3}), which can be then estimated by fitting the dip with the following formula:

\[ C(\tau) = \exp \left( -\frac{2}{\pi} \gamma^2 B_{RMS}^2 K(N\tau) \right). \]  

(3.1)

Here \( B_{RMS} \) is the RMS magnetic field signal produced at the Larmor frequency by the proton spins, \( K(N\tau) \) is a functional that depends on the pulse sequence and the nuclear spin coherence time, and \( N \) is the number of pulses, which are separated by the NV spin free precession time \( \tau \). A thorough derivation of this formula as well as the description of the functional \( K(N\tau) \) is presented by Pham et al.[163].

The XY-8k dynamic decoupling protocol creates a coherent superposition of the NV \( m_s = 0 \) and \( m_s = 1 \) spin states, and then alternates this spin coherence between free evolution (of duration \( \tau \)) and \( \pi \) phase flips, before converting the total accumulated phase into an NV spin state population that is measured optically (Fig. 3.4(b)). We find that spin-RESOLFT can be combined with dynamical decoupling sequences to increase the NV coherence time to at least 100\( \mu \)s while providing superresolution. Moreover, the NV spin phase accumulation is strongly perturbed when a frequency component of the external magnetic field matches twice the free evolution period \( \tau = \nu_B/2 \). Thus we observed a spectrally narrow dip in the NV coherence signal (Fig. 3.4(c)) at the proton spin Larmor precession frequency \( \nu_p = (\gamma_p 2)B_0 \approx 1.2 \text{ MHz} \), which is indicative of an NMR signal from statistically-polarized proton spins in the immersion oil on the diamond surface [25]. Here, \( \gamma_p \) is the proton spin gyromagnetic ratio and \( B_0 = 28.2 \text{ mT} \) is the applied static magnetic field. Importantly, we find that the spin-RESOLFT and confocal mode NMR measurements are consistent: e.g., application of a 10\( \mu \)s long doughnut beam pulse of 30\( \mu \text{W} \) average power does not
deteriorate the proton NMR signal, while allowing for far-field optical spin readout of a sub-diffraction sized area with a lateral diameter of around $50 \pm 5 \text{ nm}$. Furthermore, by fitting the NV NMR data the analytical model given by Eqn. 3.1, we determined the depth of the NV quantum sensor below the diamond surface to be $3.0 \pm 0.3 \text{ nm}$ [163].

Figure 3.5: NV spin-RESOLFT sensing of proton NMR. (a) Schematic showing nanometer-scale localization volume of a shallow NV. (b) XY8-k dynamical decoupling pulse sequence used for NMR proton sensing with sub-diffraction resolution. (c) Example use of an XY8-4 sequence for spin-RESOLFT (blue) and confocal (red) NV NMR spectroscopy of proton spins in immersion oil on the diamond surface without degradation of the measured NMR proton linewidth (with doughnut beam power of $30 \mu \text{W}$ and duration of $10 \mu \text{s}$). Fits to an analytical model (red and blue curves) determine the NV depth to be $3.0 \pm 0.3 \text{ nm}$ [163].

### 3.6 Discussion

In conclusion, we used spin-RESOLFT to selectively image and coherently manipulate two NV centers within a confocal volume, with no corrupting effect on NV spin coherence, enabling sensitive nanoscale magnetic imaging and spectroscopy. By combining this technique with spin sensing via dynamical decoupling sequences applied
to shallow NVs, we demonstrated the utility of spin-RESOLFT for nano-NMR. In
comparison to other NV-diamond approaches for nanoscale magnetic imaging, such
as scanning probe [257] and Fourier techniques using strong pulsed field gradients
[92], spin-RESOLFT is technically straightforward, as it is all-optical and can be
realized via extension of a confocal microscope. In future work we will extend spin-
RESOLFT to many NVs within a diffraction-limited spot, allowing a diverse range of
nanoscale magnetic imaging applications in both the physical and life sciences. We
also anticipate that spin-RESOLFT will enable precise determination of the distance
between two NV qubits, as well as their coherent manipulation. For a separation of
20 nm, the spin-spin vectorial interaction between individual NV centers (∼ 10 kHz) is
larger than their typical decoherence rate (∼ 1 kHz), fulfilling a fundamental require-
ment for many quantum information protocols [54, 269]. Furthermore, low-power
superresolution imaging techniques such as spin-RESOLFT can be critical for many
applications, e.g., those that require cryogenic temperatures or shallow NV centers
or for light-sensitive biological samples, as high optical power can cause heating as
well as surface and sample deterioration. Finally, we expect that spin-RESOLFT
can be straightforwardly extended to other NV-based sensing modalities, including
temperature[108], electric field[103], and charge state[104] detection with nanoscale
optical resolution.
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Improved Quantum Sensing with a Single Solid-state Spin via Spin-to-Charge Conversion

4.1 Introduction

Quantum defects in solids are emerging as the sensors of choice for detecting micrometre to nanometre phenomena in a wide range of systems in both the physical and life sciences. The Nitrogen-Vacancy (NV) color center in diamond is a prime example of such a solid-state quantum defect, combining long-lived electronic spin coherence with the ability to prepare and read out the spin state optically [41]. For example, NV centers have been used for high-spatial resolution sensing of magnetic fields in cell biology [80], bioassays [82], neuroscience [83], nanoscale NMR [72, 75, 270], and condensed matter physics [256, 271–273]. An important figure of merit for
this system is the spin readout noise per shot, specifying the accuracy with which the final state of the electron spin evolution can be measured in a single measurement attempt (shot). Current room temperature NV experiments rely on a spin-dependent fluorescence signal that is restricted to a short detection window (\(\sim 250\) ns), after which the spin is optically pumped into the \(m_s = 0\) state, such that the spin-state-dependent fluorescence contrast is typically limited to \(\sim 25\%\) for a single NV center \[41\]. Recently, a new NV spin readout technique based on spin-to-charge conversion (SCC) that overcomes this limitation for NV centers was demonstrated in diamond nanobeams \[124\], in which the single NV fluorescence is enhanced by an order of magnitude compared to NV centers in bulk diamond. A similar protocol has also been demonstrated using high-intensity, near-infrared laser pulses and single NV centers under solid immersion lenses to achieve a spin-to-charge mapping via selective ionization of the singlet manifold \[274\]. Here, we show that SCC readout provides an order of magnitude improvement in single NV spin readout noise per shot in bulk diamond, without any influence of the charge state preparation on the NV spin coherence time. We then use SCC readout to demonstrate an improvement in single NV AC magnetometry sensitivity of about a factor of five, which is also about five times above the spin projection noise limit, similar to previous results for a single NV in nanobeams \[124\].

The conventional mechanism for room temperature optical readout of the NV electron spin (spin-1) is based on a spin-dependent intersystem crossing from the optical excited state into a manifold of optically dark singlet states. Under excitation
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with 532nm light, an NV center initially in $m_s = 1$ is shelved into the metastable singlet level with about a 50% probability [178] and remains dark under subsequent excitation during the singlet state lifetime; whereas an NV center initially in $m_s = 0$ will continue to cycle and scatter photons during this readout time. These spin-state-dependent pathways induce repolarization of an NV center to the $m_s = 0$ ground state and constrain the detection window duration to $\sim 250$ ns at room temperature. Consequently, the fluorescence collected from a single NV center in bulk diamond is limited to about 0.022 photons per readout with a low contrast (Fig. 4.1(a)). Thus, effective readout of the NV spin state can only be achieved statistically after many averages. Standard approaches to overcome this limitation involve using macroscopic ensembles of NVs [84, 90, 188] or photonically enhanced diamond nanostructures [275–277], in order to boost the fluorescence signal from the NV centers. Such techniques have their limitations, namely reduced spatial resolution and coherence time in the case of ensemble measurements, or limited sensing area and scalability in the case of photonic nanostructures. Therefore, techniques for improved readout of single NV centers in bulk diamond are of great interest.

4.2 Spin-to-Charge State Conversion Mechanism

A complementary approach is to develop readout techniques that transfer the spin state to more robust degrees of freedom than the relatively short-lived singlet. One such technique involves the transfer of spin information to the NV nuclear spin, which can subsequently be repetitively read out multiple times through the NV electronic spin [47]. This technique is capable of approaching the spin-projection noise limit,
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Figure 4.1: (a) Spin-state-dependent transients in the fluorescence of a NV center allowing for spin readout. (b) Energy levels of the neutral and negatively charged NV center. The NV\(^-\) electron spin can be polarized via decays through singlet states. A laser beam at a wavelength of 594 nm only excites NV\(^-\), leaving NV\(^0\) dark, but it can also ionize NV\(^-\) to NV\(^0\) (and induce recombination from NV\(^0\) to NV\(^-\)). However, these processes are suppressed at low power, enabling high fidelity charge state readout. (c) Initialization of the charge state can be done with a green (532 nm) laser beam to prepare the negative charge state with a 70% probability. A red beam (637 nm) efficiently ionizes the NV center from NV\(^-\) to NV\(^0\). (d) General sequence for NV quantum sensing. (e) The photon number distribution shows the efficiency of the spin-to-charge conversion (SCC) technique for a bulk NV. The dashed lines indicate the mean values of each distribution and show a spin readout contrast of 36%.

but has the disadvantage of requiring strong magnetic fields to split the nuclear spin levels, limiting its applicability. The present work deploys a spin-to-charge conversion (SCC) mechanism [124] that works by transferring the spin state to the charge state
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of the NV, followed by a high-fidelity charge state measurement. This method has the advantage of being able to reach spin readout noise levels as low as twice the spin projection noise level, while being fully optical and easily incorporated in a confocal microscope and potentially with ensembles of NV centers.

The experimental setup is a confocal microscope adapted for NV spin-state measurements via both the SCC and conventional fluorescence techniques. Three laser beams (at 532, 594, and 637 nm) are coupled into single mode optical fibers to improve their spatial mode, and are then combined together with dichroic mirrors. A DPSS laser is used together with an acousto-optic modulator (AOM) to generate the green (532 nm) laser pulse. The protective yellow (594 nm) laser pulse and charge readout are both made with the same laser (HeNe 1.5mW) and AOM. To switch quickly from a relatively high yellow laser power (500 µW) for the protective step to a low power (5 µW) for the charge-state readout, two RF control signals are generated with voltage-controlled oscillators and controlled with RF switches. The red (637 nm) ionizing optical pulses are generated with a diode laser (HL63133DG, Thorlabs, 170 mW CW at 637 nm). The optical pulses are controlled with a pulse generator (AVO-2L-C-GL2, Avtech, 500 ps rise time, 2A), resulting in square pulse widths between 4 and 30 ns. The three laser beams are focused on a single NV in bulk diamond with a 1.45 NA, oil-immersion objective. The NV fluorescence (∼90 kcounts/s) is collected through the same objective and then detected with an avalanche photodiode. A 150 µm pinhole restricts the longitudinal point-spread function to 500 nm and avoids out-of-focus background fluorescence from other NV centers.
NV centers are found mainly in two charge configurations [142], NV$^0$ and NV$^-$ (Fig. 4.1(b)), which can be switched via a photo-ionization process [266]. Moreover, the NV center charge state can be read out in a single shot with a laser beam at 594 nm, which efficiently excites NV$^-$ but only weakly NV$^0$, producing a high fluorescence contrast between the two charge states [179, 180, 278] (Fig. 4.1(c)). For high readout fidelity, photo-ionization must be suppressed during readout, requiring low laser powers (as low as a few microwatts) and long readout times (from tens of microseconds to few milliseconds, depending on the desired single shot charge state readout fidelity). To switch between the charge states, a green laser beam (532 nm) initializes the charge state of the NV center preferentially to NV$^-$ with 70% probability; while a 10-nanosecond pulse of red light (637 nm) almost ideally ionizes the NV center from NV$^-$ to NV$^0$ via a two-step process that occurs between the NV center ground state and the conduction band.

The ionization process under 637 nm illumination can be made spin-state-dependent by first shelving one spin state into the metastable singlet level, for which ionization is suppressed. In particular, the $m_s = 1$ population can be protected from ionization by first transferring it with a 594 nm, 50 ns-long pulse into the singlet state before ionizing the remaining triplet state population (mainly $m_s = 0$) with an intense 637 nm pulse. The 637 nm light does not excite the singlet state, so the ionization process is blocked for $m_s = 1$, and the NV remains in the negative charge state. We implement this spin-to-charge conversion with the sequence depicted in figure 4.1(d). We plot the
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Photon number distributions in figure 4.1(e) for the two cases where the NV center is prepared in $m_s = 0$ (no microwave pulse) and $m_s = 1$ (microwave $\pi$ pulse), illustrating our SCC efficiency. As expected, $m_s = 0$ is converted almost entirely to NV$^0$, while $m_s = 1$ remains in NV$^-$ to a large degree. From the mean values of the two distributions ($\langle N_{ph} \rangle_{m=0} = 2.4$ and $\langle N_{ph} \rangle_{m=1} = 3.8$), we extract a spin-state contrast of 36%, which is larger than for the conventional (singlet-state) readout scheme (by about a factor of 1.5x) due to the fact that the ionization occurs when the population of the singlet state is maximum. More importantly, the robustness of the charge states allows for the collection of an arbitrary number of photons in a single shot (typically, about 5 photons in a 1 ms time window). This increased photon number largely eliminates the contribution of photon shot noise in the measurement, limiting the SCC method to spin-projection noise and conversion noise during the spin-to-charge mapping.

We define the spin readout noise per shot $\sigma_R$ as the ratio between the measured spin noise and the spin projection noise $\sigma_{SPN} = \sqrt{p_0(1-p_0)}$, where $p_0$ is the probability of detecting one projection, e.g., $m_s = 0$, of our effective two-level spin system. The spin readout noise can be estimated directly from the collected photon distribution for each class of spin. In the case of SCC readout, a perfect mapping would link the spin state $m_s = 0$ and $m_s = 1$ to the neutral charge state NV$^0$ and negatively charged state NV$^-$, respectively. We define errors $\epsilon_0$ and $\epsilon_1$ to be the probabilities that the detected charge state deviates from such a perfect mapping. Then we can recast the spin readout noise per shot expressed in [124] as $\sigma_R = \sqrt{1 - (\epsilon_0 - \epsilon_1)^2}/(1 - (\epsilon_0 + \epsilon_1))$.
These errors can be straightforwardly estimated from figure 4.1(e) by choosing a threshold (here equal to 5 photons) that distinguishes the charge states from each other as depicted in figure 4.1(c). In the experiments reported here, we typically obtain $\epsilon_0 \approx 0.14$ and $\epsilon_1 \approx 0.69$, which results in $\sigma_R \approx 5$. For comparison, conventional NV spin-state readout is limited by photon shot noise [41, 124]. The spin readout noise per shot consequently becomes $\sigma_R \approx 2(V\sqrt{n})^{-1} \approx 54$, where $n \approx 0.022$ is the average mean photon number per detection window and $V \approx 25\%$ is the contrast for single NV confocal detection (Fig. 4.1(a)).

### 4.3 Application to Magnetic Sensing

As a proof of concept of the performance of the SCC method for quantum sensing, we use the single NV center as a nanoscale AC magnetic field sensor. Oscillating magnetic fields can be probed by applying a synchronized Hahn-echo sequence. During the period $\tau$, the NV center’s quantum state evolves under the influence of the AC magnetic field as well as environmental noise. This evolution is manifested by a phase accumulation that is converted into an optically-readable spin state population difference. Because of the noise environment, such phase accumulation is limited to the characteristic coherence time $T_2$. For a single NV, $T_2$ can approach one millisecond [49, 189] via the implementation of dynamical decoupling sequences that act as filter functions to suppress the effects of noise fluctuations.

In the absence of an applied AC magnetic field, the single NV coherence time
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Figure 4.2: (a) Examples of measured normalized NV fluorescence signals as a function of AC field magnitude using a Hahn-echo sequence with the conventional (blue) or SCC (red) readout techniques. The interrogation time is set to match the AC magnetic field frequency of 4 kHz. The total duration of the data acquisition (1 h) is the same for both curves, showing improved sensitivity for the SCC scheme, as indicated by reduced residuals. (b) Zoom showing the improved sensitivity, from 45(12) nT/√Hz for the conventional readout technique to 9(1) nT/√Hz for the SCC technique, at the most sensitive operating point (around zero AC magnetic field amplitude). (c) Measured magnetic field sensitivity as a function of interrogation time. The straight lines are fits using Eq. (1) fixing $T_2 = 465$ µs as independently measured. The SCC scheme is even more advantageous than the conventional readout technique at long interrogation time, where single, efficient readouts are superior to multiple repetitions of the readout protocol. (d) Optimization of the SCC techniques magnetic field sensitivity by tuning the readout duration to limit the inactive time. Here we adapted the readout power for each readout duration to maximize the charge state readout fidelity. (e) Smallest magnetic field amplitude measurable with the SCC technique (i.e., with a signal-to-noise ratio of 1) for a single realization of the magnetometry sequence.
Figure 4.3: Coherence decay of the NV center measured with a Hahn-echo sequence.

$T_2$ can be measured using the same Hahn-echo sequence as described in the main text. As we vary the free evolution time $\tau$, we find that the superposition of $m_s = 0$ and 1 decays to an incoherent state in a time $T_2 = 461.5$ $\mu$s. Due to the presence of $^{13}$C atoms in the diamond lattice (at the natural abundance of 1.1%), the coherence of the NV center is modulated by revivals that occur at multiples of the Larmor precession time $t_{\text{rev}} = 26.28$ $\mu$s. AC magnetometry can only be done at evolution times that corresponds to the different revivals. Consequently, the optimal experimental sensitivity is achieved for $\tau_{\text{opt}} = 223.34$ $\mu$s $\approx T_2/2$.

We drive the NV center’s electronic spin into a superposition of $m_s = 0$ and $m_s = 1$ that acquires a relative phase scaling linearly with the magnetic field amplitude $\phi = \frac{2\mu_B}{\hbar} B\tau = \alpha B\tau$ [257, 279]. This measurement protocol results in a rotation of the
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Bloch vector in the equatorial plane, which is observed as a sinusoidal oscillation of the NV fluorescence signal with AC magnetic field amplitude, as the phase is transferred to a population difference (fig. 4.2(a)). Figure 4.2(b) is a zoom around the point of zero AC magnetic field amplitude, where the NV magnetometer sensitivity $\eta(\tau)$ is maximum, which we estimate by [41]:

$$
\eta(\tau) = \sigma_R \frac{e^{\left(\frac{\tau}{T_2}\right)^p}}{\alpha \sqrt{\tau}} \sqrt{\frac{t_{\text{init}} + \tau + t_{\text{ro}}}{\tau}}.
$$

(4.1)

Here, $\sigma_R$ is the spin readout noise per shot, normalized to the spin projection noise, $\alpha$ is the scaling factor between the phase acquired and the field measured, and $p$ is an exponent containing information related to the spin bath [53]. $\sqrt{(t_{\text{init}} + \tau + t_{\text{ro}})/\tau}$ is a time penalty, where the initialization time and the readout time are denoted respectively $t_{\text{init}}$ and $t_{\text{ro}}$. For our demonstration experiment, we find an improvement of a factor 5 in AC magnetic field sensitivity of the SCC method, 9(1) nT/$\sqrt{\text{Hz}}$, over the conventional readout technique, 45(12) nT/$\sqrt{\text{Hz}}$.

We next investigate the sensitivity improvement provided by the SCC scheme for different evolution times $\tau$. Increasing this time results in a stronger integrated readout signal, but is only favorable up to the point where spin decoherence reduces the measurement contrast. According to equation (4.1), there is an optimum of sensitivity at $\tau = T_2/2 = 232$ $\mu$s for the conventional readout scheme (for which the initialization and readout time are negligible and $p \approx 1$), as is clearly visible in figure 4.2(c). The SCC technique performs noticeably better than conventional readout over a wide range of evolution times between 50 $\mu$s to 700 $\mu$s. As $\tau$ increases and becomes significantly longer than the readout time, the gain must approach its max-
imum value, $\frac{\sigma_{R}^{SCC}}{\sigma_{R}^{stand}}$. At the other extreme, we expect that short spin readout times will prevail when $\tau$ is short since they allow for fast repetition of quantum sensing sequences. We find that this regime is not reached yet at evolution times as short as 50 $\mu$s, where the sensitivity improvement is still in favor of the SCC technique by a factor of two (fig. 4.2(c)). From the parameters of each fit, we determine that the spin readout noise per shot $\sigma_{R}$ for conventional readout is $\sigma_{R}^{conven.} \approx 60$ and $\sigma_{R}^{SCC} \approx 5$ for SCC readout, confirming the values reported above. Interestingly, the fitted $p$ parameter in (1) is different for the two readouts ($p_{SCC} = 1.01$ and $p_{conven.} = 1.33$), so that the sensitivity improvement is not yet saturated for 700 $\mu$s evolution time. Moreover, we note that AC magnetic field sensitivity at high frequency can be improved by dynamical decoupling sequences, which both move the filter function’s central frequency to higher values (allowing long accumulation times even for fast oscillating fields), and extend the coherence time.

Since the time penalty term in (1) becomes significant only for a readout time comparable to or longer than the interrogation time, the SCC sensitivity improvement can be optimized by increasing the readout time (and consequently decreasing $\sigma_{R}$) while keeping the time penalty negligible. We demonstrate this explicitly in figure 4.2(d) by measuring the sensitivity for different readout durations. At the evolution time where the sensitivity is optimal for conventional readout, we measure an SCC sensitivity of $9(1)$ nT/$\sqrt{Hz}$ for $t_{ro} = 40$ $\mu$s. On the other hand, the duty cycle of quantum sensors can also be limited by an external parameter, e.g., the repetition rate of the recorded events. In such scenarios, the correct figure of merit is the single shot
magnetic field sensitivity. In particular, one can take full benefit of long readout time windows of a few milliseconds to improve the performance of the spin readout and consequently of NV magnetometers using the SCC technique. For example, as shown in Figure 4.2(e), we realize a magnetic field amplitude uncertainty of 307(29) nT in a single SCC measurement with a 5 ms readout time, for which the photon shot noise is nearly totally suppressed. This uncertainty is an order of magnitude smaller than with conventional NV spin readout.

The 30 µs-long green initialization leaves the NV center in its neutral charge state one third of the time, allowing for a substantial improvement in the SCC technique performance by detecting aberrant initializations prior to the coherent microwave manipulation. This protocol can be performed with charge-state readout capability with either a ‘try till success’ polarization technique or by post-selecting on the initial charge state being NV\(^-\). Although the former offers the best sensitivity, it also requires fast readout electronics to compute the result of the first charge state readout. We implemented the latter by reading out the charge state of the NV center with a 10 ms long yellow readout pulse. The duration is chosen to limit ionization during this step, although some remains in practice, as one can see that the spin readout noise per shot increases to about 8. In figure 4.4(a), we plot the distribution of photons obtained from the first readout gate (blue curve). The post-selection is conditioned on having acquired a number of photons during the first charge state readout pulse that is strictly higher than a certain threshold (6 photons in figure 4.4(a), filled blue area). Because we mainly reject sequences where the NV center is in NV\(^0\),
Figure 4.4: Post-selection enhancement of SCC technique. (a) Photon distribution recorded in an initial charge readout pulse prior to microwave manipulation. The distribution of all sequences (solid line) shows that a significant fraction of events is executed on the neutral charge state and can be discarded to keep mainly results obtained with NV\(^{-}\) (filled area). (b) Photon distributions after post-selecting for NV\(^{-}\) (solid lines) have greater distinguishability than the distributions for all events (dashed lines). The Kolmogorov-Smirnov test gives a distinguishability of 0.12 against 0.08 for no post-selection. (c) Spin readout noise per shot as a function of threshold, and effective sequence time. Eliminating initial NV\(^0\) events improves the efficiency of SCC mapping at the cost of increasing the sequence duration. (d) AC magnetic field sensitivity for different thresholds, showing a 5\% improvement in sensitivity by post-selecting for the initial NV charge state. The length of both charge-state readout windows (20 ms in total) limits the absolute sensitivity to 53(16) nT/√Hz. Alternatively, very short time windows that would allow for the detection a single photon would be enough to determine the charge state of the NV center.
the distinguishability between the spin states is enhanced (Fig. 4.4(b)). To further demonstrate the improvement due to post-selection, we measure the readout noise for various thresholds. We see in figure 4.4(c) that $\sigma_R$ decreases faster at low threshold because we remove measurements where the NV center could not be used to sense any magnetic fields. After a threshold that corresponds to the visual limit between NV$^0$ and NV$^-$, the slope becomes less steep as we discard good measurements. In parallel, we estimate the cost of rejecting measurements by computing an effective sequence time. The sensitivity can be improved if $\sigma_R$ decreases faster than the square root of the effective sequence time increases (eq. (4.1)). We show that this is indeed the case for thresholds smaller than 6 photons per readout pulse, with an improvement of about 5% (Fig. 4.4(d)), limited mainly by the long duration of the first charge state readout.

4.4 Charge State Readout of Shallow NV Centers

Shallow implanted NV centers are a promising modality for nanoscale magnetic resonance imaging and single molecule detection due to the strong dipolar and hyperfine interactions with electronic and nuclear spin species located on the diamond surface [Shushkov2014a, 267, 268]. Adversely, surface effects tend to shorten the coherence time of shallow NVs, typically to tens of microseconds, and could also potentially modify their charge state dynamics. We show in figure 4.5 that we see no change in the charge state dynamics of shallow NV centers; and also that they can still be read out with high fidelity. We plot in figure 4.5(a) a typical time trace of the observed fluorescence, under constant 594nm light illumination, from a single NV center.
implanted 3nm below the surface (measured by a nanoscale NMR technique [163]) exhibiting the expected behaviour: i.e. ionization and recombination between charge state NV$^0$ (low fluorescence level) and NV$^-$ (high fluorescence level).

The histogram of such time traces is plotted in figure 4.5(b) and displays two peaks associated with these two levels of fluorescence. We perform a numerical fit based on the master equation that describes the behaviour of the charge state under a 594nm light illumination [124] and extract the fluorescence rates $\gamma_0 = 200$ Hz and $\gamma_- = 1.3$ kHz, the ionization rate $g_0 = 45$ Hz, and the recombination rate $g_- = 6$ Hz for an excitation power of 280 $\mu$W. These rates are very similar to those measured with NV centers in bulk diamond and indicate that the SCC readout will provide a similar improvement with shallow NV centers as that reported in the main text for
4.5 Conclusion

In this work, we show that the spin-to-charge conversion technique, together with single-shot charge-state readout, provides about a factor of five improvement in AC magnetic field sensitivity for a single NV center in bulk diamond. This readout scheme is not only beneficial to AC magnetometry but also to any kind of quantum sensing measurement that benefits from long coherence time, such as $T_2$-limited thermometry [81] or ancilla-assisted DC magnetometry [280]. Furthermore, for typical NV spin dephasing times observed in isotopically purified 12C samples with low Nitrogen concentration ($T_2^* \approx 50 \mu s$) [281], SCC readout should be applicable to Ramsey-like DC magnetometry with a two-fold sensitivity improvement. Moreover, SCC readout is well suited to detecting pulsed magnetic fields, for example those created by neuron action potentials with typical pulse timescales of milliseconds and delays between pulses of 10-100 milliseconds [83]. In such cases, it is not necessary to optimize the duty cycle of the sensor and one can take advantage of dead times to increase the fidelity of the readout. In particular, SCC sensitivity is expected to improve by an order of magnitude compared to conventional readout, down to $\sim 300$ nT for a single realization of the experimental protocol. Finally, because the neutral charge state is a dark state, the SCC readout scheme is also well suited for NV ensemble measurements and superresolution techniques [50, 143], which both suffer from background fluorescence. Indeed, off-axis NV centers are not affected by the microwave pulses and are consequently ionized during the spin to charge mapping.
Chapter 5

Order ofMagnitude Improvement in \( T_2^* \) in Solid-State Spin Ensembles via Quantum Control

5.1 Introduction

Solid-state electronic spins, including defects in silicon carbide [15–19], phosphorus spins in silicon [3, 4], and silicon-vacancy [11, 14, 17] and nitrogen-vacancy (NV) centers [142] in diamond, have garnered increasing relevance for quantum science and sensing experiments. In particular, NV centers in diamond have been extensively studied and deployed in diverse applications facilitated by their long coherence times [123, 214] at ambient temperature and addressable optical and magnetic transitions [142]. Many applications utilize macroscopic NV spin ensembles for high-sensitivity DC magnetic field sensing [79, 83] and wide-field DC magnetic imaging [80, 82, 93, 95, 101], includ-
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ing measurements of single-neuron action potentials[83], paleomagnetism[100, 101], and current flow in graphene[93].

For NV-ensembles, the DC magnetic field sensitivity is typically limited by dephasing of the NV sensor spins. In such instances, spin interactions with an inhomogeneous environment (see Fig. 5.1a) limit the experimental sensing time to $T_2^* \lesssim 1\, \mu s$[66, 71, 83, 108]. Hahn echo and dynamical decoupling protocols can restore the NV ensemble phase coherence by isolating the NV sensor spins from environmental noise and, in principle, permit sensing times approaching the spin lattice relaxation ($T_1 \sim ms$)[49, 53]. However, these protocols restrict sensing to AC signals within a narrow bandwidth. For this reason, the development of high sensitivity, broadband magnetometers requires new approaches to extend $T_2^*$ while retaining the ability to measure DC signals.

Several mechanisms contribute to NV spin ensemble dephasing in bulk diamond. In particular, the formation of negatively-charged NV centers ($S = 1$) requires the incorporation of nitrogen into the diamond lattice. As a result, paramagnetic substitutional nitrogen impurities (P1 centers, $S = 1/2$)[5–7] typically persist at densities similar to or exceeding the NV concentration. In addition, strain is well-known to affect the diamond crystal [133, 134], but the exact contribution of strain gradients to NV dephasing has not been quantified rigorously and varies throughout a sample. Furthermore, the interrogation of large NV ensembles requires the design of homogeneous magnetic bias fields to minimize magnetic field gradients across the detection
In this work, we combine double quantum (DQ) coherence magnetometry [202, 207] with spin bath control [127, 243] to mitigate the dominant sources of NV spin ensemble dephasing and extend $T_2^*$. In the DQ basis, noise sources that shift the $|\pm 1\rangle$ states in common-mode (i.e., strain inhomogeneities and temperature fluctuations) are suppressed by probing the energy difference between the $|+1\rangle$ and $|-1\rangle$ sublevels. In addition, the NV DQ spin coherence accumulates phase due to an external magnetic field at twice the rate of traditional single quantum (SQ) coherence magnetometry, in which the $|0\rangle$ and $|+1\rangle$ (or $|-1\rangle$) sublevels are probed. Thus, DQ magnetometry provides enhanced sensitivity to target magnetic field signals while also making the spin coherence twice as sensitive to magnetic noise, including interactions with the paramagnetic spin bath. We therefore use resonant radiofrequency control to decouple the nitrogen bath spins from the NV sensors. By employing both DQ magnetometry and spin bath control, we elucidate and effectively eliminate the dominate sources of NV ensemble dephasing, realizing up to a $16\times$ extension of the ensemble $T_2^*$ in diamond. We also demonstrate the compatibility of our techniques with Ramsey-based DC sensing. Our results should enable broadband DC sensing using NV spin ensembles with measurement times approaching those used in AC sensing; and may aid in the fabrication of optimized samples for a wide range of solid-state sensor species.
Figure 5.1: (a) The inhomogeneously broadened electron spin resonance (ESR) linewidth of nitrogen-vacancy (NV) ensembles is a complex function of the local environment within the diamond sample, including a diverse bath of electronic and nuclear spins. Inset: Schematics of NV ensemble ESR spectra in the single quantum and double quantum bases, and for double quantum with spin-bath drive. (b) Spin-1 ground state of the NV center. (c) Imaging of the longitudinal strain component $M_z$ of one NV class across a 1-mm$^2$ field of view for Sample B. An optical microscope image of the diamond surface (left) is included for reference with a red box outlining the field of view shown in the NV strain image. (d) Double electron-electron resonance (DEER) ESR spectrum of Sample B, showing six nitrogen groups ($1 - 6$) attributed to $^{14}$N electronic spins with an external field $B_0 = 8.5$ mT aligned along a [111]-crystallographic axis (see main text). Linewidths are Fourier-broadened. The peaks labeled $i$ and $ii$ correspond to dipole-forbidden transitions of the $^{14}$N electronic spins ($\Delta m_I \neq 0$, see Sec. C.5). The simulated spectrum using the full nitrogen Hamiltonian is shown in red, with linewidth and amplitudes chosen to resemble experiment.
5.1.1 Double Quantum Magnetometry

The enhanced sensitivity to magnetic fields and insensitivity to common-mode noise sources in the DQ basis can be understood by considering the spin-1 ground-state Hamiltonian for NV centers as given by (neglecting hyperfine interaction) [125, 142],

\[
H/h = D S_z^2 + \frac{\gamma_{NV}}{2\pi} \mathbf{B} \cdot \mathbf{S} + M_z S_z^2 + M_x (S_y^2 - S_x^2) + M_y (S_x S_y + S_y S_x),
\]

(5.1)

where \( D \approx 2.87 \text{ GHz} \) is the zero-field spin-spin splitting, \( \mathbf{S} = \{ S_x, S_y, S_z \} \) are the dimensionless spin-1 operators, \( \mathbf{B} = \{ B_x, B_y, B_z \} \) are the local magnetic field components, \( \gamma_{NV}/2\pi \approx 28 \text{ GHz/T} \) is the NV gyromagnetic ratio, and \( \{ M_x, M_y, M_z \} \) describe the strain and electric field contributions to \( H \). Ignoring terms \( \propto S_x, S_y \) due to the large zero-field splitting \( D \), the transition frequencies \( f_{\pm 1} \) (see Fig. 5.1b) are

\[
f_{\pm 1} \approx D + M_z \pm \frac{\gamma_{NV}}{2\pi} B_z.
\]

(5.2)

On-axis strain fields (\( \propto M_z \)) as well as temperature fluctuations (\( \frac{\partial D}{\partial T} = -74 \text{ kHz/K} \)) [108, 109] shift the \( f_{\pm 1} \) transitions linearly, and thus their effects on DQ magnetometry are to first order suppressed. In addition, a perturbative analysis of the Hamiltonian in Eqn. 5.1 (see Supplement C.2) shows that the effects of off-axis strain fields (\( \propto M_x, M_y \)) on DQ magnetometry are mitigated by a factor \( \frac{\sqrt{M_x^2 + M_y^2}}{\gamma_{NV} B_z/\pi} \) when a bias magnetic field \( B_z \) is applied along \( z \). Similarly, the effects of off-axis magnetic fields (\( \propto B_x, B_y \)) on DQ magnetometry are suppressed due to the large zero-field splitting \( D \), and are also largely common-mode. Working in the DQ basis at moderate bias fields (\( B_z \gtrsim 1 \text{ mT} \)) can therefore lead to an enhancement in \( T_2^* \) for NV ensembles if strain inhomogeneities, small off-axis magnetic field gradients (\( B_x, B_y \ll D \)), or temperature fluctuations are significant mechanisms of inhomogeneous dephasing. This
result should be contrasted with single NV measurements in which $T_2^*$ and $T_2$ in the DQ basis were found to be approximately half the values in the SQ basis\cite{202, 207}. Since spatial inhomogeneities are not relevant for single centers, the twice higher dephasing rate was attributed to enhanced sensitivity to magnetic noise from the paramagnetic spin bath.

For example, using vector magnetic microscopy (VMM)\cite{101}, we mapped the on-axis strain component $M_z$ in a 1 mm$^2$-region for one of our NV ensemble diamond samples ([N] = 0.75 ppm, Sample B) to quantify the length-scale and magnitude of strain inhomogeneity (Fig. 5.1c). From this analysis, we estimate a length-normalized strain gradient $M_z/L \approx 2.8$ kHz/µm, which, as we show below, is in good agreement with the observed SQ $T_2^*$ in our samples.

### 5.1.2 Spin Bath Control

To mitigate dephasing due to the spin bath, we drive the bath electronic spins [127, 243] using resonant radiofrequency (RF) radiation. In Fig. 5.1d, we display the spin resonance spectrum of a nitrogen-rich diamond sample ([N] = 0.75 ppm, Sample B), recorded via the NV double electron-electron resonance (DEER) technique\cite{233} in the frequency range 100 - 500 MHz (see Sec. 2.2). The data reveal 6 distinct spectral peaks attributed to $^{14}$N substitutional nitrogen defects in the diamond lattice. The resonance peaks have an approximate amplitude ratio of 1:3:1:3:3:1 resulting from the four crystallographic Jahn-Teller orientations of the nitrogen defects at two possible angles with respect to an applied bias magnetic field ($B_z = 8.5$ mT, aligned along
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[111]-axis), as well as 3 hyperfine states [8, 9, 282]. Additional smaller peaks $i$ and $ii$ are attributed to dipole-forbidden nitrogen spin transitions and other electronic dark spins in the diamond[161].

In pulsed spin bath driving [127], a multi-frequency RF $\pi$-pulse is applied to each of the bath spin resonances midway through the NV Ramsey sequence, decoupling the bath from the NV sensor spins in analogy to a refocusing $\pi$-pulse in a spin echo sequence [49]. Alternatively, the bath spins can be driven continuously (CW) [127, 243]. In this case, the Rabi drive strength $\Omega_{\text{Bath}}$ at each bath spin resonance frequency must significantly exceed the characteristic coupling strength $\gamma$ between the bath spins and NV centers, i.e., $\Omega_{\text{Bath}}/\gamma \gg 1$, to achieve effective decoupling. Under this condition, the baths spins undergo many Rabi oscillations during the characteristic dipolar interaction time $1/\gamma$. As a result, the average dipolar-interaction with the bath is motionally narrowed [233, 250] and the NV dephasing time increases.

5.2 Results

We studied three unirradiated diamond samples with varying nitrogen concentrations (see Table 5.1). Samples A ($[N] \lesssim 0.05$ ppm) and B ($[N] = 0.75$ ppm) each consist of a $^{14}$N-doped, $\approx 100$ µm-thick CVD layer (99.99% $^{12}$C) deposited on top of a diamond substrate. Sample C ($[N] = 10$ ppm) possesses a 40 µm-thick, $^{15}$N-doped CVD layer (99.95% $^{12}$C). For all three samples, the nitrogen-limited inhomogenous dephasing times are estimated from the average dipolar interaction strength between electronic

139
spins (see Methods) giving $T_{2\text{NV-N}}^\ast \approx 350\,\mu s$, $23\,\mu s$, and $2\,\mu s$ for Samples A, B, and C, respectively. Analysis and measurements suggest that the $^{13}\text{C}$ limit to $T_2^\ast$ is $\approx 100\,\mu s$ for Samples A and B, and $\approx 20\,\mu s$ for Sample C (see Methods). For all samples, the N-to-NV conversion efficiency is $\lesssim 1\%$ and therefore contributions from NV-NV dipolar interactions to $T_2^\ast$ can be neglected.

$T_2^\ast$ values in the SQ and DQ bases, denoted $T_{2,\text{SQ}}^\ast$ and $T_{2,\text{DQ}}^\ast$ from here on, were measured by performing either a single- or two-tone $\pi/2 - \pi/2$ Ramsey sequence (see inset Fig. 5.2). In both instances, the observed Ramsey signal exhibits a characteristic exponential decay envelope that is modulated by the frequency detunings of the applied NV drive(s) from the NV hyperfine transitions. The data is fit to the expression $e^{-(\tau/T_2^\ast)p} \sum_i \cos(2\pi f_i(\tau - \tau_{0,i}))$, where free parameters in the fit are $T_2^\ast$, $p$, time-offsets $\tau_{0,i}$, and (up to) three frequencies $f_i$ from the NV hyperfine splittings. The stretched exponential parameter $p$ is a phenomenological description of the decay envelope, which depends on the specific noise sources in the spin bath as well as the distribution of individual resonance lines within the NV ensemble. In the limit of a purely magnetic-noise-limited spin bath, the ensemble decay envelope exhibits exponential decay ($p = 1$) [200, 221], whereas Gaussian decay ($p = 2$) suggests gradient-limited ensemble dephasing.
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<table>
<thead>
<tr>
<th>Sample</th>
<th>$^{13}$C ($\text{ppm}$)</th>
<th>$^{15}$N ($\text{ppm}$)</th>
<th>$T_2^*,\text{est}$ ($\mu$s)</th>
<th>$T_2^*,\text{meas}$ ($\mu$s)</th>
<th>$dM_{2,\text{est}}/dL$ (MHz/µm)</th>
<th>$dM_{2,\text{meas}}/dL$ (MHz/µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$\leq 0.05$</td>
<td>$0.01$</td>
<td>$3 \times 10^2$</td>
<td>$\geq 630$</td>
<td>5–12</td>
<td>34(2)</td>
</tr>
<tr>
<td>B</td>
<td>0.75</td>
<td>0.01</td>
<td>$\sim 10^2$</td>
<td>$250–300$</td>
<td>1–10</td>
<td>34(2)</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>0.05</td>
<td>$\sim 6 \times 10^2$</td>
<td>15–18</td>
<td>0.3–1.2</td>
<td>0.60(2)</td>
</tr>
</tbody>
</table>

Table 5.1: Characteristics of Samples A, B, and C. $T_2^{*,\text{est}}$ values are calculated using the estimated contributions of $^{13}$C and nitrogen spins as described in the main text and methods. Reasonable agreement is found between the estimated $T_2^{*,\text{est}}_{2,NV-(13C+N)}$ and twice the measured $T_2^{*,\text{meas}}_{2,DQ}$, consistent with the twice faster dephasing in the DQ basis. Values listed with a $\sim$ symbol are order-of-magnitude estimates. For all samples, $[NV] \ll [N]$ and NV contributions to $T_2^*$ can be neglected ($1 \text{ ppm} = 1.76 \times 10^{17} \text{ cm}^{-3}$).
5.2.1 Strain Dominated Dephasing (Sample A: Low Nitrogen Regime)

Experiments on Sample A ([N] \lesssim 0.05 ppm, $^{14}$N) probed the low nitrogen density regime. In different regions of this diamond, the measured SQ Ramsey dephasing time varies between $T_{2,\text{SQ}}^* \approx 5 \text{–} 12 \mu s$, with $1 < p < 2$. Strikingly, even the longest measured $T_{2,\text{SQ}}^*$ is $\sim 30 \times$ shorter than the calculated $T_{2,\text{NV-N}}^*$ given by the nitrogen concentration of the sample ($\gtrsim 350 \mu s$, see Table 5.1) and $\sim 10 \times$ smaller than the expected limit due to 0.01% $^{13}$C spins ($\sim 100 \mu s$). This discrepancy indicates that dipolar broadening due to paramagnetic spins is not the dominant NV dephasing mechanism. Indeed, the spatial variation in $T_{2,\text{SQ}}^*$ and low concentration of nitrogen and $^{13}$C spins suggests that crystal lattice strain inhomogeneity is the main source of NV ensemble dephasing in this sample. For the measured NV ensemble volume ($\sim 10^4 \mu m^3$) and the reference strain gradient (Fig. 5.1c), we estimate a strain gradient limited dephasing time of $\sim 6 \mu s$, in reasonable agreement with the observed $T_{2,\text{SQ}}^*$.

Measurements in the DQ basis at moderate bias magnetic fields are to first order strain-insensitive, and therefore provide a means to eliminate the contribution of strain to NV spin ensemble dephasing. Fig. 5.2 shows data for $T_2^*$ in both the SQ and DQ bases for an example region of Sample A with SQ dephasing time $T_{2,\text{SQ}}^* = 5.8(2) \mu s$ and $p = 1.7(2)$. For these measurements, a small 2.2 mT bias field was applied parallel to one NV axis (misalignment angle < 3°) to lift the $|\pm 1>$ degeneracy, and the magnet geometry was optimized to reduce magnetic field gradients over the sensing volume (see Supplement C.4). In the DQ basis, we find
Figure 5.2: Ramsey measurements for Sample A ([N] \lesssim 0.05 ppm) at an applied bias magnetic field of \(B_0 = 2.2\) mT. Comparison of time-domain data and resulting fit values for \(T_2^*\) for the single quantum (SQ) basis on the \(\{0, +1\}\) transition (blue, upper); and the double quantum (DQ) basis on the \(\{+1, -1\}\) transition (black, lower). Upper inset: Illustration of DQ Ramsey protocol with two-tone MW pulses. For SQ measurements, a single-tone MW pulse is applied instead. Lower inset: Discrete Fourier transform of the SQ (solid blue) and DQ (dashed black) Ramsey measurements with a MW drive detuned 0.4 MHz from the \(\{0, +1\}\) transition. NV sensor spins accumulate phase twice as fast in the DQ basis as in the SQ basis.
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$T_{2,DQ}^*$ = 34(2)$\mu$s with $p = 1.0(1)$, which is a $\sim 6\times$ improvement over the measured $T_2^*$ in the SQ basis. Similar $T_2^*$ improvements in the DQ basis were observed in other regions of this diamond. Our results suggest that in the low nitrogen density regime, dipolar interactions with the nuclear spin bath are the primary decoherence mechanism when DQ basis measurements are employed to remove strain and temperature effects. Specifically, the measured $T_{2,DQ}^*$ and $p$ values in Sample A are consistent with the combined effect of NV dipolar interactions with (i) the 0.01 % concentration of $^{13}$C nuclear spins ($T_{2,N-^{13}C}^*/2 \simeq 50\mu$s) and (ii) residual nitrogen spins $[N] \sim 0.05$ ppm; with an estimated net effect of $T_{2,DQ}^* \simeq 39\mu$s. Diamond samples with greater isotopic purity ($^{12}$C $>$ 99.99%) would likely yield further enhancements in $T_{2,DQ}^*$.

### 5.2.2 Strain and Dipolar-Dominated Dephasing (Sample B: Intermediate Nitrogen Density Regime)

Although Sample B ($[N] = 0.75$ ppm, $^{14}$N) contains more than an order of magnitude higher nitrogen spin concentration than Sample A ($[N] \lesssim 0.05$ ppm), we observed SQ Ramsey dephasing times $T_{2,SQ}^* \simeq 1 - 10\mu$s in different regions of Sample B, which are similar to the results from Sample A. We conclude that strain inhomogeneities continue to be a significant contributor to NV spin ensemble dephasing in Sample B. Comparative measurements of $T_2^*$ in both the SQ and DQ bases yield a more moderate increase in $T_{2,DQ}^*$ for Sample B than for Sample A. Example Ramsey measurements of Sample B are displayed in Fig. 5.3, showing $T_{2,SQ}^* = 1.80(6)\mu$s in the SQ basis increasing to $T_{2,DQ}^* = 6.9(5)\mu$s in the DQ basis, a $\sim 4\times$ extension. The observed $T_{2,DQ}^*$ in Sample B approaches the expected limit set by dipolar coupling of NV spins.
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to residual nitrogen spins in the diamond ($T_{2,N^{-}NV}/2 \simeq 12 \mu s$), but is still well below the expected limit due to 0.01% $^{13}\text{C}$ nuclear spins ($\simeq 50 \mu s$).

Figure 5.3: Ramsey measurements for Sample B ($[N] = 0.75$ ppm) at an applied bias magnetic field of $B_0 = 8.5$ mT. Comparison of time-domain data and resulting fit values for $T_2^*$ for the single quantum (SQ) basis on the $\{0, +1\}$ transition (1st from top); the SQ basis with spin-bath drive (2nd from top); the DQ basis with no drive (3rd from top); and the DQ basis with spin-bath drive (4th from top). There is a 16.2× improvement of $T_2^*$ in the DQ basis with spin-bath drive compared to SQ with no drive. Inset: Two-tone NV Ramsey protocol with spin-bath bath drive applied to nitrogen spins.

Measuring NV Ramsey decay in both the SQ and DQ bases while driving the nitrogen spins, either via continuous or pulsed RF fields[127, 243], is effective in isolating the electronic spin bath contribution to NV ensemble dephasing. With continuous drive fields of Rabi frequency $\Omega_N = 2$ MHz applied to nitrogen spin resonances 1 – 6, $i$, and $ii$ (see Fig. 5.1d), we find that $T_{2,SQ+Drive}^* = 1.9(6) \mu s$, which only marginally exceeds $T_{2,SQ}^* = 1.80(6) \mu s$. This result is consistent with NV ensemble SQ dephasing being dominated by strain gradients in Sample B, rendering spin bath control
ineffective in the SQ basis. In contrast, DQ Ramsey measurements exhibit a significant additional increase in $T_2^*$ when the bath drive is applied, improving from $T_{2,DQ}^* = 6.9(5) \mu s$ to $T_{2,DQ+\text{Drive}}^* = 29.2(7) \mu s$. This $\sim 16 \times$ improvement over $T_{2,\text{SQ}}^*$ confirms that, for Sample B, NV dipolar interactions with the nitrogen spin bath are the dominant mechanism of NV ensemble dephasing in the DQ basis without bath drive. Note that the Sample B dephasing time with DQ + spin bath drive is only slightly below that of Sample A with DQ alone ($\approx 34 \mu s$). We attribute this $T_2^*$ limit in Sample B primarily to NV dipolar interactions with $0.01\%^{13}\text{C}$ nuclear spins; with an additional small contribution from magnetic field gradients over the detection volume ($\sim 10^4 \mu m^3$) due to the four times larger applied bias field ($B_0 = 8.5$ mT), relative to Sample A, which was used in Sample B to resolve the nitrogen ESR spectral features. Similar extensions of $T_2^*$ were obtained using pulsed driving of the nitrogen bath spins (see Sec. 2.12).

We also characterized the efficacy of CW spin bath driving for increasing $T_2^*$ in both the SQ and DQ bases (see Fig. 5.4a). While $T_{2,\text{SQ}}^*$ remains approximately constant with varying Rabi drive frequency $\Omega_N$, $T_{2,DQ}^*$ exhibits an initial, rapid increase and saturates at $T_{2,DQ}^* \approx 27 \mu s$ for $\Omega_N \gtrsim 1$ MHz (only resonances 1 – 6 are driven here). To explain the observed trend, we introduce a model that distinguishes between (i) NV ensemble dephasing due to nitrogen bath spins, which depends upon bath drive strength $\Omega_N$, and (ii) dephasing from drive-independent sources (including strain and $^{13}\text{C}$ spins):

$$1/T_2^* = 1/T_{2,NV-N}(\Omega_N) + 1/T_{2,\text{other}}^*.$$  (5.3)
In the motional narrowing regime \((\Omega_N \ll \gamma_{NV-N})\), \(T_{2,NV-N}^*\) is expected to be \(\propto \Omega_N^2 / \gamma_{NV-N}^{2N-\Delta_N}\) [233, 250], where \(\gamma_{NV-N}\) is the average NV-N dipolar interaction strength. Our data is well described by the functional form (see Methods):

\[
T_{2,NV-N}^*(\Omega_N) = \frac{1}{\gamma_{NV-N}^{\Delta_N}} \left( \frac{\Omega_{N,\text{eff}}}{\gamma_{NV-N}} + \frac{1}{\Delta m} \right),
\]

where \(\Delta m = 1(2)\) is the change in spin quantum number in the SQ (DQ) basis, and \(\Omega_{N,\text{eff}} = \Omega_N \frac{\Omega^2}{(\Omega^2 + (\Delta_N/2)^2)}\) accounts for inefficient driving of the nitrogen spin resonances due to imperfect overlap and finite detuning \(\Delta_N\) of the drive fields when weak drive fields are deployed \((\Omega_N \ll \Delta_N)\). Using the NV-N dipolar estimate for Sample B, \(\gamma_{NV-N} \approx 2\pi \times 7\) kHz, \(\Delta_N \approx 100\) kHz extracted from DEER ESR measurements (Suppl. C.5), and a saturation value of \(T_{2,\text{other}}^* \approx 27\) µs, we combine Eqns. 5.3 and 5.4 and plot the calculated \(T_{2}^*\) as a function of \(\Omega_N\) in Fig. 5.4a (black, dashed line).

The good agreement between the model and our data in the DQ basis suggests that Eqns. 5.3 and 5.4 capture the dependence of \(T_{2}^*\) on drive field magnitude (i.e., Rabi frequency). Alternatively, we fit the model to the DQ data (red, solid line) and extract \(\gamma_{NV-N}^{\text{fit}} = 2\pi \times 9.2(2)\) kHz and \(\Delta_N^{\text{fit}} = 140(11)\) kHz, in reasonable agreement with our estimated parameters. In summary, the results from Sample B show that spin bath driving in the DQ basis suppresses inhomogeneous NV ensemble dephasing due to both interactions with the nitrogen spin bath and strain-gradients. Similar to Sample A, further enhancement in \(T_{2}^*\) could be achieved with improved isotopic purity, as well as reduced magnetic-gradients due to the applied magnetic bias field.
Figure 5.4: (a) Ramsey measurements of $T_2^*$ in the single quantum (SQ, blue) and double quantum (DQ, black) bases for different spin-bath drive strengths (Rabi frequencies) for Sample B ([N] = 0.75 ppm) at $B_0 = 8.5 \text{ mT}$. Black dashed line is calculated from a model of NV spins with dipolar interactions with a multi-component spin bath (Eqn. 5.3). Red solid line is a fit of the model to the $T_2^*$ data (see main text for details). (b) Same as (a) but for Sample C ([N] = 10 ppm) and $B_0 = 10.3 \text{ mT}$. (c) Measured $T_{2,N-NV} \equiv 2 \times T_{2,DQ}^*$ as a function of nitrogen concentration for Samples B, C, D, and E. The black, dashed line is the dipolar-interaction-estimated dependence of $T_{2,N-NV}^*$ on nitrogen concentration (see Methods). Red line is a fit to the data of $1/T_{2,DQ}^* = A_{N-NV}[N]$, yielding $A_{N-NV} = 2\pi \times 15(1.2) \text{ kHz/ppm}$ (10.6(1.9) $\mu$s · ppm). The shaded region indicates the two standard deviation uncertainty in the fit value for $A_{N-NV}$. (d) Measured Ramsey DC magnetometry signal $S \propto C \sin(\phi(\tau))$ for Sample B, in the SQ and DQ bases, as well as the DQ basis with spin-bath drive (see main text for details). There is a $36 \times$ faster oscillation in the DQ basis with spin-bath drive compared to SQ with no drive. This greatly enhanced DC magnetic field sensitivity is a direct result of the extended $T_2^*$, with sensitivity enhancement given by $2 \times \sqrt{\tau_{DQ,\text{Drive}}/\tau_{SQ}}$ at equal contrast. The slight decrease in observed contrast in the DQ + drive case for $|B_{DC}| > 0.05 \text{ mT}$ is due to the change in Zeeman energies of the nitrogen spins with applied test field $B_{DC}$, which was not corrected for in these measurements.
5.2.3 Dipolar-Dominated Dephasing (Sample C: High Nitrogen Density Regime)

Spin bath driving results for Sample C ([N] = 10 ppm, $^{15}$N) are shown in Fig. 5.4b. At this high nitrogen density, interactions with the nitrogen bath dominate NV ensemble dephasing, and $T_{2, SQ}^*$ and $T_{2, DQ}^*$ both exhibit a clear dependence on spin bath drive strength $\Omega_N$. With no drive ($\Omega_N = 0$), we measured $T_{2, DQ}^* \approx T_{2, SQ}^*/2$, in agreement with dephasing dominated by a paramagnetic spin environment and the twice higher dephasing rate in the DQ basis[202, 207, 283]. Note that this result is in contrast to the observed DQ basis enhancement of $T_2^*$ for the lower nitrogen density samples (Fig. 5.2 and 5.3). Nonetheless, we find that $T_2^*$ in Sample C increases more rapidly as a function of spin bath drive amplitude in the DQ basis than in the SQ basis, such that $T_{2, DQ}^*$ surpasses $T_{2, SQ}^*$ with sufficient spin bath drive strength. We attribute the $T_2^*$-limit in the SQ basis ($\simeq 1.8 \mu$s) to strain inhomogeneities in this sample, whereas the longest observed $T_2^*$ in the DQ basis ($\simeq 3.4 \mu$s) is in agreement with dephasing due to the 0.05% $^{13}$C and 0.5 ppm residual $^{14}$N spin impurities that were incorporated during growth of this sample (see Supplement Fig. C.4).

5.2.4 Ramsey Sensing

The sensing duration of ensemble-based DC sensing protocols is ultimately restricted by the inhomogeneous dephasing time $T_2^*$. We demonstrated the compatibility of the presented methods with Ramsey-type DC sensing by measuring a tunable static magnetic field of amplitude $B_{DC}$. Fig. 5.4d compares the accumulated phase for SQ, DQ,
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and DQ plus spin bath drive measurements for Sample B. Sweeping $B_{DC}$ leads to a characteristic observed oscillation of the Ramsey signal $S \propto C \sin(\phi)$, where $C$ is the measurement contrast and $\phi = \Delta m \times \gamma_{NV} B_{DC} \tau$ is the accumulated phase during the free precession interval $\tau \approx T_2^*$. Choosing $\tau_{SQ} = 1.308 \mu s$ and $\tau_{DQ+Drive} = 23.99 \mu s$ (see Suppl. C.6), we found a $36.3(1.9) \times$ faster oscillation period (at equal measurement contrast) when DQ and spin bath driving are both employed, compared to a SQ measurement. This enhancement in phase accumulation agrees very well with the expected improvement ($2 \times \tau_{DQ+Drive}/\tau_{SQ} = 36.7$).

Finally, having demonstrated that dephasing of NV ensembles in the DQ basis is predominantly limited by interactions with the nitrogen spin bath for Samples B and C, we plot the measured $T_{2, NV-N}^* = 2 \times T_{2, DQ}^*$ versus the nitrogen concentration $[N]$ in Fig. 5.4c. To our knowledge, the dependence of the NV ensemble $T_2^*$ on $[N]$ has not previously been experimentally reported. To improve the range of $[N]$ coverage, we include DQ data for additional diamond Samples D ($[N] = 3$ ppm) and E ($[N] = 48$ ppm). Fitting the data to the function $1/T_{2, NV-N}^* = A_N \cdot [N]$ (red, solid line), we find the characteristic NV/nitrogen interaction strength for NV ensembles to be $A_N = 2\pi \times 15(2.8) \text{kHz/ppm}$ $[10.6(2.0) \mu s \cdot \text{ppm}]$. This value is about $1.6 \times$ larger than the dipolar-estimate $\gamma_{e-e} = 2\pi \times 9.1 \text{kHz/ppm}$ that is otherwise used in the present work (black, dashed line).
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5.3 Discussion

We identified the dominant spin dephasing mechanisms for bulk NV ensembles in diamond and demonstrated that the combination of DQ magnetometry and spin bath driving can greatly extend $T_2^*$. For example, in Sample B we found that these quantum control techniques, when combined, provide a 16.2× improvement in $T_2^*$. Operation in the DQ basis protects against common-mode inhomogeneities and enables an extension of $T_2^*$ for samples with $[N] \lesssim 1$ ppm. In such samples, strain inhomogeneities are found to be the main causes of NV ensemble spin dephasing. In samples with higher N concentration, spin bath driving in combination with DQ sensing allows further increase of the NV ensemble $T_2^*$ by decoupling paramagnetic nitrogen and other electronic dark spins from the NV spins. Our results suggest that quantum control techniques may allow the NV ensemble $T_2^*$ to approach and even surpass the Hahn echo coherence time $T_2$. Note that spin bath driving has already been used to enhance the NV ensemble $T_2$ in Hahn echo, dynamical decoupling [49, 189], and spectral decomposition experimental protocols [128].

Furthermore, we showed that the combination of DQ magnetometry and spin bath driving is compatible with DC Ramsey magnetic field sensing. The relative increase in photon-shot-noise-limited sensitivity (neglecting experimental overhead time) is quantified by $2 \times \sqrt{\zeta}$, where the factor of two accounts for the enhanced gyromagnetic ratio in the DQ basis and $\zeta \equiv T_{2,DQ}^*/T_{2,SQ}^*$ is the ratio of maximally achieved $T_2^*$ in the DQ basis (with spin bath drive when advantageous) and non-driven $T_2^*$ in the SQ basis. For Samples A, B, and C, we find $2 \times \sqrt{\zeta} = 5.2 \times$, 8.1×, and 3.9×,
respectively. In practice, increasing $T_2^*$ also decreases the fractional overhead time associated with NV optical initialization and readout, resulting in even greater DC magnetic field sensitivity improvements (see Suppl. C.6). We expect that our quantum control techniques will remain effective when integrated with other approaches to optimize NV ensemble magnetic field sensitivity, such as high laser power and good N-NV conversion efficiency[86]. In such samples, conversion efficiencies of $1 - 30\%$ are obtained[108] and therefore $T_2^*$ is likely limited by the paramagnetic nitrogen bath.

There are multiple avenues to further improve NV ensemble $T_2^*$ and DC sensitivity, beyond the gains demonstrated in this work. First, the $^{13}$C limitation to $T_2^*$, observed for all samples, can be mitigated via improved isotopic purity ($[^{12}$C] > 99.99\%); or possibly through driving of the nuclear spin bath [284]. Second, more efficient RF delivery would enable faster spin bath driving (larger Rabi drive frequency $\Omega_N$), which will be critical for decoupling denser nitrogen baths and thereby extending $T_2^* \propto \Omega_N/\gamma_{NV-N}^2 \propto \Omega_N[N]^2$ (see Eqn. 5.4). Third, short ensemble $T_2^*$ times have so far prevented effective utilization of more exotic readout techniques, e.g., involving quantum logic [47, 51, 270] or spin-to-charge-conversion [124]. Such methods offer greatly improved NV spin-state readout fidelity but introduce substantial overhead time, typically requiring tens to hundreds of microseconds per readout operation. The NV ensemble dephasing times demonstrated in this work ($T_2^* \gtrsim 20\ \mu s$) may allow for effective application of these readout schemes, which only offer sensitivity improvements when the sequence sensing time (set by $T_2^*$ for DC sensing) is comparable to the added overhead time[86]. In summary, DQ magnetometry in combination with
spin bath driving allows for order of magnitude enhancement of the NV ensemble $T_2^*$ in diamond, providing a clear path to ultra-high sensitivity DC magnetometry with NV ensemble coherence times approaching $T_2$.

5.4 Materials & Methods

Experimental methods

A custom-built, wide-field microscope collected the spin-dependent fluorescence from an NV ensemble onto an avalanche photodiode. Optical initialization and readout of the NV ensemble was accomplished via 532 nm continuous-wave (CW) laser light focused through the same objective used for fluorescence collection (Fig. 5.1a). The detection volume was given by the 532 nm beam excitation at the surface (diameter $\approx 20 \mu m$) and sample thickness ($100 \mu m$ for Samples A and B, $40 \mu m$ for Sample C). A static magnetic bias field was applied to split the $|−1\rangle$ and $|+1\rangle$ degeneracy in the NV ground state using two permanent samarium cobalt ring magnets in a Helmholtz-type configuration, with the generated field aligned along one [111] crystallographic axis of the diamond ($\equiv \hat{z}$). The magnet geometry was optimized using the Radia software package [285] to minimize field gradients over the detection volume (see Supplement C.4). A planar waveguide fabricated onto a glass substrate delivered 2 – 3.5 GHz microwave radiation for coherent control of the NV ensemble spin states. To manipulate the nitrogen spin resonances (see Fig. 5.1d), a 1 mm-diameter copper loop was positioned above the diamond sample to apply 100 – 600 MHz radiofrequency (RF) signals, synthesized from up to eight individual signal generators. Pulsed mea-
asurements on the NV and nitrogen spins were performed using a computer-controlled pulse generator and microwave switches.

**Strain contribution to \(T^*_2\)**

The on-axis strain component \(M_z\) in Sample B was mapped across a 1×1 mm area using a separate widefield imager of NV spin-state-dependent fluorescence. A bias field \(B_0 \sim 1.5\) mT was applied to split the spin resonances from the four NV orientations. Measurements were performed following the vector magnetic microscopy (VMM) technique[101]. Eqn. 5.1 in the main text was used to analyze the measured NV resonance frequencies from each camera pixel (ignoring \(M_x\) and \(M_y\) terms as small perturbations, see Supplement C.2). This procedure yielded the average \(B_x\), \(B_y\), and \(B_z\) magnetic field components, as well as the \(M_z\) on-axis strain components for all four NV orientations in each camera pixel, corresponding to 2.42 μm×2.42 μm transverse resolution on the diamond sample. Figure 5.1c of the main text shows the resulting map of the on-axis strain inhomogeneity \(M_z\) in Sample B for the NV orientation interrogated in this work. This map indicates an approximate strain gradient of 2.8 kHz/μm across the field of view. This estimated strain gradient was used for all samples, while recognizing the likely variation between samples and within different regions of a sample. Across a 20-μm diameter spot, the measured strain inhomogeneity corresponds to a \(T^*_2\) limit of \(\approx 6\) μs, which compares well with the measured variation in \(T^*_{2,SQ}\) for Samples A and B (see Table 1). Note that the contributions to \(M_z\) can be microscopic (e.g., due to nearby charge defects) or macroscopic.
(e.g., due to crystal defects with size > 10 µm). In addition, the VMM technique integrates over macroscopic gradients along the beam excitation path, which for the present experiments were perpendicular to the diamond sample surface through the NV layer. Consequently, the strain gradient estimate shown in Fig. 5.1 is a measure of $M_z$ gradients in-plane within the NV layer, and strain gradients across the NV layer thickness are not resolvable in this measurement.

Spin Bath Driving Model

The spin bath driving model for NV ensemble dephasing, used for Samples B and C (Eqn. 5.4) is:

$$T_{2,NV-N}^* (\Omega_N) = \frac{1}{\gamma_{NV-N}} \left( \frac{\Omega_{N,eff}}{\gamma_{NV-N}} + \frac{1}{\Delta m} \right).$$

This expression is a linear function of the form $ax + b$, with $a = 1/\gamma_{NV-N}^2$ and $x = \Omega_{N,eff}$ describing the motional narrowing regime, and $b = 1/(\Delta m \times \gamma_{NV-N})$ describing the static broadening of the NV ensemble spin resonance due to dipolar interactions with nitrogen bath spins. The model is derived with the following physical premises: In the absence of any spin bath drive ($\Omega_N = 0$), the NV ensemble dephasing time is limited by dipolar interactions with the nitrogen spin bath and $T_{2,NV-N}^* = 1/(\Delta m \times \gamma_{NV-N})$, where $\Delta m = 1 (2)$ for the SQ (DQ) basis. This premise still holds in the high strain gradient samples, where strain is accounted for by $T_{2,other}^*$ in Eqn. 5.3. For a spin bath drive $\Omega_N > \gamma_{NV-N}$, $T_{2,NV-N}^*$ is linearly dependent on the drive frequency $\Omega_N$, and quadratically dependent on $\gamma_{NV-N}$: i.e., $T_{2,NV-N}^* \propto \Omega_N/\gamma_{NV-N}^2$. This result is derived in the context of motional narrowing [233, 250]. However,
for a weak spin bath drive, $0 < \Omega_N \lesssim \gamma_{NV-N}$, the dependence of $T_{2, NV-N}$ on $\Omega_N$ becomes sublinear as nitrogen bath spins, which have a finite ensemble linewidth, are driven off-resonantly and less efficiently. To account for this effect and the small detuning between nitrogen spin resonances (see Suppl. C.5), an effective Rabi drive is introduced, $\Omega_{eff} = \Omega_N^2/(\Omega_N^2 + (\Delta_N/2)^2)$, which replaces $\Omega_N$ in the spin bath driving model (i.e., $\Omega_{eff} \rightarrow \Omega_N$ for $\Omega_N \gg \Delta_N$). This model is in excellent agreement with the data for Sample B. For Sample C, the model agrees reasonable well with measurements, but deviates from the motional narrowing case at drive frequencies $\Omega_N \approx \gamma_{NV-N}$. In this regime, the motional narrowing condition $\Omega_N/\gamma_{NV-N} \gg 1$ is not fulfilled and the measured Ramsey data exhibit multi-exponential decay. To nonetheless enable for a qualitative comparison with Sample B, in these instances the stretched exponential parameter is restricted to $p \geq 1$ when extracting $T_{2}^{*}$. A more complete driving model should take the changes of the spin bath dynamics at Rabi drive frequencies $\Omega_N \approx \gamma_{NV-N}$ into account.

**Inhomogeneous dephasing due to the spin bath**

The NV ensemble $T_{2}^{*}$ as a function of nitrogen concentration is estimated from the average dipolar coupling between electronic nitrogen spins, which is given by

$$\gamma_{e-e} = a \times \frac{\mu_0}{4\pi} g^2 \mu_B^2 / h \frac{1}{\langle r \rangle^3} \approx 2\pi \times 9.1 \cdot [N] \text{kHz/ppm,}$$

where $\mu_0$ is the vacuum permeability, $g$ is the electron g-factor, $\mu_B$ is the Bohr magneton, $h$ is the reduced Planck constant, $\langle r \rangle = 0.55[N]^{-1/3}$ is the average spacing between electronic nitrogen spins as a function of density $[N]$ (in parts-per-million) within diamond, and $a$ is a factor of order unity collecting additional factors that need to be considered in the dipolar interaction.
estimate such as the $\cos^2$ dependence and line shape of the ensemble. A sample with $[N] = 1$ ppm has an estimated $T_{2, NV}^* \approx 1/(2\pi \times 9.1 \text{ kHz}) = 17.5 \mu\text{s}$. Similarly, Table 5.1 gives the estimates $T_{2, NV}^*$ for Samples A, B, and C.

Uncertainties in nitrogen concentration $[N]$ used in Fig. 5.4c are estimated by considering: the values reported by the manufacturer (Element Six Inc.); fluorescence measurements in a confocal microscope (Sample A); and Hahn echo $T_2$ measurements using the calibration value $T_2(N) \simeq 157 \mu\text{s} \cdot \text{ppm}$ reported in Ch. 6 (Samples B and C). For Sample B, Element Six reports $[N] = 1$ ppm, whereas the measured $T_2 = 300 \mu\text{s}$ suggests $N = 0.5$ ppm. The average value is thus used: $N = 0.75 \pm 0.25$ ppm.

To estimate the $^{13}$C nuclear spin bath contribution to NV ensemble dephasing, $T_2^*$ is measured for a low-nitrogen, natural isotopic abundance sample (98.93% $^{12}$C) (see Supplement C.3 for details). In the dilute regime, where $[^{13}\text{C}] \lesssim 1.1\%$, $1/T_2^*$ is expected to be linearly dependent on the $^{13}$C concentration [3, 250]. Thus the $T_2^*$ measurement from a natural abundance sample provides a means to estimate the $^{13}$C contribution in the isotopically enriched samples used in the present study. The $^{13}$C-dependent decoherence rate per unit percentage concentration is found to be $A_{^{13}\text{C}} \lesssim 2\pi \times 160 \text{ kHz/\%} \ (\gtrsim 1 \mu\text{s} \cdot \text{\%})$, indicating limits on NV ensemble dephasing of $T_{2, NV}^{^{13}\text{C}} \simeq 100 \mu\text{s}, 100 \mu\text{s},$ and $20 \mu\text{s}$ for Samples A, B, and C, respectively.
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Measurement Contrast

The NV measurement contrast (Fig. 5.2, 5.3, and 5.4d) is determined by comparing the fluorescence from the NV ensemble in the $|0\rangle$ state (maximal fluorescence) relative to the $|+1\rangle$ or $|-1\rangle$ state (minimal fluorescence)[142] and is defined as visibility $C = \frac{\text{max} - \text{min}}{\text{max} + \text{min}}$. The DEER (Fig. 5.1d) and DC magnetometry contrast (Fig. 5.4d) is calculated in the same fashion but is reduced by $\approx 1/e$ since the best phase sensitivity in those measurements is obtained at $\tau \approx T_2$ and $\tau \approx T_2^*$, respectively (see Suppl. C.5). For noise rejection, most pulse sequences in this work use a back-to-back double measurement scheme[163], where the accumulated NV ensemble phase signal is first projected onto the $|0\rangle$ state and then $|+1\rangle$ (or $|-1\rangle$) state. The contrast for a single measurement is then defined as the visibility of both sequences.
Chapter 6

Quantum Coherence of Solid-State

NV Center Spins in Diamond

6.1 Introduction

Solid-state electronic spins have garnered increasing relevance as building blocks in a wide range of quantum science experiments. Recently, ultra high-sensitivity quantum sensing experiments have been enabled by utilizing macroscopic NV spin ensembles in diamond[83, 85, 87] employing the center’s well-known capabilities to be manipulated via coherent microwaves, initialized and read out via laser light, and a millisecond-long spin lifetime at ambient conditions. Most importantly, ensemble experiments benefit from an improved signal-to-noise ratio \( \propto N^{1/2} \), where \( N \) is the number of sensor spins of the detector.

A major challenge in such experiments, however, is the reduction of ensemble
coherence due to dipolar interactions with excess nuclear and electronic spin species, i.e., the spin bath (see Fig. 6.1b). For example, the formation of negatively-charged NV\(^{-}\) centers \((S = 1)\) requires the incorporation of nitrogen into the diamond lattice, and as a result, paramagnetic substitutional nitrogen impurities (P1 centers, \(S = 1/2\))\(^{5-7}\) persist at densities similar to or exceeding the NV concentration. An important figure of merit to be optimized for sensing applications is then the product \((N\tau)^{1/2}\), rather than \(N\) alone, where \(\tau\) is the accessible sensing time of the quantum measurement. A thorough understanding of decoherence mechanisms limiting \(\tau\) as a function of bath density parameters is therefore essential.

In this letter, we characterize the NV ensemble Hahn echo and CPMG coherence time in diamond samples with nitrogen bath densities changing by four orders of magnitude. We combine our experimental results with that of a related study\(^{135}\) and numerical simulations and show good agreement with theory. Our results are an essential stepping stone for developing diamond host samples in next-generation spin-defect-based quantum applications.

### 6.2 Experimental Details

Our study comprises 19 natural abundance diamond samples (\([^{13}\text{C}] = 1.07\,\%, \, ^{13}\text{C-samples}\)\(^{\text{\textsuperscript{1}}}\)) and four isotopically enriched samples (\([^{13}\text{C}] \lesssim 0.05\,\%, \, ^{12}\text{C-samples}\)\(^{\text{\textsuperscript{1}}}\)) manufactured by Element Six and Apollo Diamond\(^{\text{\textsuperscript{1}}}\) with total nitrogen concen-

\(^{\text{1}}\)now Scio Diamond Technology Corporation
Figure 6.1: a) NV defect and ground-state energy level structure. b) Schematic of bath interaction in NV diamond showing NV$^-$ approximated as central spin, substitutional nitrogen $N_0^S$ (P1 center, $S = 1/2$) and $^{13}$C nuclear spin ($I = 1/2$). c) Hahn echo and CPMG dynamical decoupling protocol. d) Hahn coherence data for an $[N] = 0.2$, 6 and 80 ppm diamond sample typical for the set of measurements; the modulation of the echo signal in the low $[N]$ samples is due to Larmor-precession of the $^{13}$C nuclear spins due to the applied external magnetic field visible in $^{13}$C natural abundance samples.

...trations in the range $[N] = 0.01 – 300$ ppm. Samples with nitrogen spin densities $[N] ≲ 100$ ppm were manufactured using chemical vapor deposition (CVD, for a review, see [164]) and consist of bulk diamond plates, as well as CVD thin-layers samples.
grown on top of diamond substrates. Two of the samples were grown using the high-pressure-high-temperature (HPHT) method [24, 167–170] and cover the range \([N]\gtrsim100\) ppm.

The total nitrogen concentration \([N]\) is determined multi-fold. 1) For the majority of samples, the manufacturers provided either detailed spin concentrations extracted via UV-VIs, FTIR, or secondary ion mass spectroscopy (SIMS), or approximate spin concentrations. 2) In select cases, the NV concentration was measured through confocal microscopy and the nitrogen concentration is calculated using a fixed NV-to-N conversion efficiency of \(\approx0.3\%\) for Element Six and \(\approx1\%\) for Apollo Diamond samples [286]. 3) Alternatively, samples were sent out to a third party (EAG Laboratories) to perform SIMS. The uncertainties in \([N]\) are calculated from the mean and variation in concentration values provided by the different methods. If only one method was available, the uncertainty is given by the range of possible conversion efficiency values reported in the literature (confocal method) or assuming a 50\% error on SIMS measurements. Note that in samples with a significant amount of nitrogen-unrelated charge traps (e.g., vacancies), a fraction of substitutional nitrogen spins \(N_S^0\) is ionized to \(N_S^+\) defects[215]. The total nitrogen concentration as measured through SIMS is given by \([N] = [N_S^0] + [N_S^+]\), where typically \([N_S^+] \lesssim [N_S^0]\). The contribution to decoherence due the additional charge traps of concentration \(\approx [N_S^+]\) is accounted for by 50\% error margin \([N]\).

NV Hahn echo [203] and CPMG dynamical decoupling measurements[49] (see
Fig. 6.1c) are performed using a confocal or a wide field microscope. In both setups, 532 nm laser light is applied for optical initialization and readout of the NV spin polarization. In addition, a static magnetic field $B_0$ is aligned along one of the [111] crystal directions (misalignment angle $\leq 3^\circ$) to single out 1 of the 4 possible NV orientations and lift the $| \pm \rangle$ degeneracy of the NV ground state (see Fig. 6.1a). Pulsed microwaves (MW) resonant with the $|0\rangle \rightarrow |-1\rangle$ single quantum transition (or $|0\rangle \rightarrow |+1\rangle$) are deployed to coherently manipulate the NV spin state.

### 6.3 Hahn Echo

In Fig. 6.1d we depict three Hahn echo curves typical for our set of diamond samples for a [N] = 0.2, 6, and 80 ppm sample, respectively. The data show the characteristic exponential-type decay associated with decoherence due to a dipolar-coupled system [49, 201]. In addition, the [N] = 0.2 and 6 ppm samples exhibit periodic modulation of the spin echo signal (ESEEM) owing to the Larmor precession of the $^{13}$C nuclear spin bath at frequency $f_{Larmor} = \frac{\gamma_{13C}}{2\pi} B_0$, given the $^{13}$C nuclear gyromagnetic ratio $\gamma_{13C} = 2\pi \times 10.07 \text{ MHz/T}$[209, 211, 214]. To clearly separate the overall decay envelope from the Larmor signal, the bias field $B_0$ is adjusted between 2 – 30 mT to tune the Larmor precession frequency such that $f_{Larmor} \gg 1/T_2$ (low nitrogen regime) or $f_{Larmor} \ll 1/T_2$ (high nitrogen regime) for each natural abundance $^{13}$C-sample. The $^{12}$C-samples did not exhibit any modulation of the coherence signal irrespective of the applied magnetic field strength for the given range. For all samples, the coherence envelope was subsequently fitted to the form $C_0 \exp - (t/T_2)^p$ (red solid line, Fig. 6.1d) to extract the coherence time $T_2$, contrast $C_0$, and stretched exponential parameter.
For clarity, we differentiate throughout the manuscript the generalized coherence time obtained in an n-pulse CPMG sequence (n being even integer) by $T_{2,n}$ and the decay time obtained through Hahn echo as $T_{2,echo}$ ($\equiv T_{2,n=1}$).

In Fig. 6.2a we summarize the NV Hahn echo $T_2$ values measured for each sample as a function of total nitrogen concentration $[N]$, with two regimes discernible. At nitrogen concentrations $[N] \gtrsim 0.5$ ppm (high nitrogen regime), $T_{2,echo}$ exhibits a linear dependence on the nitrogen concentration, indicating that interactions with the nitrogen bath spins are the dominant source of decoherence. This linear scaling is consistent with studies in comparable crystalline systems [3, 204, 222, 236] and expected for dilute dipolar-coupled spin systems[250]. In such instances, $1/T_2$ is proportional to the bath density, i.e. $1/T_2 = A n_{bath}$, where $n_{bath}$ is the density of nitrogen spins ($\approx [N]$) and $A$ is the decoherence rate per unit density. At concentrations $[N] \lesssim 0.5$ ppm (low nitrogen regime), however, $T_2$ saturates at $\approx 600 \mu$s, for both isotopically purified and natural abundance samples. In addition, we plot the stretched exponent $p$ in the inset of Fig. 6.2a. The extracted p-values with an average value $p_{avg} \approx 1.5$ are in stark contrast to the cubic decay ($p = 3$) found for single centers[49, 201] (see discussion below).

We now analyze $T_{2,echo}$ in more detail. First, we fit the data to the form

$$1/T_2(N) \approx A_N [N] + 1/T_{2,other}, \quad (6.1)$$

where $A_N$ is the nitrogen-dominated decoherence rate per unit density, $T_{2,other}$ collects decoherence mechanisms independent of nitrogen-concentration, and the “$\approx$"-
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Figure 6.2: NV relaxation as a function of nitrogen concentration – a) Ensemble NV Hahn echo $T_2$ as a function of $[N]$; the black dashed line is a fit to Eqn. 6.1. Inset: stretched exponential parameter $p$ extracted from measurements b) Ensemble $T_2^*$, $T_2$, and $T_1$ relaxation as a function of total nitrogen concentration $[N]$; red bands indicate 16/84% confidence intervals for parameters extracted from spin bath simulation; $T_2^*$ values and scaling are reproduced from Ref. [135]
sign indicates that this model assumes that the relaxation rates add linearly. From the fit (black dashed line in Fig. 6.2a) we extract \( A_N = 2\pi \times (1.0 \pm 0.1) \text{kHz/ppm} \) (156 ± 15 \( \mu \text{s} \cdot \text{ppm} \)) and \( T_{2,\text{other}} = 850 \pm 198 \mu \text{s} \). To support that \( A_N \) is indeed the intrinsic decoherence rate due to nitrogen bath spins, we performed numerical simulations of the bath dynamics and extract the inhomogeneous dephasing time \( T_2^* (N) \) and \( T_{2,\text{echo}} (N) \).

In the simulation, the action of the nitrogen bath is modeled as a stochastic, Orenstein-Uhlenbeck (O-U) noise process [247, 287, 288]. In the context of NVs, the O-U process was first applied to single centers in dense type-1b samples[195] but has seen wide-ranging application since then [49, 106, 128, 130, 196, 197]. Most importantly, the dynamics in bulk diamond are described by a Lorentzian spectral density \( S(\omega) = \frac{\Delta\tau_c}{\pi} \frac{1}{1+(\omega\tau_c)^2} \) \[245\], where \( \Delta \) is the mean coupling between ensemble sensor and bath spins (NV-N) and \( \tau_c \) is the correlation time of the bath, which is related to intra-bath dynamics of the nitrogen spins (N-N)[49, 197, 201]. For single NV measurements, typically \( \tau_c \gg 1/\Delta \) and also \( \tau_c \gg T_{2,\text{echo}} \) and the intra-bath coupling N-N is much slower than the NV-bath coupling (NV-N) [49, 197]. In ensemble measurement, however, \( \tau_c \) approaches the mean coupling between nitrogen bath spins and \( \tau_{c,\text{ens}} \approx 1/\Delta_{\text{ens}} \) \[128\]. This drastic difference between single and many spin measurements is a consequence of spatial averaging the signals from many individual NVs located at random lattice site with varying local spin bath environments when interrogating ensembles. \( \Delta_{\text{ens}} \) and \( \tau_{c,\text{ens}} \) are extracted from the numerical simulation by generating for a given nitrogen concentration P1-bath configurations with the NV
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placed at the origin of the diamond lattice (central spin model). For each spin bath configuration \( \Delta_{\text{single}} \) and \( \tau_{c,\text{single}} \) are calculated using the secular components of the dipolar interaction Hamiltonian\([250]\) for all NV-N and N-N spin pairs. The ensemble averages \( \Delta_{\text{ens}} \) and \( \tau_{c,\text{ens}} \) are extracted from the distributions \( P(\Delta_{\text{single}}) \) and \( P(\tau_{c,\text{single}}) \) which are generated from 10000 bath configurations.

Bath simulation results of the NV ensemble relaxation as a function of \([N]\) are shown in Fig. 6.2b (red bands). The nitrogen-dependent scaling of the inhomogenous ensemble dephasing time \( T_2^*(N) \equiv 1/\Delta_{\text{ens}}(N) \) was recently determined experimentally in a related study to be \( T_2^*(N) = 10.9 \pm 1.9 \mu s \cdot \text{ppm} \) \([135]\) and is plotted together with the experimentally determined \( T_{2,\text{echo}}(N) \) result from this paper (black, dashed lines). As the data shows, we find good agreement between simulation and experiment for \( T_2^*(N) \) and \( T_{2,\text{echo}}(N) \) and conclude that for both natural abundance \( ^{13}\text{C}- \) and enriched \( ^{12}\text{C}-\)samples i) the O-U model describes the loss of coherence due to nitrogen bath spins sufficiently well, ii) \( A_n \) is indeed the experimentally determined decoherence rate due to nitrogen bath spins iii) the role of the \( ^{13}\text{C} \) bath is negligible if nitrogen is the dominant source of decoherence. At this point it is interesting to take the ratio \( T_{2,\text{echo}}(N)/T_2^*(N) \) and we find that \( T_{2,\text{echo}}(N) \) exceeds \( T_2^*(N) \) by \( \sim 15 \times (14.7 \pm 0.2) \). To our knowledge, this ratio has never been determined experimentally for NV centers and a straightforward application of the results is the calibration of bulk substitutional nitrogen spin concentrations through NV coherence measurements. Measurements of \( T_{2,\text{echo}} \) should be particularly well-suited for nitrogen calibrations and advantageous over standard \( T_2^* \) (or linewidth) measurement schemes,
which may exhibit a shortened $T_2^*$ due to power broadening [191, 194], strain inhomogeneities and magnetic field gradients throughout the crystal[135].

6.4 CPMG

We next perform n-pulse CPMG measurements on a select subset of samples to enhance $T_2$ and extract additional information about the spin bath. In a CPMG sequence the NV sensor spins are periodically flipped via application of $\pi$-pulses, effectively reducing the response to the paramagnetic spin noise environment. Typical $T_{2,n}$ data for the $[N] = 0.2, 6, \text{ and } 80 \text{ ppm}$ samples are shown in Fig. 6.3a. In all instances, $T_{2,n}$ exhibits a characteristic power-law scaling with number of decoupling pulses $n$, i.e. $T_{2,n} \propto n^{\lambda_{\text{eff}}}$, where $\lambda_{\text{eff}}$ is a phenomenological parameter describing the CPMG decoupling efficacy for a given spectral noise density $S(\omega)$[197, 201, 235]. For a Lorentzian spectral density used in our case to effectively describe the bath of nitrogen spins it can be shown that $\lambda_{\text{eff}} = 2/3$ [49, 197, 201, 235] and $T_{2,\text{echo}}$ increases sublinearly with number of pulses $n$. To extract $\lambda_{\text{eff}}$, we fit the $T_{2,n}$ data for each sample to the functional form $1/T_{2,n} = 1/(T_{2,\text{echo}} \cdot n^{\lambda_{\text{eff}}}) + 1/T_{2,\text{max}}$, where $T_{2,\text{max}} \approx T_1/2$ accounts for the NV coherence time limit imposed by spin-lattice relaxation[53]. For the subset of samples we extract $\lambda_{\text{eff}} \approx 0.5 - 2/3$ in reasonable agreement with a Lorentzian spectral density, albeit the slightly reduced $\lambda_{\text{eff}}$ values measured for some samples are an indication that additional contributions to $T_{2,n}$ may need to be considered.
Figure 6.3: CPMG results – a) $T_{2,n}$ as a function of decoupling pulses $n$ for $N = 0.2, 6, \text{ and } 80 \text{ ppm sample.}$ Due to the $T_1$-limit ($\approx 2.5 \text{ ms}$) the decoupling efficiency $\propto n^{\lambda_{\text{eff}}}$ decreases with increasing initial Hahn Echo $T_{2,\text{echo}}$ time. b) b) $\Delta$ and c) $1/\tau_c$ as a function of nitrogen concentration extracted from experiment.

Spectral decomposition of the CPMG coherence data[128, 289] provides a means to probe and study the spectral density $S(\omega)$ of the spin bath as a function of spin
impurity concentration. In principle, no a priori-information about the exact nature of the spectral source signal is necessary. However, for natural abundance $^{13}$C samples that exhibit spin echo envelope modulation (see Fig. 6.1d) a direction deconvolution method of the coherence signal $C(t)$ as it was used in Ref. [53] cannot be straightforwardly applied. We therefore deploy a forward-fitting routine that only relies on $T_{2,n}$ obtained through CPMG measurements (see Fig. 6.3a) to extract $\Delta_{\text{ens}}, \tau_{\text{c,ens}},$ and $T_{2,\text{max}}$. The spectral decomposition results are shown in Fig. 6.3b and c, respectively, together with the range of values determined from the spin bath simulations (red). We plot additionally in Fig. 6.3b and c the experimentally determined value $1/T_2^*(N)$ (black, dotted line). We find good agreement between $\Delta_{\text{ens}}$ extracted from spectral decomposition, bath simulation, and experiment.

### 6.5 Ensemble Decay Exponent

We now discuss the observed decay shape in Hahn echo ensemble experiments, which are characterized by the parameter $p$. For single NV measurements, the exponential-type decay shapes for Ramsey, Hahn Echo, and $T_1$ measurements have been well-determined through spin-resonance experiments in nitrogen-rich diamonds, showing excellent agreement with theory (see Tab. 6.1, column 2 and 3). Taking the single NV decay in Hahn echo experiments (qubic, $p = 3$), we find a striking difference in our ensemble measurements where $p \approx 1.5$. We explain this discrepancy with an ensemble averaging effect, when the qubic decay signal from individual centers with slightly varying spin environments and decay rates is integrated over many random lattice sites. In Ref. [196] it was shown that such a statistical average also funda-
Table 6.1: Decay shapes of single NV vs. NV ensemble measurements in a bath of dipolar-coupled spins.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$p$</th>
<th>Ref.</th>
<th>$p$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>single exp./theo.</td>
<td></td>
<td></td>
<td>ens.</td>
<td></td>
</tr>
<tr>
<td>Hahn echo $T_2$</td>
<td>3</td>
<td>[49]/[201]</td>
<td>3/2</td>
<td>this work</td>
</tr>
<tr>
<td>Ramsey $T_2^*$</td>
<td>2</td>
<td>[49]/[201]</td>
<td>1</td>
<td>[135] / [196]</td>
</tr>
<tr>
<td>$T_1$ (cross-relax.)</td>
<td>-</td>
<td>-</td>
<td>1/2</td>
<td>[228] / [241],[229]</td>
</tr>
<tr>
<td>$T_1$ (spin-lattice relax.)</td>
<td>1</td>
<td>[52]</td>
<td>1</td>
<td>[171],[239]</td>
</tr>
</tbody>
</table>

mentally changes the NV Ramsey decay shape, which exhibits Gaussian decay for single NVs ($p = 2$)[49] but simple exponential decay for ensembles ($p = 1$)[135]. The NV ensemble linewidth as measured through ESR thus has a Lorentzian shape, in accordance with an earlier moment analysis of magnetic resonance linewidths derived for nuclear spin ensembles[250].

Recently, several studies independently reported a square-root decay shape ($p = 1/2$) of the ensemble $T_1$ spin lifetime in high NV density samples[228, 229, 241]. In these samples, the spin-lifetime was limited by cross-relaxation due to the strongly interacting bath of NV$^-$ spins, rather than spin-lattice relaxation (i.e., phononic decay), which exhibits simple exponential decay ($p = 1$)[171, 238, 239]. The square-root dependence of $T_1$ was found to be explained, as well, to be an ensemble averaging effect obtained when integrating the simple exponential decay with spatially varying decay rates over the distribution of spins in the ensemble[229, 241]. This situation is comparable to ours, and $T_{2,echo}$ is the sum of many individual decays with de-
cay rates limited by interactions with an inhomogenous paramagnetic nitrogen spin bath. Using a similar approach than Ref. [200] (see Sec. 2.4.3), we find that the Hahn Echo decay for ensembles $\propto e^{-(t/T_{2,echo})^{3/2}}$, in agreement with our experimentally determined values ($p \approx 1.5$). We conclude that the ensemble decay shapes for Hahn echo, Ramsey, and $T_1$ are consistently explained by integrating the single NV signals over the distribution of decay rates in the ensemble. The results are summarized in Tab. 6.1 (column 4). The non-integer p-value is thereby also consistent with numerical simulations of the OU-process for different regimes of $\Delta$ and $\tau_c$. In the first regime, we find that when the bath dynamics are slow compared to the intra-bath coupling, i.e., when $\tau_c \gg 1/\Delta$, the stretched exponential parameter $p$ approaches 3, as it is the case for single NV measurements in nitrogen-rich diamonds[49, 197]. In the opposite regime, however, when $\tau_c \ll 1/\Delta$ (the motional narrowing regime) the simulation shows that $p$ approaches 1. For the ensemble samples studied in this work, we are exactly in the intermediate regime, $\tau_c \approx 1/\Delta$, and the ensemble $p$ exhibit non-integer values with an average of $\approx 3/2$.

6.6 Conclusion

In conclusion, we studied coherence of NV ensembles as a function of nitrogen concentration and extracted the scaling $T_{2,N} = 156 \pm 15 \mu$s · ppm. Combining this results with that of a related study on $T^*_2$, we found that the spin bath dynamics are well-described by an Orenstein-Uhlenbeck process and achieve good agreement with numerical bath simulations. Also, we analyzed the non-integer decay shape in ensemble Hahn echo measurements and find it explained by a statistical average over
many single NV signals, in analogy to the decay shapes observed in Ramsey and $T_1$ ensemble experiments.
Chapter 7

Conclusion & Outlook

In Ch. 1, we discussed NV applications, relevant NV physics and the primary pulse sequences used for manipulation of the NV ground state. Specifically, we showed how Ramsey and Hahn-echo-type pulse sequence are employed for sensing applications. In these applications, the active sensing time is limited by the inhomogeneous dephasing time $T^*_2$ (Ramsey), homogeneous dephasing time $T_2$ (Hahn echo), and spin-lattice relaxation $T_1$ (CPMG-n, when a large number of pulses $n$ are applied). We also provided a comparison between NV centers with $^{14}$N and $^{15}$N isotope and discussed the differences in Hahn echo and CPMG signals due to the absence of quadropolar splitting in $^{15}$N.

In Ch. 2, we reviewed properties of the spin bath with a focus on nitrogen and $^{13}$C bath spins, two spin species most relevant in NV applications. We introduced a set of pulse sequences to probe bath dynamics that extend the set of pulse sequences introduced in Ch. 1. We also gave a description of the bath dynamics using a mean
field approach and showed that the experimentally determined decay shapes for single
and ensemble measurements are correctly predicted by this theory. Using the mean
field approach, we presented a numerical spin bath simulation for the nitrogen bath
and found good agreement between simulated and experimentally determined $T_2^*$ and
$T_2$ values.

In Ch. 3 the spin-RESOLFT technique was introduced. The technique allows se-
lective imaging and coherently manipulation of NV centers within a confocal volume
with spatial resolutions of approximately 20 nm, well-below the optical diffraction
limit ($\sim 250$ nm). By combining spin-RESOLFT with spin sensing via dynamical
decoupling sequences applied to shallow NVs, we demonstrated the utility of spin-
RESOLFT for nano-NMR. The spin-RESOLFT method can be straightforwardly
extended to other NV-based sensing modalities, including temperature [108], electric
field [103], and charge state [104] detection with nanoscale optical resolution.

In Ch. 4, we showed that the spin-to-charge conversion (SCC) technique, to-
gether with single-shot charge-state readout, provides $\sim 5 \times$ improvements in AC
magnetic field sensitivity for a single NV center in bulk diamond. The SCC readout
scheme can be used for a wide range of NV sensing scheme. Most importantly, ex-
tending the SCC technique to ensemble measurements may provide significant gains
these samples.

In Ch. 5 we studied the limitations to $T_2^*$ in ensemble samples. We identi-
fied the dominant spin dephasing mechanisms for bulk NV ensembles in diamond and demonstrated that the combination of DQ magnetometry and spin bath driving could greatly extend $T_2^*$. When crystal lattice strain-fields are the dominant source of dephasing, working in the NVs $\{-1, +1\}$ DQ provides substantial enhancement in $T_2^*$. In samples with higher N concentration, spin bath driving in combination with DQ sensing allows further increase of the NV ensemble $T_2^*$ by decoupling paramagnetic nitrogen and other electronic dark spins from the NV spins. The results indicate that $T_2^*$ in ensemble samples can be significantly enhanced such that $T_2^{*}_{\text{ens}} \approx T_2^{*}_{\text{single}}$ eliminating inhomogeneous dephasing mechanisms which effect ensemble but not single NV centers. It is interesting to combine the DQ technique/spin bath driving with another method in the future. For example, short ensemble $T_2^*$ times have so far prevented effective utilization of more exotic readout techniques, e.g., involving quantum logic [47, 51, 270] or the SCC technique discussed in Ch. 4 [124]. Such methods offer greatly improved NV spin-state readout fidelity but introduce substantial overhead time, typically requiring tens to hundreds of microseconds per readout operation.

In Ch. 6, we studied coherence of NV ensembles as a function of nitrogen concentration and extracted the scaling $T_{2,N} = 156 \pm 15 \text{\mu s \cdot ppm}$. Combining this results with that of a related study on $T_2^*$, we found that the spin bath dynamics are well-described by a mean field approach and achieve good agreement with numerical bath simulations. Also, we presented a coherent picture of the variation in ensemble decays observed for ensemble when compared to single NVs. The decay shapes were already summarized in Ch. 2.
Appendix A

Single and Double Quantum Rabi Signals

A.1 Derivation of Rabi Oscillation for Three-Level System

For an idealized spin-1 three-level system with resonance transitions frequencies

Figure A.1: Three-level scheme with double Rabi drive
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\( f_{-1} \) and \( f_{+1} \) and two applied MW drives characterized by the amplitudes \( \Omega_{-1} \) and \( \Omega_{+1} \) and frequencies \( f_{R,+1} \) and \( f_{R,-1} \) (see Fig. A.1) the Hamiltonian is given by [202, 207]

\[
\frac{H}{\hbar} = f_{-1} | -1 \rangle \langle -1 | + f_{+1} | +1 \rangle \langle +1 | + \\
\Omega_{+1} \cos(2\pi f_{R,+1}t)[| -1 \rangle \langle 0 | + | 0 \rangle \langle -1 |] + \\
\Omega_{-1} \cos(2\pi f_{R,-1}t)[| +1 \rangle \langle 0 | + | 0 \rangle \langle +1 |].
\]

(A.1)

A.2 Bright and Dark State Basis

To simplify the problem it is convenient to express the Hamiltonian in the bright/dark state basis \( \{0, B, D\} \), where

\[
|B\rangle = \frac{\Omega_{+1}|+1\rangle + \Omega_{-1}|-1\rangle}{\sqrt{\Omega_{+1}^2 + \Omega_{-1}^2}}, \quad \text{and} \quad |D\rangle = \frac{\Omega_{+1}|+1\rangle - \Omega_{-1}|-1\rangle}{\sqrt{\Omega_{+1}^2 + \Omega_{-1}^2}}.
\]

(A.2) (A.3)

The motivation becomes clear when rewriting Eqn. A.1, which yields

\[
H_{\text{tot}}/\hbar = -\delta_{+1}|B\rangle \langle D| - \delta_{-1}|D\rangle \langle B| - \sqrt{\Omega_{+1}^2 + \Omega_{-1}^2}(|B\rangle \langle 0 | + | 0 \rangle \langle B|).
\]

(A.4)

This Hamiltonian has a similar form to that of a spin-1/2 system with finite detuning driven at the effective Rabi frequency \( \sqrt{\Omega_{+1}^2 + \Omega_{-1}^2} \). At zero detuning, we thus reduce the three-level dynamics to that of a two-level system.

Case 1: Zero Detunings

For zero detuning, the Hamiltonian in Eqn. A.4 is of identical form to that of a spin-1/2 system. Qualitatively, we therefore expect the population in the \( m_s = 0 \)
spin state to oscillate at Rabi frequency $\Omega_{DQ} = \sqrt{\Omega^2_{+1} + \Omega^2_{-1}}$ between the zero and bright state. Interestingly, this consideration is independent of the exact values for $\Omega_{+1}$ and $\Omega_{-1}$. For cases $\Omega_{+1} \neq \Omega_{-1}$, the dressed bright and dark state (Eqn. A.2 and A.3) are simply rescaled. In the case $\Omega_{+1} = \Omega_{-1} = \Omega_{SQ}$, further simplifications can be made and give $|B\rangle = \frac{1}{\sqrt{2}}(|+1\rangle + |1\rangle)$, $|D\rangle = \frac{1}{\sqrt{2}}(|+1\rangle - |1\rangle)$, and the enhanced Rabi frequency becomes $\sqrt{\Omega^2_{+1} + \Omega^2_{+1}} = \sqrt{2}\Omega_{SQ}$. In the main text of Sec. 1.5 and Ch. 5, the bright state is the state relevant used for sensing due to the twice faster phase accumulation ($m_s = +1$ and $m_s = -1$ both accumulate phase). The $\{-1, +1\}$ sub-basis of the NV spin-1 system was therefore denoted DQ basis and the enhanced Rabi frequency between the $|0\rangle$ and bright state $|B\rangle$ the DQ Rabi frequency given by $\Omega_{DQ} = \sqrt{2}\Omega_{SQ}$.

**Case 2: Finite Detunings, $\Omega_{+1} = \Omega_{-1}, \delta_{+1} = \delta - 1$**

For finite single-photon detunings, the dynamics of the dark state need to be taken into account and Eqn. A.4 can then be solved for example numerically. We simulate the dynamics in the bright/dark state basis in Fig. A.2 for zero two-photon detuning $\Delta = \delta_{+1} - \delta_{-1} = 0$, with $\delta_{+1} = \delta_{+1} = 2.2$ MHz and Rabi frequencies $\Omega_{DQ}/\sqrt{2} = \Omega_{+1} = \Omega_{-1} = 5$ MHz. Starting out with the initial population in the $m_s = 0$ state, then $P_0 = 1$, we find that that the population oscillates between the $|0\rangle$ and bright state $|B\rangle$ at frequency $\approx \Omega_{DQ}$, while additional population oscillates between the $|0\rangle$ and dark state at frequencies $\approx \Omega_{DQ}/2$. This causes a beating of the overall $m_s = 0$ state population signal ($P_0$). The slight mismatch between observed and applied Rabi is thereby given by the finite detunings: As in the two-level Rabi case, the finite
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\[ \Omega_{+1} = \Omega_{-1} = 5 \text{ MHz}, \quad \delta = 2.2 \text{ MHz} \]

\[ \frac{\Omega_{+1}^2 + \Omega_{-1}^2 + \delta^2}{2} = \sqrt{2} \Omega_{SQ}. \]

\[ \Omega_{+1} = \Omega_{-1} = 5 \text{ MHz}, \quad \delta = 2.2 \text{ MHz} \]

\[ \frac{\Omega_{+1}^2 + \Omega_{-1}^2 + \delta^2}{2} = \sqrt{2} \Omega_{SQ}. \]

Figure A.2: Simulated DQ Rabi in bright/dark state picture for finite detunings – Left column shows the populations in the \(|0\rangle, |B\rangle, \text{ and } |D\rangle\) state. Right column shows FFT of the respective populations. The bright state population oscillates with enhanced DQ Rabi frequency \( \Omega_{DQ} \approx \sqrt{\Omega_{+1}^2 + \Omega_{-1}^2 + \delta^2} \). The dark state population oscillates at frequency \( \approx \Omega_{DQ}/2 \) resulting in a beating of the \( m_s = 0 \) state population \( (P_0) \).

\( \delta_{\pm 1} \) leads to an increased effective Rabi \( \Omega_{DQ}^{\text{eff}} = \sqrt{\Omega_{DQ}^2 + \delta_{\pm 1}^2}. \)

A.3 Comparing Experiment with Simulation

The experimental NV Rabi signals are well explained by dynamics of a three-level system with two-tone Rabi drive, discussed in the previous sections, taking the hyperfine splitting \( A_z = \pm 12.2 \text{ MHz} \) into account. The relevant NV ground-state Hamiltonian with two-tone Rabi drive (neglecting strain and off-axis magnetic field terms...
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$M_x, M_y, M_z$ and $B_x, B_y$, respectively) is given by

$$H/h = DS_z^2 + \frac{\gamma_{NV}}{2\pi} B_z S_z + A || I_z S_z + [\Omega_{+1} \cos(2\pi f_{R,+1} t) + \Omega_{-1} \cos(2\pi f_{R,-1} t)] S_x. \quad (A.5)$$

The two Rabi drives are characterized by the amplitudes $\Omega_{+1} = \frac{\gamma}{2\pi} B_{+1}$ and $\Omega_{-1} = \frac{\gamma}{2\pi} B_{-1}$ at frequencies $f_{R,+1}$ and $f_{R,-1}$, respectively. To simulate the Rabi signal we solve the Schrödinger equation $i\hbar \frac{d}{d\tau} \psi(\tau) = H \psi(\tau)$ for the Hamiltonian in Eqn. A.5 with Eigenstates $|m_s = 0, \pm 1, m_i = 0, \pm 1\rangle$. The population for the $m_s = 0$ state is then given by $\alpha_0(\tau) \approx e^{-\tau/\tau'} |\langle \psi(\tau)|0\rangle|^2$ where we have included an exponential decay with time constant $\tau' \approx 1 \mu s$ to reflect the decay of the experimental Rabi signal in the ensemble [196, 200]. The calculations are performed using the numerical solver in Mathematica.

We first simulate the Rabi signal with single-tone drive (SQ Rabi, $\Omega_{+1} = 0$) as a function of detuning $\delta = D - \frac{\gamma}{2\pi} B_z - f_{R,-1}$ at fixed $B_z = 10$ mT by sweeping $f_{R,-1}$ and comparing the Fourier transformed Rabi frequency spectra. As shown in Fig. A.3, there is good agreement between the experimental determined spectra and the simulation. The NV’s triplet hyperfine structure leads to three hyperboles in the Rabi spectra. The hyperboles are a consequence of the enhanced effective Rabi frequency for non-zero detuning given by $\Omega_{eff,-1} = \sqrt{\Omega_{-1}^2 + \delta^2}$ for each of the hyperfine resonances, while the Rabi contrast decreases as $\Omega_{-1}/(\Omega_{-1}^2 + \delta^2)$. The results emphasize that the hyperfine structure of the NV leads to multiple visible Rabi frequencies when on-resonant with the $m_s = 0$ hyperfine transitions as it was discussed in Sec. 1.4.2, exhibiting up to three frequencies in the Rabi spectrum.
Figure A.3: Fourier transformed SQ Rabi signal plotted as a function of detuning $\Delta = D - \frac{3}{2\pi} B_z - f_1$ with $f_1$ being swept from $-7.5$ to $7.5$ MHz. The parameters used in Eqn. A.5 are $D = 2.87$ GHz, $\Omega_1 = 5$ Mhz, $\Omega_2 = 0$, $B_z = 10$ mT.

Similarly to the single-tone drive, we simulated the Rabi spectrum for two-tone drive ($DQ$ Rabi, $B_{-1} = B_{+1} \neq 0$) and compare the Rabi spectra with experimental results for different detuning $\Delta$. For the simulation, frequency $f_{+1}$ is fixed at $f_{+1} = D - \frac{3}{2\pi} B_z$ (on-resonance) and $f_{-1}$ is swept across the second resonance with detuning $\Delta = D + \frac{2}{2\pi} B_z - f_{-1}$. Figure A.4 compares the simulated Rabi spectra as a function of detuning with the experiment. Similarly, we find the hyperbole-type shapes appearing at Rabi frequencies $\approx \Omega_{DQ}$ and $\approx \Omega_{DQ}/2$ as expected from our analysis of the three-level system discussed earlier.
Figure A.4: Fourier transformed DQ Rabi signal – Measured NV Rabi spectrum in the DQ basis (left) and simulation (right) as a function of detuning $\Delta = D + \frac{\gamma}{2\pi} B_z - f_2$. The parameters used are $D = 2.87$ GHz, $\Omega_1 = \Omega_2 = 5$ MHz, $B_z \approx 10$ mT, $f_1 = D - \frac{\gamma}{2\pi}$ and $f_2$ is swept from -17.5 to 17.5 MHz. From the simulation we find that even at $\Delta = 0$ the DQ Rabi spectrum exhibits up to four Rabi frequencies and comprises of off-resonant driven hyperfine transitions and a SQ Rabi contribution.
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B.1 NV Position Drift and Fluctuations

Because of separated optical paths, the spin-RESOLFT experimental setup is sensitive to the relative motion of the Gaussian beam, doughnut beam, and confocal PSF, over the typical timescale of a complete experiment (minutes to hours). In particular, a single realization of a spin-RESOLFT experimental sequence requires $\sim 20 \mu s$, yielding $\sim 0.02$ collected photons. The sequence is repeated $\sim 20,000$ times for each imaging pixel to suppress photon shot noise to 5%. Thus, a full 1D scan of $\sim 400 \text{ nm}$
(100 pixels) across an NV center ideally takes $\sim 40$ s. However, due to overhead from data recording and display, such a single 1D scan actually requires $\sim 2$ min. In addition, between each scan the position of the NV center is recorded, and then the optical illumination is adjusted to place the NV back into the middle of the scan window. The tracking procedure consists of discrete probing of the fluorescence spatial distribution in the neighborhood of the NV center to determine the position of its maximum value. It is followed by 1D confocal scans in both lateral directions that are fitted with Gaussians to obtain the NV center position with a precision of about 5 nm. For the single NV spin-RESOLFT datasets plotted in Fig. 3.1(d) of the main text, the entire 1D scan is repeated and then averaged six times, leading to a total acquisition time of about 12 min. In the case of multiple NV imaging (Fig. 3.3 and 3.4 of main text), the tracking is done by taking a single nearby NV as reference. The reference NV is positioned about 1 $\mu$m away from the pair of NV centers, as shown in Fig. B.1. In the more general case of a wide field-of-view image, optical reflection from a golden nanoparticle attached on the surface of the diamond is used as a reference point.

During long acquisition times, the position of an NV center shows a strong correlation with laboratory temperature fluctuations, as shown in Fig. B.2. Due to thermal expansion of the objective holder, we observed drifts of the reference NV by approximately 500 nm. These drifts were minimized by using insulating enclosures in which the temperature fluctuates by not more than 0.1 °C over the course of a measurement. Nonetheless, such diminished drifts as well as table vibrations during
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Figure B.1: Measured 2D images of a pair of proximal NV centers and a reference NV center (a) confocal scan; (b) green doughnut beam scan.

A line scan can still result in observable broadening of the PSF of the spin-RESOLFT microscope. 2D scans, which are usually acquired over 10 hours, are affected even more severely. Fig. B.2(b) displays the relative displacement of the NV center used in Fig. 3.1(d) of the main text after each line scan. From this trace, we identify a motion along the direction of the scan with a standard deviation of 11 nm.

B.2 NV Spin Repolarization

Due to the spin-dependent intersystem-crossing through its singlet states, NV centers preferentially decay into the $m_s = 0$ ground state under green illumination. This results in strong spin polarization after several excitation cycles. In spin-RESOLFT, the role of spin polarization is two-fold: preparing the initial NV state in $m_s = 0$ for sensing using a Gaussian beam, and repolarizing the NV center into $m_s = 0$ for superresolution imaging using the doughnut beam. As mentioned in the Ch. 3 and shown in the inset of Fig. 3.2 and 3.3, the fluorescence point-spread function (PSF)
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Figure B.2: Measured relative 1D position of an example NV center and the laboratory temperature during a 5 hour-long confocal scan. (a) A 1D NV fluorescence intensity profile takes about 1 minute after which the temperature and the NV center position are recorded. The laboratory temperature oscillates with a period of about 1 hour and induces a correlated drift of the NV center position $\sim 500$ nm. (b) Stabilization of the laboratory temperature to a peak-to-peak variation of 0.1 °C allows data acquisition for two hours during which time the NV position is stable with a standard deviation of 11 nm.

displays a non-trivial shape that is the result of non-linear NV repolarization. To model the NV polarization dynamics, we use the five-level system shown in Fig. B.3.

The system of rate equations that governs the NV state populations under optical excitation can be formulated as

$$\frac{1}{\gamma} \frac{dn_1}{dt} = -I(t)\sigma \cdot n_1 + n_1 + a_5 n_5, \quad (B.1)$$
$$\frac{1}{\gamma} \frac{dn_2}{dt} = -I(t)\sigma \cdot n_2 + n_2 + a_5 n_5, \quad (B.2)$$
$$\frac{1}{\gamma} \frac{dn_3}{dt} = I(t)\sigma \cdot n_1 - n_3 - a_3 n_3, \quad (B.3)$$
$$\frac{1}{\gamma} \frac{dn_4}{dt} = I(t)\sigma \cdot n_2 - n_4 - a_4 n_4, \quad (B.4)$$
$$\frac{1}{\gamma} \frac{dn_5}{dt} = a_3 n_3 + a_4 n_4 - a_5 n_5 - a_5 n_5. \quad (B.5)$$
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Figure B.3: NV level structure and decay rates. The populations are denoted by $n_i$, where $i$ refers to the following levels: 1 for $m_s = 0$ ground state, 2 for $m_s = -1$ ground state, 3 for $m_s = 0$ excited state, 4 for $m_s = -1$ excited state and 5 for the singlet states. The decay rates $a_{ij}$ between levels are indexed by the initial level $i$ and the final level $j$. All rates are given relative to the primary fluorescence decay rate $\gamma$. The singlet states are represented as a single state for the sake of simplicity, and we use previously measured room temperature rates [178].

Here $\sigma$ represents the cross-section of the primary NV electronic transition for a 532 nm laser beam pulse of intensity $I(t)$. Fig. B.4 shows the $m_s = 0$ ground state population after applying a square pulse starting at $t = 0$ on an unpolarized NV center with equal initial spin state population. We see that the degree of repolarization depends on both the intensity and duration of the excitation pulse. In particular, a higher degree of polarization is achieved with a long and weak green pulse (5 ms at 5% of the saturation intensity). Moreover, for a fixed pulse duration, we find that the repolarization is non-linear in optical intensity, resulting in a strong effect on the PSF of the spin-RESOLFT microscope image determined by the spatial intensity distribution of the doughnut beam.
Figure B.4: Simulation of the dependence of the NV spin polarization on green excitation beam intensity. The degree of polarization displays a non-linear behaviour with light excitation. Short pulses of about 100 µs provide at most 70% polarization, due to non-zero decay rates from the singlet state to both the ground state sublevels. Longer pulses provide a higher degree of polarization but restrict the intensity to a fraction of the saturation intensity. The highest resolution is obtained for durations where the slope near the doughnut center is steeper, which leads to strong non-linear behaviour, a degradation of the spin polarization far from the doughnut center and a non-trivial PSF profile.

Indeed, the doughnut intensity profile can be approximated near the center as

\[ I(r) = I_0 \left( \left( \frac{r}{r_0} \right)^2 + \epsilon \right) e^{-\left( \frac{r}{r_0} \right)^2} \]  

(B.6)

where \( I_0 \) is the peak intensity, \( r_0 \) is the doughnut radius, and \( \epsilon \) is the relative residual intensity in the doughnut center. Using this intensity profile as input to the system of equations in B.1, we plot the one-dimensional spin-RESOLFT PSF in Fig. B.5 for two different values of \( \epsilon = 0.1\% \) and \( \epsilon = 2\% \). As the intensity increases quadratically along the doughnut profile, the degree of NV polarization is convolved with the behavior displayed in Fig. B.4.
Figure B.5: Simulated spin-RESOLFT PSF for two different residual intensities in the center of the green doughnut beam: $\epsilon = 0.1\%$ (red) and $\epsilon = 2\%$ (blue).

Higher resolution is achieved for combinations of long durations and weak powers, which display strong repolarization. However, for a particular finite position in the doughnut profile, the intensity reaches the value where the repolarization is maximum before decreasing back to the steady value of 70%, which leads to negative contrast and non-Gaussian wings in the spin-RESOLFT PSF. Negative contrast should be understood as a polarization that is greater than the reference case of repolarization with a long or strong pulse. Doughnut imperfections, which lead to a non-zero intensity $\epsilon I_0$ in the doughnut beam center, tend to reduce the state dependent fluorescence contrast, but do not affect the shape of the intensity profile. We use the numerical solution to Eqn. B.1 to extract the resolutions reported in Fig. 3.1(d), 3.1(e), and 3.3(b) in the main text.
B.3 AC Magnetic Field Gradient

To create an AC magnetic field gradient, which results in a measurable difference in magnetic field strength at the position of NV$_1$ and NV$_2$ as used for the results in Fig. 3.4 of the main text, we drive an AC current $I_{AC} = 7$ mA at 8.3 kHz through a copper wire (type Alfa Aesar, diameter 25 µm) that is $\sim 10$ µm from the NVs. The same wire also carries the microwaves for coherent NV spin manipulation.

To simulate the observed magnetic field dependence, we devised a simple model that takes the projection of the applied AC fields onto the NV axis into account. In our geometry, the wire is parallel to the horizontal axis of Figs. 3.3(b) and 3.4(d) (here, the y-direction), whereas the z-direction corresponds to the normal of the diamond’s top surface and the x-direction completes the orthonormal reference frame. The NV center axis is determined by its polar $\theta$ and azimuthal $\phi$ angles, as commonly defined. In this system of coordinates, NV$_1$ and NV$_2$ are directed along the x-direction ($\phi = 0^\circ$) while making an angle with the z-axis of $\theta = 54.7^\circ$. Moreover, the magnetic field lines form loops in the plane perpendicular to the wire. In AC magnetometry, the NV center is sensitive to the component of the magnetic field that is parallel to the NV axis, namely

$$B_{\parallel}(\vec{r}) = B_{wire}(\vec{r}) \cdot NV(\vec{r})$$

$$= \frac{\mu_0 I}{2\pi x^2 + z^2}(z \sin \phi \cos \theta + x \cos \phi)$$

In Fig. B.6, we simulate this magnetic field component for different positions along the x direction, with the center of the wire fixed at the origin and the NV
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Figure B.6: Magnetic field strength and (b) gradient extracted from a model that takes into account the distance from the wire and the orientation of the NV center axis. At a horizontal distance of 10 μm from the wire, the measured magnetic field strength of 9 μT and (b) measured gradient of 1 nT/nm are in good agreement with the experimental values reported in the main text.

center’s depth is chosen to be at $z = 12.5 + 7.5 \mu m = 20 \mu m$ under the wire. When the NV center is at $x = -10 \mu m$ from the wire’s edge, we find the calculated field along the NV center axis to be 9 μT, which is in good agreement with the experimental values we measure and report in the main text. Moreover, we plot the magnetic field gradient expected from this model as function of the x position in Fig. B.6(b). The value of the magnetic field gradient of about 1 nT/nm is also in good agreement with the gradient experimentally measured with the pair of NV centers ($NV_1$ and $NV_2$) separated by 105 nm.

$$B_{\perp}(\vec{r}) = B_{\text{wire}}(\vec{r}) - B_{\text{wire}}(\vec{r}) \cdot NV(\vec{r}) \quad (B.9)$$

Using the same experimental conditions as described above, we calculate a Rabi frequency of 5.5 MHz for a current of 30 mA. This is also in a good agreement with the measured Rabi frequency for this MW current in our setup (Fig. B.7).
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Figure B.7: Calculated NV Rabi frequency as a function of the NV center horizontal position – (a) This spatial behavior is calculated from a model that takes into account the distance between the wire and the NV center as well as the NV orientation. The red dot corresponds to the position of the two NV centers used in the main text (NV$_1$ and NV$_2$). (b) Measured NV Rabi oscillations (blue dots) and a fit to an exponentially damped sinusoid (red curve). The extracted Rabi frequency of 5.5 MHz is a good agreement with the model calculation.

B.4 AC Magnetic Field Sensitivity

The magnetic field sensitivity in a Hahn-Echo pulse sequence has the following expression [41]:

$$\eta = \frac{1}{\gamma_{NV} C e^{-\tau_2/T_2}} \sqrt{\frac{\tau_R + \tau_I + \tau}{\tau}}$$  \hspace{1cm} (B.10)

where $\gamma_{NV}$ is the NV gyromagnetic ratio, $C$ is the maximum spin contrast achievable in spin-RESOLFT imaging at a specified resolution, $t_I$, and $t_R$ are the initialization and readout time, respectively. Because of experimental imperfections such as non-zero intensity at the doughnut center, the NV spin-state contrast decreases as we apply longer a doughnut laser beam to reach sub-diffraction resolution, which results in a degradation of the magnetic field sensitivity. For example, in the case of Fig. 3.4(b), we obtain a sensitivity of $\sim 60 \text{nT}/\sqrt{\text{Hz}}$ in confocal mode with a single NV, and $\sim 250 \text{nT}/\sqrt{\text{Hz}}$ with spin-RESOLFT for 50 nm spatial resolution as the contrast drops by a factor of about 4 from $\sim 10\%$ to $\sim 2.5\%$. 
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C.1 Setup

C.2 NV Hamiltonian in Single and Double Quantum Bases

In this section we discuss the influence of strain and magnetic fields in the single quantum (SQ) and double quantum (DQ) bases by considering several limiting cases. We first discuss how common-mode noise sources, i.e., sources that shift the NV $| - 1 \rangle$ and $| + 1 \rangle$ energy levels in-phase and with equal magnitude, are suppressed
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Figure C.1: Microwave generation and delivery schematic. For NV spin state control: Single and two-tone signals are generated using a dual channel Windfreak Technology Synth HD signal generator. One channel includes a Marki IQ-1545 mixer to manipulate the relative phase between both channels. A single Minicircuits ZASWA-2-50DR+ switch is used to generate the NV control pulses before amplification with a Minicircuits ZHL-16W-43 amplifier. The NV control fields are delivered to the diamond sample using a fabricated microwave waveguide (diameter 500 µm). For spin bath control: Up to eight single channel Windfreak Technology Synth NV signal generators are combined before passing through a switch and a Minicircuits ZHL-100W-52 100 W amplifier. The amplified field is delivered via a grounded cooper loop (1 mm diameter).

in the DQ basis. We then discuss how off-NV-axis strain fields are suppressed even by moderate bias magnetic fields. Lastly, we discuss the effect of off-axis B-fields on the NV spin-state energy levels and $T_2^*$. We begin with the negatively-charged NV ground electronic state electronic spin ($S = 1$) Hamiltonian, which is given by [142] (neglecting hyperfine interactions):

$$\frac{\mathbf{H}}{\hbar} = D \mathbf{S}_z^2 + \frac{\gamma_{NV}}{2\pi} (B_x \mathbf{S}_x + B_y \mathbf{S}_y + B_z \mathbf{S}_z) + M_x \mathbf{S}_z^2 + M_x (\mathbf{S}_y^2 - \mathbf{S}_x^2) + M_y (\mathbf{S}_x \mathbf{S}_y + \mathbf{S}_y \mathbf{S}_x),$$

(C.1)

where $D \approx 2.87$ GHz is the NV zero-field splitting due to spin-spin interactions, \{B_x, B_y, B_z\} are the magnetic field components, \{M_x, M_y, M_z\} collect strain and electric field components, \{S_x, S_y, S_z\} are the dimensionless spin-1 operators, and
Appendix C: Order of Magnitude Improvement in $T_2^*$ in Solid-State Spin Ensembles via Quantum Control - Supplement

$\frac{g\mu_B}{h} = \frac{\gamma_{NV}}{2\pi} \approx 28.04 \text{ GHz/T}$ is the NV gyromagnetic ratio. Using $M_\perp \equiv -(M_x + iM_y)$, $B_\perp \equiv \frac{1}{\sqrt{2}}(B_x + iB_y)$, and the standard definitions for the spin operators $\{S_x, S_y, S_z\}$, Eqn. C.1 reads in matrix form:

$$H/h = \begin{pmatrix} D + M_z + \frac{\gamma_{NV}}{2\pi} B_z & \frac{\gamma_{NV}}{2\pi} B_\perp^* & M_\perp \\ \frac{\gamma_{NV}}{2\pi} B_\perp & 0 & \frac{\gamma_{NV}}{2\pi} B_\perp^* \\ M_\perp^* & \frac{\gamma_{NV}}{2\pi} B_\perp & D + M_z - \frac{\gamma_{NV}}{2\pi} B_z \end{pmatrix}.$$  \hspace*{1cm} (C.2)

**Case 1: Zero Strain, Zero Off-Axis Magnetic Field**

For zero strain/electric field ($\{M_x, M_y, M_z\} = 0$) and zero off-axis magnetic field ($B_\perp = 0$), the Hamiltonian in Eqn. C.2 is diagonal:

$$H_0/h = \begin{pmatrix} D + \frac{\gamma_{NV}}{2\pi} B_z & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & D - \frac{\gamma_{NV}}{2\pi} B_z \end{pmatrix}.$$  \hspace*{1cm} (C.3)

and the energy levels are given by the zero-field splitting $D$ and Zeeman energies $\pm \frac{\gamma_{NV}}{2\pi} B_z$,

$$E_{|\pm 1,0\rangle}/h = \{D \pm \frac{\gamma_{NV}}{2\pi} B_z, 0\},$$  \hspace*{1cm} (C.4)

where $| \pm 1, 0\rangle$ are the Zeeman eigenstates

$$| + 1\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, | - 1\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \text{ and } |0\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}.$$  \hspace*{1cm} (C.5)

NV spin ensemble measurements in the DQ basis, for which the difference between the $f_{-1} = E_{|0\rangle \rightarrow |-1\rangle}$ and $f_{+1} = E_{|0\rangle \rightarrow |+1\rangle}$ transitions is probed (see Fig. 5.1b), are to first-order insensitive to inhomogeneities and fluctuations in $D$ (e.g., due to drift in...
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temperature), and other common-mode noise sources. However, DQ measurements are twice as sensitive to magnetic fields along $B_z$. The DQ basis therefore provides both enhanced magnetic field sensitivity and protection against common-mode noise sources (for higher order effects see, e.g., the Supplement of Ref. [202]).

Case 2: Non-zero Strain, Zero Off-Axis Magnetic Field

For non-zero strain/electric field components, but negligible off-axis magnetic fields ($B_\perp \approx 0$), the energy eigenvalues of the NV Hamiltonian (Eqn. C.2) for the $| \pm 1 \rangle$ states become

$$E_{|\pm 1\rangle}/\hbar = D + M_z \pm \sqrt{\left(\frac{\gamma_{NV}}{2\pi} B_z\right)^2 + ||M_\perp||^2}$$  \hspace{1cm} (C.6)

$$\approx D + M_z \pm \left[\frac{\gamma_{NV}}{2\pi} B_z + \frac{||M_\perp||^2}{2\frac{\gamma_{NV}}{2\pi} B_z} + \mathcal{O}\left(\frac{||M_\perp||^4}{B_z^2}\right)\right].$$  \hspace{1cm} (C.7)

From Eqn. C.7 it follows that off-axis strain ($\propto ||M_\perp||$) is suppressed by moderate on-axis bias fields by a factor $\frac{||M_\perp||}{\gamma_{NV} B_z/\pi}$, as noted in the main text. Reported values for $||M_\perp||$ are $\sim 10$ kHz [202] and $\sim 100$ kHz [133] for single NV centers in bulk diamond, and $\sim 7$ MHz in nano-diamonds [133]. Fig. 5.1c in the main text shows that the measured on-axis strain $M_z$ in Sample B varies between $2 - 3$ MHz (see Methods for details).

Case 3: Non-Zero Off-Axis Magnetic Field

For non-zero off-axis magnetic field ($B_\perp \neq 0$) we find the energy values for the NV Hamiltonian (Eqn. C.1) by treating $B_\perp$ as a small perturbation, with perturbation Hamiltonian $V \equiv H - H_0$. To simplify the analysis we set $M_\parallel = M_\perp = 0$. Using time-
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independent perturbation theory (TIPT, see for example Ref. [290]), the corrected energy levels are then given by $E_{|\pm 1,0\rangle} \approx E^{(0)}_{|\pm 1,0\rangle} + E^{(1)}_{|\pm 1,0\rangle} + E^{(2)}_{|\pm 1,0\rangle} + \ldots$, where $E^{(0)}_{|\pm 1,0\rangle}$ are the bare Zeeman energies as given in Eqn. C.4 and $E^{(k)}_{|\pm 1,0\rangle}$ for $k > 0$ are the $k$-th order corrections. The energy corrections at first and second order are:

$$E^{(1)}_{|\pm 1,0\rangle} = \langle \pm 1, 0 | V | \pm 1, 0 \rangle = 0,$$  \hspace{1cm} (C.8)

and

$$E^{(2)}_{|\pm 1\rangle} = \left\| \langle \mp 1 | V | \pm 1 \rangle \right\|^2 + \left\| \langle 0 | V | \pm 1 \rangle \right\|^2 = \frac{\left\| \frac{\gamma_{NV} B_{z}}{2\pi} \right\|^2}{D + \frac{\gamma_{NV} B_{z}}{2\pi} B_{z}} + \frac{\| \frac{\gamma_{NV} B_{\perp}}{2\pi} \|^2}{D - \frac{\gamma_{NV} B_{z}}{2\pi} B_{z}} \approx -\frac{2\| \frac{\gamma_{NV} B_{\perp}}{2\pi} \|^2}{D},$$ \hspace{1cm} (C.9)

where we have used in the last two lines the fact that $\frac{\gamma_{NV} B_{z}}{2\pi} \ll D$ in our experiments. The new transition frequencies for $E_{|0\rangle \rightarrow |\pm 1\rangle}$ are then found to be

$$f_{\pm 1} \approx D + \frac{3\| \frac{\gamma_{NV} B_{\perp}}{2\pi} \|^2}{D} \mp \frac{\gamma_{NV}}{2\pi} B_{z}.$$ \hspace{1cm} (C.11)

From Eqn. C.11 it follows that energy level shifts due to perpendicular magnetic fields are mitigated by the large zero-field splitting $D$; and are further suppressed in the DQ basis, as they add (approximately) in common-mode. At moderate bias fields, $B_{z} = 2 - 20$ mT, and typical misalignment angles of $\theta \sim 3^\circ$ (or better), we estimate a frequency shift of $0.1 - 1$ kHz in the SQ basis.

C.3 $^{13}$C Contribution to $T_2^*$

In the dilute $^{13}$C limit ($n_{^{13}C} \lesssim 1.1\%$, where $n_{^{13}C}$ is the $^{13}$C spin concentration in percent), the NV-$^{13}$C contact-interaction can be neglected and thus the NV ensemble
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ESR linewidth is expected to be linearly-dependent on the $^{13}$C concentration [3, 86, 250], i.e., $1/T_{2,\text{NV-}^{13}\text{C}}^* = A_{\text{NV-}^{13}\text{C}} \cdot n_{^{13}\text{C}}$. An NV spin ensemble $T_2^*$ measurement on a natural abundance sample with $n_{^{13}\text{C}} = 1.07\%$ therefore provides a reasonable lower-bound estimate for $A_{\text{NV-}^{13}\text{C}}$ from which the $^{13}$C contribution in our diamond samples can be calculated. Fig. C.2 shows a DQ Ramsey measurement of a natural $^{13}$C abundance sample. Via a fit to the Ramsey data in the time domain, we extract $T_{2,DQ}^* = 445(30)$ ns and $p = 1.0(1)$. After correcting for the small contribution of 0.4 ppm nitrogen spins in the sample using the calibration found in Fig. 5.4c of the main text, we calculate $A_{^{13}\text{C}} \approx 2\pi \times 160$ kHz/% ($1/A_{^{13}\text{C}} \approx 1\mu\text{s} \cdot \%$) from which we determine the NV-$^{13}$C limits given in Table 1 and the main text of the paper.

C.4 Magnetic Field Gradient Contribution to $T_2^*$

The wide-field NV-diamond microscope employs a custom-built samarium-cobalt (SmCo) magnet geometry designed to apply a homogeneous external field $B_0$ parallel to NVs oriented along the [111] diamond crystallographic axis. The field strength can be varied between 2 to 20 mT (Fig. C.3a). SmCo was chosen for its low reversible temperature coefficient (-0.03%/K). Calculations performed using the Radia software package [285] enabled the optimization of the geometry to minimize $B_0$ gradients across the NV fluorescence collection volume. This collection volume is approximately cylindrical, with a measured diameter of $\approx 20\mu\text{m}$ and a length determined by the NV layer thickness along the z-axis ($40 - 100\mu\text{m}$, depending on the diamond sample, see descriptions in the main text).
Figure C.2: NV Ramsey measurement for natural isotope abundance diamond sample. (a) DQ Ramsey measurement on a natural abundance sample ([N] ≃ 0.4 ppm, [^{13}C] = 1.07%) yields $T_{2,DQ}^* = 0.445(30) \mu s$. (b) Fourier transform of Ramsey signal showing the enhanced precession in the DQ basis. A frequency detuning from the center hyperfine state of 3.65 MHz was chosen in this measurement; by sensing in the DQ basis, the detuning from each hyperfine state has acquired a factor of two.

To calculate the expected $B_0$ field strength along the target NV orientation, the dimensions and properties of the magnets were used as Radia input, as well as an estimated 3° misalignment angle of the magnetic field with the NV axis. We find good agreement between the calculated field strength and values extracted from NV ESR measurements in Sample B, over a few millimeter lengthscale. The simulation results and measured values are plotted together in Fig. C.3b. The z-direction gradient is reduced compared to the gradient in the xy-plane due to a high degree of symmetry along the z-axis for the magnet geometry.
Using data and simulation, we calculate that the $B_0$ gradient at 8.5 mT induces an NV ensemble ESR linewidth broadening of less than 0.1 kHz across the collection volume of Sample B. This corresponds to a $T_2^*$-limit on the order of 1 ms. However, due to interaction of the bias magnetic with nearby materials and the displacement of the collection volume from the magnetic field saddle point, the experimentally realized gradient for Sample B was found to contribute an NV ESR linewidth broadening $\approx 1$ kHz (implying a $T_2^*$-limit $\approx 320 \mu$s), which constitutes a small but non-negligible contribution to the $T_2^*$ values measured in this work. Ramsey measurements for Sample A were taken at a four times smaller bias field; we estimate therefore $\approx 4 \times$ better magnetic field homogeneity. For Sample C, with a layer thickness of 40 µm, the contribution of the magnetic field gradient at 10 mT to $T_2^*$ was similar to that of Sample B.

C.5 NV and Nitrogen Spin Resonance Linewidth Measurements

The NV and nitrogen (P1) ensemble spin resonance linewidths are determined using pulsed-ESR and pulsed-DEER NV spectral measurements, respectively, as shown in Fig. C.4. Low Rabi drive strength and consequently long $\pi$-pulse durations can be used to avoid Fourier power broadening [194]. We find that nitrogen spin resonance spectra are typically narrower than for NV ensembles in the SQ basis, due to the effects of strain gradients in diamond on NV zero-field splittings.
Figure C.3: Design of homogeneous magnetic bias field. (a) Magnet geometry used to apply an external $B_0$ field along one NV orientation within the diamond crystal (typically [111]) as modeled using Radia[285]. Red arrow depicts the NV orientation class interrogated in these experiments; black rectangle represents diamond sample approximately to scale. (b) Magnets are translated along three axes to measure the $B_0$ field strength (shift in ESR transition frequency) as a function of detuning from the origin ($x,y,z=0$) where the origin is defined as the center of the collection volume. Solid lines depict Radia simulation results while plotted points correspond to measured values. Inset: Zoomed-in view for length scale relevant for NV fluorescence collection volumes used in this work.

For the spin bath driving model described in the main text, we are interested in the natural (i.e., non-power-broadened) linewidth $\Delta_N$ of spin resonances corresponding to, for example, $^{14}$N groups 1 – 6 (see Fig. 5.2b in main text and Fig. C.4a in Supplement). In Ref. [49] it was reported that the different $^{14}$N groups have approximately equal linewidth, i.e., that $\Delta_{N,i} \approx \Delta_N$. However, we find that the bias field $B_z$ being only slightly misaligned ($\sim$1 degree) from one of the [111] crystal axes causes the three degenerate spin resonances to be imperfectly overlapped, leading to a larger effective linewidth.
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In Fig. C.4b and c we compare the NV pulsed-DEER linewidths of $^{14}$N group 1 (a single resonance) with that of group 5 (three overlapped resonances) for different $\pi_{\text{bath}}$-pulse durations. At short $\pi_{\text{bath}}$-pulse durations (high MW powers), the linewidths are power broadened due to the applied microwave field, such that the measured linewidth is a convolution of the natural linewidth and the inverse duration of the $\pi_{\text{bath}}$-pulse \cite{194}. At long $\pi_{\text{bath}}$-pulse durations, however, the measured linewidth approaches its natural (Lorentzian) linewidth $\Gamma = 1/\pi T_{2,N}^*$. At the longest $\pi_{\text{bath}}$-pulse durations used in this work, we find that group 1 consists of a narrow, approximately 25 kHz-wide peak. In contrast, group 5 reveals two peaks, consisting of two overlapped $^{14}$N transitions and one detuned transition, which is attributed to imperfect magnetic field alignment. The splitting between the two peaks in group 5 $\approx 100$ kHz, which we use as the effective $^{14}$N linewidth $\Delta_N$ in Eqn. 4 of the main text, and which is consistent with the value extracted from fitting the spin-bath driving model to the data (see Fig. 5.4a, $\Delta_{N,\text{fit}} \approx 140$ kHz).

In Fig. C.4d we compare the measured NV and $^{14}$N group 1 ensemble linewidths for Sample B as a function of $\pi$-pulse duration. For both species the linewidth narrows at long $\pi$-pulse durations, as discussed above, reaching non-power-broadened (natural) values. The natural NV linewidth is found to be significantly larger ($13\times$) than the natural $^{14}$N linewidth of 20.6(1.2) kHz. This order-of-magnitude difference is a manifestation of the strong strain field gradients in this sample: pulsed ESR measurements of the NV ensemble linewidth (see Fig. C.4a) are performed in the SQ
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{0, +1} or {0, −1} sub-basis, and are therefore strain gradient limited. In contrast, nitrogen defects in diamond have $S = 1/2$, and thus do not couple to electric fields or strain gradients. As a consistency check, note that NV ensemble Ramsey measurements in Sample B, made in the DQ basis (with no spin-bath driving), yield a strain-independent dephasing time $T_{2,DQ}^* = 6.9(5)$ µs. This dephasing time, presumably limited by the nitrogen spin bath, implies a $^{14}$N spin resonance linewidth given by $\frac{1}{2} \times 1/\pi T_{2,DQ}^* = 23(2)$ kHz, which is in reasonable agreement with our pulsed-DEER measurements of the natural $^{14}$N linewidth. Similar consistency is found for measurements of the NV and $^{15}$N ensemble spin resonance linewidths in Sample C, as shown in Fig. C.4e. Such agreement across multiple samples is further evidence that the DQ $T_{2}^*$ value for NV ensembles is limited by the surrounding nitrogen spin bath, as discussed in the main text. Note that for our samples $[NV] \ll [N]$ and we can therefore ignore the back action of NVs onto nitrogen spins in the DEER readout. For denser NV samples, however, this back action has to be taken into account [204].

### C.6 DC Magnetometry with DQ and Spin-Bath Drive

Assuming a signal-to-noise ratio of unity, the minimum detectable magnetic field $\delta B_{\text{min}}$ in a Ramsey measurement is given by [86, 202]

$$\delta B_{\text{min}} \approx \frac{\delta S}{\max |\frac{\delta S}{\delta B}|}, \quad (C.12)$$

where the Ramsey signal $S$ is

$$S = C \sin(\gamma_{NV} B_{DC} \tau). \quad (C.13)$$
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Here, $C$ is the measurement contrast defined via the NV spin-state-dependent fluorescence visibility (see Methods), $\gamma_{NV}$ is the NV gyromagnetic ratio, $B_{DC}$ is the magnetic field to be sensed, and $\tau$ is the sensing time during which the NV sensor spins accumulate phase. The term $\max |\frac{\partial S}{\partial B}|$ is the maximum slope of the Ramsey signal:

$$\max |\frac{\partial S}{\partial B}| = C_{\gamma_{NV}} \tau. \quad (C.14)$$

Assuming uncorrelated, Gaussian noise, $\delta S = \sigma(t)/\sqrt{n_{meas}}$ is the standard error of the contrast signal, which improves with number of measurements $n_{meas}$. Including a dead time $\tau_D$ that accounts for time spent during initialization of the NV ensemble and readout of the spin-state-dependent fluorescence during a single measurement, $n_{meas} = T/(\tau + \tau_D)$ measurements are made over the total measurement time $T$. $\delta B_{\text{min}}$ is then found to be

$$\delta B_{\text{min}} = \frac{\sigma \sqrt{\tau + \tau_D}}{C_{\gamma_{NV}} \tau \sqrt{T}}, \quad (C.15)$$

and the sensitivity is given by multiplying $\delta B_{\text{min}}$ by the bandwidth $\sqrt{T}$ and including a factor $\Delta m = 1(2)$ for the SQ (DQ) basis:

$$\eta = \frac{\delta B_{\text{min}} \sqrt{T}}{\Delta m} = \frac{\sigma \sqrt{\tau + \tau_D}}{\Delta m \times C_{\gamma_{NV}} \tau}. \quad (C.16)$$

Note that in the ideal case, $\tau_D \ll \tau$, we have $\sqrt{\tau + \tau_D} \approx 1/\sqrt{\tau}$ and the sensitivity $\eta$ scales $\propto \tau^{-1/2}$. The optimal sensing time in our Ramsey experiment is then $\tau_{opt} = T_2^*/2$. However, in the more realistic case, $t_D \sim \tau$, the improvement of $\eta$ with increasing $\tau$ approaches a linear scaling and $\eta \propto \tau^{-1}$ for $t_D \gg \tau$. The optimal sensing time then becomes $\tau_{opt} \approx T_2^*$. Consequently, the measured increase in sensitivity may exceed the enhancement estimated from the idealized case without overhead time.
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With Eqn. C.16 we calculate and compare the sensitivities for the three measurement modalities (SQ, DQ, and DQ + spin-bath drive) applied to Sample B. Using $C \approx 0.026$, which remains constant for the three schemes (see Fig. C.5a), sensing times $\tau_{SQ} = 1.308 \, \mu s$, $\tau_{DQ} = 6.436 \, \mu s$, and $\tau_{DQ+Drive} = 23.99 \, \mu s$, standard deviations $\sigma_{SQ} = 0.0321$, $\sigma_{DQ} = 0.0324$, and $\sigma_{DQ+Drive} = 0.0325$ calculated from 1 s of data, fixed sequence duration of $\tau + \tau_D = 70 \, \mu s$, and $\gamma_{NV} = 2\pi \times 28 \, \text{GHz}/\text{T}$, the estimated sensitivities for the SQ, DQ and DQ+Drive measurement schemes are $\eta = 70.7$, 6.65, and 1.97 nT/$\sqrt{\text{Hz}}$, respectively. In summary, we obtain an 10× improvement in DC magnetic field sensitivity in the DQ basis, relative to the conventional SQ basis, and a 35× improvement using the DQ basis with spin bath drive. Note that this enhancement greatly exceeds the expected improvement when no dead time is present ($\tau_D \ll \tau$) and is attributed to the approximately linear increase in sensitivity with sensing time $\tau$. Lastly, we plot the Allan deviation for the three schemes in Fig. C.5b showing a $t^{-1/2}$ scaling for a measurement time of $\approx 1 \, \text{s}$ and the indicated enhancements in sensitivity.

C.7 Detailed Sample Information
Table C.1: Detailed information for Samples A - E. Values with \( \sim \) symbol are order-of-magnitude estimates. For all samples, \([\text{NV}] \ll [\text{N}]\) and NV contributions to \(T_2^*\) can be neglected (1 ppm = \(1.76 \times 10^{17}\) cm\(^{-3}\)).

<table>
<thead>
<tr>
<th>Sample</th>
<th>([\text{N}]) (ppm)</th>
<th>([\text{NV}]) (%)</th>
<th>([^{13}\text{C}]) (cm(^{-3}))</th>
<th>(T_{2,\text{meas}}) ((\mu\text{s}))</th>
<th>(T_{2,\text{SQ}}) ((\mu\text{s}))</th>
<th>(T_{2,\text{DQ}}) ((\mu\text{s}))</th>
<th>(T_{2,\text{NV}}) ((\mu\text{s}))</th>
<th>(T_{2,\text{NV}}-\text{1uc}) ((\mu\text{s}))</th>
<th>(dM_{\text{meas}}/dL) (MHz/(\mu\text{m}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(&lt; 0.05) 0.01</td>
<td>(&lt; 3 \times 10^{12}) (\sim 630)</td>
<td>(5-12)</td>
<td>34</td>
<td>100</td>
<td>78</td>
<td>\n/a</td>
<td>\n/a</td>
<td>\n/a</td>
</tr>
<tr>
<td>B</td>
<td>(0.75) 0.01</td>
<td>(&lt; 10^{14}) (\sim 250)</td>
<td>(250-300)</td>
<td>14</td>
<td>23</td>
<td>19</td>
<td>\n/a</td>
<td>0.0028</td>
<td>\n/a</td>
</tr>
<tr>
<td>C</td>
<td>10 0.05</td>
<td>(&lt; 6 \times 10^{15})</td>
<td>(15.18)</td>
<td>0.3-1.2</td>
<td>0.6</td>
<td>2</td>
<td>20</td>
<td>\n/a</td>
<td>\n/a</td>
</tr>
<tr>
<td>D</td>
<td>(&lt; 0.01) (&lt; 5 \times 10^{15})</td>
<td>0.4</td>
<td>1.3</td>
<td>6</td>
<td>100</td>
<td>6</td>
<td>&gt; 6</td>
<td>\n/a</td>
<td>\n/a</td>
</tr>
<tr>
<td>E</td>
<td>48 1.1</td>
<td>(&lt; 1 \times 10^{17})</td>
<td>1.8</td>
<td>0.07</td>
<td>0.12</td>
<td>0.3</td>
<td>1</td>
<td>0.2</td>
<td>\n/a</td>
</tr>
</tbody>
</table>
Table C.2: NV spin ensemble dephasing mechanisms for Sample A Individual contributions to dephasing are determined using the estimated/calibrated values described in the main text and Methods (column 2). The data show good agreement between calculated and measured total dephasing times $T_{2,\text{SQ}}^*$ and $T_{2,\text{DQ}}^*$ (last two rows).

<table>
<thead>
<tr>
<th>Channel</th>
<th>Magnitude</th>
<th>Dephasing</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>strain</td>
<td>0.0028 MHz/µm</td>
<td>0.190</td>
<td>5 estimate</td>
</tr>
<tr>
<td>$^{14}$N</td>
<td>0.05 ppm</td>
<td>0.0029</td>
<td>348 dipolar estimate</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>0.01%</td>
<td>0.01</td>
<td>100 calibration</td>
</tr>
<tr>
<td>B-field gradient @ 20 G</td>
<td>0.000056 MHz/G</td>
<td>0.00112</td>
<td>893 estimate</td>
</tr>
<tr>
<td>total SQ</td>
<td></td>
<td>0.2035</td>
<td>4.9 $5 - 12 \mu s$ (measured)</td>
</tr>
<tr>
<td>total DQ ×2 (no strain)</td>
<td></td>
<td>0.014</td>
<td>71 $68 \mu s$ (measured)</td>
</tr>
</tbody>
</table>
Table C.3: NV spin ensemble dephasing mechanisms for Sample B Similar to Sample A. Additionally, spin echo double-electron resonance (SEDOR) measurements were performed to estimate dephasing contributions from individual nitrogen resonance lines (for details see Ref. [127]).

<table>
<thead>
<tr>
<th>Channel</th>
<th>Magnitude</th>
<th>Dephasing</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/µs</td>
<td>µs</td>
<td></td>
</tr>
<tr>
<td>strain</td>
<td>0.0028 MHz/µm</td>
<td>0.190</td>
<td>estimate</td>
</tr>
<tr>
<td>$^{14}$N (allowed)</td>
<td>0.056</td>
<td>18</td>
<td>SEDOR</td>
</tr>
<tr>
<td>$^{14}$N (forbidden)</td>
<td>0.0047</td>
<td>214</td>
<td>SEDOR</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>0.01%</td>
<td>0.01</td>
<td>calibration</td>
</tr>
<tr>
<td>B-field gradient @ 85 G</td>
<td>0.000056 MHz/G</td>
<td>0.00474</td>
<td>estimate</td>
</tr>
<tr>
<td>total SQ</td>
<td>0.265</td>
<td>3.8</td>
<td>1 – 10 µs (measured)</td>
</tr>
<tr>
<td>total DQ ×2 (no strain)</td>
<td>0.076</td>
<td>13.1</td>
<td>13.8 µs (measured)</td>
</tr>
</tbody>
</table>
### Table C.4: NV spin ensemble dephasing mechanisms for Sample C Similar to Sample A and B.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Magnitude</th>
<th>Dephasing</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/µs</td>
<td>µs</td>
<td></td>
</tr>
<tr>
<td>strain</td>
<td>0.0028 MHz/µm</td>
<td>0.140</td>
<td>7</td>
</tr>
<tr>
<td>$^{15}$N (allowed)</td>
<td>0.59</td>
<td>2</td>
<td>SEDOR</td>
</tr>
<tr>
<td>$^{15}$N (forbidden)</td>
<td>0.15</td>
<td>7</td>
<td>SEDOR</td>
</tr>
<tr>
<td>$^{14}$N (5% of N15)</td>
<td>0.0391</td>
<td>26</td>
<td>estimated</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>0.05%</td>
<td>0.05</td>
<td>20</td>
</tr>
<tr>
<td>B-field gradient @ 100 G</td>
<td>0.000022 MHz/G</td>
<td>0.0022</td>
<td>446</td>
</tr>
<tr>
<td>total SQ</td>
<td>1.01</td>
<td>1.0</td>
<td>0.3 – 1.2 µs (measured)</td>
</tr>
<tr>
<td>total DQ ×2 (no strain)</td>
<td>0.87</td>
<td>1.1</td>
<td>1.2 µs (measured)</td>
</tr>
</tbody>
</table>
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Figure C.4: Comparison of nitrogen and NV spin resonance linewidths. (a) Pulsed DEER (left) and pulsed ESR sequence (right) used for spin resonance measurements of the nitrogen and NV spins, respectively. (b) DEER spectrum including all six nitrogen transitions and two forbidden transitions in Sample B. (c) DEER spectra of a single nitrogen transition are shown for three different bath $\pi$-pulse durations. A minimum measured linewidth of 26.8(2) kHz was recorded using a 144 µs $\pi$-pulse. (d) DEER spectra for a group containing three nearly degenerate off-axis nitrogen transitions. When bath $\pi$-pulses of 70 µs and 35 µs are used, two features are resolved corresponding to a single nitrogen transition detuned by 81 kHz from two nearly overlapped transitions. (e) Comparison of the NV ESR linewidth (black dots) and the DEER linewidth for a single nitrogen transition (diamonds) as a function of $\pi$-pulse duration for Sample B ([$N$] = 0.75 ppm). The fine, black dashed line and red solid lines correspond to fits of the NV and nitrogen spin resonance linewidths to the functional form $a/x + b$, where b is the saturation linewidth. The coarse, blue dashed line indicates the expected linewidth from the measured NV $T_2^*$ in the DQ basis (assuming a Lorentzian linewidth). (f) Same as (e) but for Sample C ([$N$] = 10 ppm).
Figure C.5: DC magnetic field sensing and Allan deviation. (a) DC magnetometry curves for SQ, DQ, and DQ with spin-bath driving in Sample B, produced by sweeping the magnitude of a coil-generated applied magnetic field (in addition to the fixed bias field) while the free precession interval $\tau$ is set to $\tau_{SQ} = 1.308 \mu s$ (blue, top), $\tau_{DQ} = 6.436 \mu s$ (black, middle), and $\tau_{DQ,\text{drive}} = 23.990 \mu s$ (red, bottom). (b) Allan deviation using the same fixed $\tau$ values from (a) for measurements using SQ (blue), DQ (black), and DQ with driving (red). The external field strength was tuned to sit on a zero crossing of the respective DC magnetometry curves in (a) for sine magnetometry.
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D.1 Experimental Setup

All measurement were performed with either a wide-field or confocal microscope. In the wide-field microscope, the spin-dependent NV ensemble fluorescence was collected onto an avalanche photodiode (Hamamatsu C10508-01). Optical initialization and readout of the NV ensemble were accomplished via 532 nm continuous-wave (CW) laser light (Coherent Verdi G) focused through the same objective (Nikon CFI Plan Apo 20x/0.75 WD 1.5 Air) used for fluorescence collection. For pulsed operation, the laser light was modulated using an acousto-optic modulator (Isomet M1133-aQ80L).

The detection volume was given by the 532 nm beam excitation at the surface
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(diameter $\approx 20 \mu m$) and sample thickness. The static magnetic bias field applied to split the $|-1\rangle$ and $|+1\rangle$ degeneracy in the NV ground state was provided using two permanent samarium cobalt ring magnets in a Helmholtz-type configuration. The generated field was aligned along one [111] crystallographic axis of the diamond ($\equiv \hat{z}$) to single out one of the single quantum NV transitions. Microwaves (MW) in the $2 - 3.5$ GHz were applied via a planar waveguide fabricated onto a glass substrate and sourced from a SynthHD 54 MHz - 13.6 GHz microwave generator (Windfreak Technologies). The pulsed Hahn echo and CPMG measurements on the NV were performed using a computer-controlled pulse generator (Pulseblaster ESR PRO 500) and microwave switches (Minicircuit ZASWA-2-50DR+). Phase control for individual MW pulses was provided using a double-balanced IQ mixer (Marki IQ-1545).

Confocal measurements were based on a standard NV-diamond confocal setup. Here, a Gaussian laser beam at 532 nm (Coherent Compass 315ML) was used to initialize and readout the NV centers. The fluorescence was collected via a high NA objective (Nikon CFI PLAN APO LAMBDA 100X OIL) onto a single-photon counting APD (Perkin Elmer). Microwaves were similarly applied as in the wide-field case using a SynthNV 34 MHz - 4.4 GHz RF signal generator source (Windfreak Technologies). Magnetic fields were applied from a half-inch neodymium cylinder magnet using an automated magnetic field alignment procedure (see Suppl. [VanderSar2015]) and provided magnetic field alignment angles $< 3^\circ$. 
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D.2 CPMG-n $T_{2,N}$ Scaling

When the bath noise possesses a Lorentzian spectral density, $\lambda_{eff} = 2/3$ and $T_{2,n}$ extends sublinearly with the number of decoupling pulses $n$[49, 197, 201, 235]. In Fig. D.1 we summarize the $\lambda_{eff}$-values extracted for the subset of samples, when fitting the CPMG data to the functional form

$$T_{2,n} = T_{2,echo} \cdot n^{\lambda_{eff}}. \quad (D.1)$$

The plot indicates an increase in $\lambda_{eff}$ with increasing nitrogen density and $\lambda_{eff}$ approaches the theoretical value of 2/3 when $[N] \geq 100$ ppm. At lower nitrogen concentrations ($[N] \ll 100$ ppm), however, $\lambda_{eff}$ decreases with decreases $[N]$. We attribute the observed trend and deviation from the theoretical value of 2/3 to the increasing contribution of spin-lattice relaxation $T_1$ at low nitrogen concentrations. Since in low $[N]$ samples with high initial $T_{2,echo}$ spin-relaxation becomes a relevant decoherence mechanism, CPMG is rendered less efficient and the enhancement of $T_{2,n}$ over $T_{2,echo}$ for increasing pulse numbers $n$ remains small ($\lambda_{eff} \to 0$). In this instance, the coherence time obtained through CPMG is also limited by spin-lattice relaxation and Eqn. D.1 is to be modified yielding

$$T_{2,n} = 1/(T_{2,echo} \cdot n^{\lambda_{eff}}) + 1/T_{2,max})^{-1}, \quad (D.2)$$

which was given in the main text.
Figure D.1: Effective decoupling parameter $\lambda_{\text{eff}}$ as a function of nitrogen concentration extracted from Eqn. D.2 fitted to the CPMG $T_{2,n}$ data. In the high nitrogen limit, for which $T_{2,\text{echo}} \ll T_1$, $\lambda_{\text{eff}}$ approaches the theoretical value of $2/3$.

**D.3 Forward Fitting Routine**

To extract $\Delta_{\text{ens}}$ and $\tau_{\text{c,ens}}$ depicted in Fig. 6.3 of the main text, we employ a forward-fitting routine that only relies on $T_{2,n}$ obtained through CPMG measurements (see Fig. 6.3a). In this routine, we numerically minimize the functional

$$\sum_n \| T_{\text{meas},n} - T_{2,n}(\Delta_{\text{ens}}, \tau_{\text{c,ens}}, T_{2,\text{max}}) \|$$

and extract $\Delta_{\text{ens}}$, $\tau_{\text{c,ens}}$ and $T_{2,\text{max}}$, where $T_{\text{meas},n}$ is the experimentally determined coherence time for a given $n$ (see Fig. 6.3a) and $T_{2,n}(\Delta_{\text{ens}}, \tau_{\text{c,ens}}, T_{2,\text{max}})$ is the calculated value for a spin bath with Lorentzian spectral density using Eqn. 2.10. Results for the $[\text{N}] = 0.2$, 6, and 80 ppm sample are shown in Fig. D.1. There is generally good agreement with the best-guess forward-fit (black, dashes line) and the experimental data. The fit of to Eqn. D.2 to the data (red, solid line) is shown for reference as well.
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Figure D.2: $T_2, n$ data for the $[N] = 0.2, 6,$ and 80 ppm sample. Red line is a fit to Eqn. D.2 from which $\lambda_{\text{eff}}$ is extracted. Black, dashed line is best-guess from the forward-fitting routine (see text) from which $\Delta_{\text{ens}}, \tau_{c, \text{ens}}$ and $T_{2, \text{max}}$ are extracted.
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