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Three Experiments about Human Behavior and Legal Regulation 

 

Abstract 

Each chapter of this dissertation presents the results of an experiment.  

 

Chapter 1 tests whether people engage in information avoidance when making privacy decisions. 

Participants decide whether to share their Facebook profile data with a survey-taker in exchange 

for money. When people make a direct tradeoff between 50 cents and privacy, roughly 64% 

refuse to share their Facebook data. However, when participants face a veiled tradeoff and must 

“click to reveal” to learn whether privacy is free or costs 50 cents, only 40% remain anonymous, 

and 58% of participants did not click to reveal to learn which payment option was associated 

with privacy. The findings show that even people who would otherwise pay for privacy seem 

able to exploit strategic ignorance and deal away their data for small amounts of money. The 

findings suggest that privacy regulations aimed at giving people more information about data 

choices will be difficult to execute. 

 

Chapter 2 measures race discrimination against Airbnb guests. It finds that applications from 

guests with distinctively African-American names are 16% less likely to be accepted relative to 

identical guests with distinctively White names. Discrimination occurs among landlords of all 

sizes, including small landlords sharing the property and larger landlords with multiple 

properties.  It is most pronounced among hosts who have never had an African-American guest, 
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suggesting only a subset of hosts discriminate. While rental markets have achieved significant 

reductions in discrimination in recent decades, the results suggest that Airbnb’s current design 

choices facilitate discrimination and raise the possibility of erasing some of these civil rights 

gains.  

 

Chapter 3 measures the effect of warning labels on soda purchasing. Governments have proposed 

text warning labels to decrease consumption of sugary drinks – a contributor to chronic diseases 

like diabetes. We field-tested the effectiveness of graphic warning labels (vs. text warning labels, 

calorie labels, and no labels) and assessed consumer sentiment. The findings show that graphic 

warning labels reduced the share of sugary drinks purchased in a cafeteria, but text and calorie 

labels did not. We also find that public support for graphic warning labels can be increased by 

conveying effectiveness information.  
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Chapter 1: Information Avoidance and Internet Privacy 
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1. Internet Privacy and Information Avoidance 

There is a widespread intuition that when making decisions about privacy, people are 

inconsistent. People share lots of data; people are angry about corporations collecting their data. 

This intuition that people are being inconsistent is shared widely enough to have a name -- the 

privacy paradox (Acquisti, 2015). This phrase has been mentioned in roughly 5,000 scholarly 

articles between 2010 and 2018.  

This paper uses an experiment that heightens this paradox and provides evidence for a 

novel explanation: information avoidance. Even people who are willing to pay nearly an hour's 

worth of wages for privacy are also willing to give away their data for small money bonuses if 

given a chance to avoid seeing the privacy consequences of their choices. 

In the experiment, participants who complete a survey decide whether to do the survey 

anonymously or after logging in with their Facebook account in exchange for a money bonus. 

When participants in a Direct Tradeoff Treatment face a choice between a 50 cent bonus and 

privacy, 64% of participants refuse to share their Facebook profile in exchange for 50 cents. 

Indeed, when facing a standard price list tool to elicit preferences, the majority of participants in 

an Elicitation Treatment (who make close to minimum wage) are unwilling to share their 

Facebook data for $2.50, and a plurality refuse offers of $5.00.  

However, when the privacy settings are veiled (but revealed costlessly and instantly with 

the click of a button, as in a moral wiggle room experiment (Dana, 2007), many participants 

keep themselves in the dark and opt for more money. Participants in a Veiled Tradeoff Treatment 

face a choice between a 50 cent bonus and a 0 cent bonus. They know that one of these bonuses 

will mean giving out their Faceboook profile, and they can click a button to check which option 

involves a loss in privacy. I find that most people (58%) do not click, and only 40% end up 



3 
 

keeping their Facebook profile private. Hence, people who are willing to pay nearly an hour's 

worth of wages to stay private are also able to throw caution to the wind, take a 50 cent bonus, 

and hope for the best. 

Importantly, this same avoidance pattern does not hold when participants make a choice 

between two money bonuses, rather than money versus privacy. In a Placebo Veiled Tradeoff 

Treatment, participants face the exact same experimental interface as in the Veiled Tradeoff 

group, but where the second column contains a second money bonus. The size of the second 

money bonus is drawn from the distribution of willingness-to-pay prices from participants in the 

Elicitation Treatment. When facing this choice, participants in the Placebo Veiled Tradeoff 

clicked to reveal the second column 66% of the time, a rate significantly different from the 

reveal rate in the Veiled Tradeoff group. 

This paper also presents data on changes in privacy preferences before, during, and after 

the Cambridge Analytica / Facebook scandal, a major scandal that made privacy issues more 

salient for many Facebook users. If people are not aware of privacy issues, scandals like this one 

might disabuse them of this lack of awareness, helping to resolve the inconsistency in people's 

privacy behavior. By happenstance, an initial round of the experiment was run several weeks 

before the scandal became public. Once the scandal broke, privacy issues -- and more 

specifically, privacy issues surrounding Facebook data and third party apps -- dominated the 

news, appearing on the front page of the New York Times on most days for a month. The 

experiment was re-run twice with new participants, once at the peak of the scandal and again a 

month later.  

I find that privacy preferences did not change during the scandal, but information 

avoidance behavior diminished. When facing the Direct Tradeoff treatment, 64% of participants 
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chose to keep their Facebook profile private instead of getting 50 cents, compared to 67% before 

the scandal (a slight but statistically insignificant drop). However, participants in the Veiled 

Tradeoff treatment were more likely to click to learn the privacy setting before making their 

choice, ultimately resulting in 58% opting for privacy (compared to 40% before the scandal). But 

this effect was short-lived. Forty days later, 46% opted for privacy over 50 cents -- a proportion 

statistically indistinct from the pre-scandal level, and significantly lower than the peak-of-the-

scandal level. 

The results of the experiment make people's inconsistency over privacy choices more 

mysterious. Until now in the literature, the two dominant explanations of the privacy paradox 

were revealed preference and ignorance. That is, maybe people give away their data because they 

value the services they get in return. Alternatively, maybe they do not realize they are giving 

away their data. In contrast, this experiment finds that the inconsistency persists, even in a setting 

where participants know the exact privacy loss at stake, and where ignorance is unlikely to affect 

the Direct Tradeoff and Veiled Tradeoff groups differently. At the same time, the experiment 

also shows that people are willing to pay for privacy. Therefore, the inconsistency cannot be 

written off as mere talk.  

The results also cast doubt on current privacy law doctrine in the United States, which 

relies on giving consumers better notice before they make privacy decisions. Such a policy 

makes sense if people's privacy inconsistency is explained by revealed preference or ignorance, 

since either way, better disclosure helps people make better choices. This experiment shows that 

such a policy will be difficult to execute, because even when, as in this experiment, a privacy 

disclosure is two words long (“high privacy” vs “low privacy”), many people are willing to avoid 

the disclosure and give away their data. 
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2. Background 

This section gives a brief background on privacy law and scholarship in three parts. First, 

it describes how existing privacy law in the United States relies on giving people information 

about data collection. Second, it describes the research on privacy that has led scholars to 

conclude that people are inconsistent about privacy choices because they are ignorant or 

boundedly rational. Third, it shows that information avoidance -- a phenomenon well-

documented in other domains -- is an alternative explanation for people's inconsistency.  

2.1. Privacy law relies on giving people information 

Firms in the United States can legally harvest data from consumers, so long as consumers 

receive proper notice and agree to the exchange. This framework, known as Notice and Choice, 

is the standard in United States privacy law (Strahilevitz, 2010). This Notice and Choice model 

was first outlined in a 1973 report by the U.S. Department of Health, Education and Welfare, and 

at the time, this legal framework was a departure from how privacy law originally developed. 

Before the rise in internet commerce and telecommunications, privacy was governed by tort law 

(Brandeis, 1890; Prosser, 1960; Posner, 1978). So long as it was not the government invading 

privacy -- in which case constitutional protections would be relevant -- a person could enforce 

various common law rights to privacy under private causes of action (e.g., a right to seclusion). 

As private data has become dominated by internet transactions, privacy law has been 

increasingly governed by contract law principles.1 

                                                 
1 There is more stringent regulation for certain consumers and certain industries. Banks send annual privacy notices 
because of the Gramm-Leach-Bliley Act. Doctors require patients to sign an extra form because of the Health 
Insurance Portability and Accountability Act. Websites ask users if they are older than 13 -- not 18, not 12, not 16 -- 
because of the Children's Online Privacy Protection Act. Outside the United States, there is more stringent 
regulation still. The European Union has started enforcing the General Data Protection Regulation, which imposes 
stronger consent requirements for data collection, forces firms to delete personal data at a consumer's request, and 
allows for fines up to 4% of a firm's global revenue. 
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Since privacy is governed by free choice, it becomes important to understand when and 

why consumers sell their personal data. As a result, much of the empirical literature on privacy 

looks at how much consumers value keeping their data private in voluntary transactions.  

2.2. Privacy preferences are fickle 

The question “how much do people value privacy” has been challenging to answer 

because people's privacy decisions are fickle. Acquisti (2013) offer people gift cards in exchange 

for completing a survey. When endowed with a $10, anonymous gift card, about half of 

participants chose to keep it rather than exchange it for a $12, non-anonymous gift card. When 

endowed with the less private $12 card, 90% of participants chose to keep it rather than 

exchange it for the $10, anonymous card. John (2011) find that people volunteer more sensitive 

information when asked indirectly, and also when a website seems less professional. Similarly, 

an experiment by legal scholars testing different disclosure techniques finds that people's privacy 

behavior is not much affected by providing them more and better information about their privacy 

choices (Ben-Shahar, 2016; c.f. Bakos, 2014). Along the same lines, Athey et al (2017) conduct a 

field experiment where MIT students are given Bitcoin and are invited to start using one of four 

digital wallets, with varying levels of privacy and convenience. Students' wallet choices were 

affected by the order in which the wallets were presented, and students' self-reported privacy 

preferences had no predictive power for their privacy choices. Hence, people's privacy decisions 

appear inconsistent. 

There are two simple explanations for this inconsistency: ignorance and revealed 

preference.  

Under the ignorance explanation, people are unaware of how much data they are 

emitting, or they struggle to value privacy, because it is abstract or because privacy costs are 
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inchoate and uncertain, both in scope and timing (Acquisti, 2013). Either way, they do not fully 

understand what is at stake. As a result, when deciding whether to exchange privacy for 

something more easily quantifiable, like money or convenience, small frictions may play an 

outsized role in decision-making. This line of scholarship draws on classic findings from 

psychology and economics, like the endowment effect and framing effects, to explain people's 

fickle privacy preferences.  

Under the revealed preference explanation, people give up privacy simply because this 

maximizes their utility. People say they do not like losing privacy, but people also say that they 

do not like losing $5. That does not mean it is a paradox if lines of people in a Starbucks happily 

give away $5 to a barista each morning -- provided they get a fancy latte in return.  

For either explanation -- revealed preference or ignorance -- more information is better. If 

it's costless, better information will help people make more informed choices in line with their 

preferences. Or, if people struggle to make consistent choices, better information can help dispel 

the cognitive biases or lack of awareness that might drive this inconsistency.  

2.3. Fickle privacy preferences can be explained by bounded rationality or by 

information avoidance 

The privacy literature points to bounded rationality or revealed preference to explain the 

privacy paradox, but information avoidance can just as easily explain the same pattern. There is a 

robust literature from psychology and economics on information avoidance (Loewenstein, 2017). 

While economists typically model information as an intermediate good (Posner, 1978; Stigler, 

1961) -- i.e., valuable only because it helps us achieve ends -- scholars in psychology and 

economics increasingly recognize that people sometimes behave as if information has emotional 

valence (Oster, 2013). More information is not always better. 
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Consider a now widely-replicated experiment on moral wiggle room (Dana, 2007), which 

is the basis for the experimental design used in this paper. In the experiment, a participant has to 

choose payoffs for herself (“me”) and a partner that she does not meet (“my partner”). In a 

baseline condition, she chooses between two options: $6 for me and $1 for my partner, or $5 for 

me and $5 for my partner. Most people pick the second option. A treatment group faces a 

slightly modified choice: $6 for me and $X for my partner, or $5 for me and $Y for my partner. 

In this case, either X is 1 and Y is 5 (as in the baseline group), or X is 5 and Y is 1. The person 

can costlessly click to find out the values of X and Y.  

Consider what a typical economic model would predict. If, in the baseline experiment, I 

preferred $5 and $5 over $6 and $1, and this is a strong preference, then I should click to find out 

the value of X and Y. Either I find out that I am in the baseline case, in which case I can choose 

$5 and $5 again, or I will find out that I am in the easier case and choose $6 and $5.  

But this is not how people act in the experiment. Instead, people avoid learning the values 

of X and Y and pick the $6 for me, $X for my partner option. They exploit the wiggle room to 

act selfishly. Other experiments on altruism, lab- and field-based, find similar results (Exley, 

2016; Malmendier, 2012; List, 2002). 

This pattern of behavior is important across disparate domains. In health, one study found 

that 27% of intravenous drug users at risk of HIV who got tested did not return to the clinic to 

see their results (Sullivan, 2004), even though knowing one's HIV positive status can lengthen 

one's life. In family planning, twenty states have laws requiring women to see a picture of the 

fetus before getting an abortion (Guttmacher Institute, 2018). Presumably, women know what a 

fetus looks like, so the law was not passed because the increased information of the fetus's 
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appearance will lead to more informed choices. In sum, people avoid information that upsets 

them, even if in theory a utility-maximizing agent would never reject free information. 

Given the central focus in privacy law on giving consumers better, cheaper information, 

and given the psychology and economics literature on how people avoid information, this paper 

focuses on testing an important open question: do people engage in information avoidance when 

making privacy decisions? 

3. Experimental Design 

I conduct an experiment to test for information avoidance in privacy decisions. 

Participants are randomized to one of two treatments: a Direct Tradeoff Treatment and a Veiled 

Tradeoff Treatment. This section first discusses the overall timeline of the experiment, then 

describes the two treatments in detail.2 

795 participants were recruited on Amazon Mechanical Turk to take a short survey about 

health and financial status.3 All participants were informed that before doing the survey, they 

would make decisions about the size of a bonus payment, to be received upon completion, and 

the privacy settings of the survey.4 

After recruitment, the timeline of the experiment consists of three stages: instructions and 

practice, privacy settings, and a survey.5 First, participants were shown an initial introductory 

screen that gives an overview of their participation. Participants were told that they would take a 

                                                 
2 The experiment was approved by Harvard's Committee on the Use of Human Subjects as protocol IRB18-0061. 
The experiment was pre-registered on AsPredicted under the title “Information Avoidance and Internet Privacy” 
(#16702) 
3 Research increasingly suggests that, for the purpose of social science experiments, Mechanical Turk users are a 
reliable sample. Irvine (2018) replicates three experiments using in-person labs, national online platforms, and 
Mechanical Turk, and finds that the results are constant across samples. The key difference was that that Mechanical 
Turk users were significantly more attentive than the other samples. See also Hoffman (2017), which replicates an 
experiment on Mechanical Turk, on college students in a physical lab, and college students in an online setting. 
4 Median hourly wages for workers was $14.96 (based on a median payment of $1.52 for a median completion of 8 
minutes 6 seconds). The experiment was conducted on November 20, 2018. 
5 Appendix A presents the entire experimental instructions. 
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survey, but while everyone would take the same exact survey, each participant would be given a 

choice between two privacy options. They could opt for high privacy, in which case their survey 

answers would be anonymous. Or, they could opt instead for low privacy, in which case they 

would click a “Log In with Facebook” button at the top of the survey. This meant that the 

survey-taker would see, in addition to the participant's survey answers, her public Facebook 

profile (including profile picture, name, and gender) and her email address. Participants who 

chose low privacy would not be allowed to finish the survey until they logged in. Participants 

then completed two short practice rounds which looked identical to the privacy settings task. 

After the instructions stage, participants chose their privacy settings. After completing the 

privacy settings stage, participants completed the survey stage. 

The privacy measure in the experiment -- whether to share Facebook information -- has 

three advantages: it is a real decision, it is a realistic one, and it is an important one. First, 

participants who give up their privacy in this experiment must actually give over their profile 

data, so the choice is not a hypothetical one. Nor is it a behavior that can be faked: unlike other 

privacy experiments, which measure privacy as a person's willingness to answer an intrusive 

question, a participant in this experiment cannot pretend to give up privacy without actually 

giving anything up.6 Second, the decision is a realistic one. The “Log In with Facebook” button 

is a ubiquitous part of the internet -- many websites allow people to log in with their Facebook 

(or Google) account rather than with the website itself. Hence, it is a choice people routinely 

make: should I engage in online activity in a way that is linked to my Facebook profile or not? 

                                                 
6 Even if participants have a fake account they can use -- Facebook works hard to limit such behavior, but is not 
100% successful -- even handing over a fake account involves some cost. Doing so means the experimenter can link 
a fake Facebook account to a Mechanical Turk account (and the answers in the survey), which makes the fake 
account less effective. 
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Third, the decision has important public policy implications, as suggested by the Cambridge 

Analytica scandal. 

Each person was randomized into one of two treatments during the privacy settings stage: 

the Direct Tradeoff Treatment and the Veiled Tradeoff Treatment. Figure 1.1 shows the exact 

format of the privacy choice made in each of the treatments.  

 

Figure 1.1: This figure shows the instructions page for each of the two treatments. The Direct 
Tradeoff Treatment group was shown the instructions in the top panel. The Veiled Tradeoff 
Treatment group was shown the instructions in the bottom panel. 
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In the Direct Tradeoff Treatment, participants only made one decision: a direct choice 

between a $0.02 bonus and Privacy Option A or a $0.52 bonus and Privacy Option B. The 

privacy options were randomized so that half the time, participants faced a degenerate choice 

between (more money, more privacy) and (less money, less privacy). The other half of the time, 

participants faced a true tradeoff between money and privacy. 

In the Veiled Tradeoff Treatment, participants faced the same decision as in the Direct 

Tradeoff Treatment, but the privacy setting was initially hidden. Participants had to click to 

reveal the column describing the privacy settings, and there was a 50% chance that the higher 

money bonus would mean losing their anonymity.7  

After completing the privacy task, all participants completed a nine-question survey, 

shown in Figure 1.2.  

 

Figure 1.2: After making their privacy choices, all participants completed the survey above. 
Those participants who opted for the anonymous survey were not shown the Facebook login 
button. Those that opted for the low privacy setting saw the login button, as in the picture above. 
 

Five questions covered demographics, health, and financial topics. These questions asked 

about the person's age, the number of times they exercise in a week, the number of times they 

                                                 
7 Note that for both groups, there was a 50% chance of facing a degenerate choice between (more money, more 
privacy) and (less money, less privacy). These decisions cannot tell us about how much a person values privacy, so 
they are omitted from the main analyses below. The resulting sample size is 535 participants: 117 in the Direct 
Tradeoff, 130 in the Veiled Tradeoff, 164 in the Placebo Veiled Tradeoff (described below), and 124 in the 
Elicitation Treatment (described below). 
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have attempted to diet in their life, their annual income, and their credit card debt. The survey 

also included two questions to check comprehension. One asked “How old were you when you 

were 10 years old” with a dropdown menu with several options, including 10. Another directly 

asked “How carefully did you make your choices?” with three options: “Not carefully at all”, “I 

thought about it a little”, and “I was very careful”. Two questions asked whether participants had 

a Facebook profile and how often they used Facebook. After submitting the survey, participants 

were finished. 

The user interface for the experiment was coded using HTML and Javascript, which 

ensured that the “reveal button” would work instantaneously -- without a page refresh. When a 

user clicked the reveal button, Javascript code changed the visibility setting of the hidden column 

from hidden to visible. The hidden column would therefore become visible immediately. The 

users' choices and data were sent to a MySQL database using PHP code. All code is available on 

request from the author and includes survey instructions, experimental module coding, and the 

raw data.8 

3.1. Placebo Test 

Any difference between the Direct Tradeoff and Veiled Tradeoff groups might be driven 

by clicking costs, rather than information avoidance. Suppose many people value privacy at 51 

cents, but the “click to reveal” button imposes a few cents of effort costs. Then we would 

observe a treatment effect, but because participants rationally conclude that it's not worth 

spending a few cents of effort for a 1 cent gain. 

I test this alternative explanation in two ways. First, I use an Elicitation Treatment to 

gather the full distribution of willingness-to-pay (WTP) prices for privacy. In the Elicitation 

                                                 
8 Contact the author for the ZIP file: dsvirsky@hbs.edu 
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Treatment, instead of making just one choice between privacy and 50 cents, participants made 10 

choices, with the money bonus varying between 25 cents and $5.00. Participants were told that 

one of their choices would be enforced. This is a standard technique in applied microeconomics 

to elicit a WTP price, in this case for staying anonymous. Participants faced a table as in Figure 

1.1, in which they chose between two rows of a table. The top row meant a $0.02 bonus and 

“High Privacy”, and the bottom row meant a $X.YY bonus and “Low Privacy”, with $X.YY 

ranging from $0.27 to $5.02. Hence, if someone opted to stay anonymous when offered $0.50, 

$1.00, and $1.50, but not at $2.00, then we can infer that her WTP for staying anonymous is 

between $1.50 and $2.00.  

Second, I conduct a Placebo Veiled Tradeoff treatment. This treatment is identical to the 

Veiled Tradeoff treatment, but instead of making a choice between one money bonus and 

privacy, participants make a choice between one money bonus and a second money bonus. The 

first money bonus is 50 cents, as in the main experiment, but the second money bonus is 

randomly drawn from the distribution of WTP prices from the Elicitation Treatment. If clicking 

costs alone are driving results in the main experiment, where people have some distribution of 

WTP prices for privacy, then we would observe the same size treatment effect if the second 

column is instead a money bonus drawn from the same distribution of WTP prices.  

3.2. Privacy Preferences Before, During, and After the Cambridge Analytica / 

Facebook Scandal 

On March 18, 2018, The Guardian first reported that Cambridge Analytica, a political 

consulting firm, had harvested data from nearly 90 million Facebook accounts in order to help 

conservative political candidates. Most of the data was obtained without consent, and the report 

quickly escalated into a public scandal. Cambridge Analytica largely relied on Mechanical Turk 
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to construct its illicit dataset. Mechanical Turk users were invited to share their Facebook data in 

exchange for monetary bonuses between $2 and $4, but in addition, the users gave permission to 

Cambridge Analytica (under false pretenses) to access their friends' profile data as well. The 

option to share friends' data was discontinued in 2016.  

The specific nature of the scandal could not have been better-suited to the dependent 

variable for privacy used in this experiment. Specifically, the scandal dealt with people's 

willingness to share their Facebook data as part of an unrelated survey, which is precisely the 

dependent variable measured in this paper. Further, Cambridge Analytica targeted Mechanical 

Turk users, so the experiment in this paper was run on the same sample of people targeted in the 

scandal -- though most likely not the exact same people, given natural turnover rates in 

Mechanical Turk's worker base. 

The experiment was run three times, and the timing was chosen to measure whether 

privacy preferences changed during and after the scandal. The pilot round of the experiment was 

initially run on February 23, 2018 -- 23 days before the scandal broke. A second round was 

conducted 11 days after the scandal became public. A third round was conducted 41 days later.  

Figure 1.3 uses Google trends data to show how often people searched for the phrase 

“Facebook privacy settings”. The graph shows a spike in such searches in the immediate 

aftermath of the scandal, coinciding with the second round of the experiment. This spike in 

search interest diminished by the time the third round was conducted. 
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Figure 1.3: This figure shows the relative volume of Google searches for the phrase “Facebook 
privacy settings” over time, as well as the timing of the initial three rounds of the experiment. 
These three rounds, all identical in design, are used to measure changes in privacy valuations and 
information avoidance behavior during the Facebook Cambridge Analytica Scandal. 
 

The main results presented in this paper are from an experimental round run on 

November 20, 2018, whereas the Facebook results are from three earlier rounds of the 

experiment. These initial three rounds did not include an Elicitation Treatment, only a Direct 

Tradeoff and Veiled Tradeoff treatment. Importantly, the three initial rounds were all identical to 

each other, which ensures that comparisons across these three rounds are valid. 

4. Results 

Table 1.1 presents summary statistics on the survey answers, as well as a balance check. 

Nearly all -- 94.6% -- participants reported having a Facebook account. This is important, as it is 

not clear how a person without a Facebook account would make a valuation decision in this 

experiment (though the balance check confirms that, however this would affect results, the lack 

of a Facebook account was similar across treatments). All analyses are substantively unchanged 

whether these participants are excluded or included, but in the data below, they are included. 

Across participants, Facebook use was common. The median participant reported using 

Facebook 4 or more times per week.  
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Table 1.1: Summary Statistics  

 

Table 1.1: Summary statistics for the Direct Tradeoff and Veiled Tradeoff groups. Standard 
deviation reported in parenthesis. Each statistic is taken from the participants' survey answers. 
Income and credit card debt variables are categorical.  Each category from 0 to 4 represents a 
different income or debt range. Diet attempts, Exercise and Facebook use can be 0, 1, 2, 3 or “4 
or more.” Reported p values taken from t-tests comparing the means of the two groups. 
 

The analyses below are restricted to participants who answered both the privacy valuation 

task and the survey, but attrition from the study may be of substantive interest in its own right, 

for example if people drop out of the study when they see that they have to share Facebook 

information. Attrition was quite low. In the Direct Tradeoff and Veiled Tradeoff treatments, 

attrition (defined as people who read the instructions but quit before the survey round) was 5% 

and 2% respectively. 

4.1. Results: Direct Tradeoff Treatment vs Veiled Tradeoff Treatment 

I find a treatment effect from putting a costless veil on privacy settings. 64% of people in 

the Direct Tradeoff Treatment refuse to sell their Facebook data for 50 cents.9 In contrast, in the 

                                                 
9 This is in line with the results from the Elicitation Treatment group, described below. In that group, 59% rejected 
an offer of 50 cents to share their Facebook profile, a slightly lower but statistically insignificant difference. 
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Veiled Tradeoff Treatment, when the privacy consequences of their actions are initially hidden, 

only 40% refuse to sell their Facebook data for 50 cents. A majority in the Veiled Tradeoff 

Treatment (58%) chose not to look at the privacy setting before deciding to take the 50 cents.  

Figure 1.4 result shows the proportion of participants who remained anonymous in the 

Direct Tradeoff Treatment and the Veiled Tradeoff Treatment. Figure 1.5 breaks down 

participants' decisions in both treatments, including their privacy choice as well as their decision 

whether to click. Table 1.2 reports various regressions where the unit of observation is an 

individual, the dependent variable is whether the participant ended up remaining anonymous, and 

the independent variable is an indicator variable for being in the Veiled Tradeoff Treatment. 

 

Figure 1.4: This figure shows the proportion of participants who ended up remaining anonymous 
instead of sharing their Facebook profile for 50 cents, for the Direct Tradeoff Treatment (N = 
117) and the Veiled Tradeoff Treatment (N = 130). These results exclude all participants who, by 
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randomization, faced a degenerate tradeoff of 50 cents and high privacy vs 0 cents and low 
privacy. Therefore, for the Veiled Tradeoff Treatment, anyone who chose the higher money 
option is counted as having chosen 50 cents over anonymity, regardless of whether they clicked 
to reveal the privacy setting before making their decision. 
 

 

Figure 1.5: This figure shows the decisions made by participants across the Direct Tradeoff 
Treatment and Veiled Tradeoff Treatment. This figure excludes participants who were 
randomized into a degenerate choice between more money and high privacy vs less money and 
low privacy. In the Direct Tradeoff Treatment, participants made a choice between {$0.02, High 
Privacy} versus {$0.52, Low Privacy}. In the Veiled Tradeoff Treatment, participants first 
decide whether to reveal or not to reveal. If they do not reveal, then they choose between {$0.02, 
Privacy Option A} and {$0.52, Privacy Option B}. If they do reveal, then they face the same 
choice as in the Direct Tradeoff Treatment. Because I exclude all participants who face a 
degenerate choice, the lower monetary bonus always corresponds to high privacy, though 
participants in the Veiled Tradeoff Treatment who do not click to reveal cannot be certain of this, 
and only know that there is a 50% chance that low money corresponds to high privacy and a 50% 
chance that low money corresponds to low privacy. 
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Table 1.2: Privacy Decisions in Veiled and Direct Tradeoff Groups, with Robustness Checks 

 

Table 1.2: Table reports a linear probability regression of a binary variable for whether the 
participant ended up staying anonymous on a binary variable for whether the participant was in 
the Veiled Tradeoff Treatment. Omitted group is the Direct Tradeoff Treatment. Robust standard 
errors in parentheses. *p < 0.05, ** p < 0.01, *** p<0.001 
 

The treatment effect is robust even if we exclude participants who failed comprehension 

and attention checks. During the survey (and after completing their privacy choices), one 

question asked “How old were you when you were 10?” with several options in a dropdown 

menu. Roughly 84% of participants correctly answered. Another question in the survey asked 

“How carefully did you make your choices?”, with three options: not carefully, a little carefully, 

and very carefully. Roughly 75% of participants said they answered the questions “very 

carefully”, 21% said “a little carefully” and 3% said not at all carefully. Note that by default, 

“Not Carefully At All” was selected. The main results are substantively unchanged if we exclude 

participants who did not pay very careful attention or who answered the comprehension question 

wrong. 
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Another robustness concern is confusion -- did participants in the Veiled Tradeoff 

Treatment mistakenly assume that a low bonus meant they would keep their privacy? That is, 

participants in the Veiled Tradeoff Treatment could have made (incorrect) guesses about the 

privacy settings, even though the instructions explicitly told them that the privacy settings were 

randomized. For example, a person could assume that the lower monetary payoff always meant 

higher privacy. In that case, we would expect that people would choose to never click to reveal 

the privacy setting but then nonetheless choose the lower payoff. Such behavior occurred in 4% 

of participants in the Veiled Tradeoff treatment. The results discussed here categorize these 

participants as having chosen privacy over 50 cents, but the results do not change if these 

participants are instead dropped. 

Table 1.2 reports the results of these robustness checks. Columns 2 - 5 report the result of 

the main regression, described above, but using different samples. Column 2 includes controls 

for survey answers, while columns 3 - 5 exclude participants based on comprehension, attention, 

and confusion (defined as opting for less money without clicking to reveal the privacy setting). 

The main results hold throughout. 

4.2. Results: Placebo Veiled Tradeoff and Elicitation Treatment 

The results from the Elicitation Treatment and Placebo Veiled Tradeoff give strong 

evidence that clicking costs are not driving the treatment effect in the main experiment. An 

alternative explanation of the results is that clicking to reveal the privacy settings is costly. It is 

possible that many participants value privacy at only slightly more than 50 cents, so when faced 

with the “click to reveal” button, they rationally decide that the costs of clicking and deciding are 

not worth the small gain in utility of potentially getting privacy over money. 
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One way to rule this is out is by directly eliciting people's WTP price for sharing their 

data, and in doing so, I find that the majority of people value privacy at $2.50 or above. Table 1.3 

shows people's WTP for staying anonymous in the Elicitation Treatment. Each row shows the 

proportion of participants who switched from High Privacy to Low Privacy at the prices offered. 

The results show that a plurality of participants -- 41.5% -- refuse to share their Facebook profile 

at all prices, even up to $5.00. Note that the average hourly wage on Mechanical Turk is roughly 

$5 per hour (Hara, 2018), so these participants would rather spend an hour of time completing 

mundane computer tasks than share their public Facebook profile with a survey-taker. 

Nonetheless, the second most-common WTP price was at the lower end, with 20.8% choosing to 

sell their Facebook profile at 25 cents. The remaining 38% evinced a WTP between 25 cents and 

$5.00.10  

Table 1.3: Distribution of Willingness-to-Pay Prices, Elicitation Treatment 

 

Table 1.3: This table presents the breakdown of Willingness-to-Pay (“WTP”) prices in the 
Elicitation Treatment. Participants faced 10 binary decisions where they could sell their 

                                                 
10 Irrational behavior, defined as having multiple switching points, was rare. It is hard to interpret someone giving up 
her privacy for 50 cents but not for $1.00, assuming that she also values more money over less money. In the 
Elicitation Treatment, 84% gave rational answers in the sense of having at most one switching point. This is a 
relatively low level of multiple switch behavior compared to other experiments that use multiple price lists, which 
typically find levels of multiple switch behavior ranging from 10% to as high as 50% (Andreoni, 2012; Meier, 
2016). This finding also suggests that Mechanical Turk workers evinced similar levels of this type of irrationality 
when compared to college students and people with moderate incomes in tax filing centers, among other samples. In 
calculating the distribution of WTP prices, I exclude participants with multiple switches, but the results are similar if 
I instead include them and define their switching point as either the lowest switch, the highest switch, or the average 
of the two. 
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Facebook data for $X.XX, with $X.XX ranging from $0.25 to $5.00. Participants were informed 
that one of their 10 decisions would be randomly selected and enforced. From these decisions, a 
WTP price is calculated by finding the switching point at which a person is willing to begin 
selling her data. People with multiple switching points are omitted (18 out of 124 participants 
had multiple switching points). People who refused to sell data at all prices are categorized as 
having a WTP of $5.00. 
 

Can the main experimental findings be explained by simple clicking costs? For example, 

if a user has a WTP for privacy of 50.1 cents, then it might not make sense to take a few seconds 

to reveal the privacy settings, even if she would have opted for privacy in the direct tradeoff 

treatment. Using the results of the Elicitation Treatment, I can say with more precision how high 

clicking costs would have to be to support such an explanation. Appendix B presents a more 

detailed mathematical approach to this question. It demonstrates three key points. First, anyone 

who values privacy at less than 50 cents should never click to reveal the privacy settings. 

Second, if clicking costs are zero, anyone who values privacy at more than 50 cents should 

always click to reveal the privacy settings. Third, and most relevant here, clicking costs would 

have to be nearly $2.00 to explain the treatment effect in this experiment. I consider this unlikely 

in this context, especially given that the median participant clicks their mouse 31 during the 

experiment times and is paid $1.52 for her participation. If clicking to reveal the two-word 

privacy settings really imposed a cost of $2.00, participants would be making a massive mistake 

by doing this experiment and finishing it.  

The results of the Placebo Veiled Tradeoff give more direct evidence that the results are 

not driven by clicking costs. Recall that in the Placebo Veiled Tradeoff, participants chose 

between two money bonuses, with the value of the second money bonus drawn from the 

distribution of WTP prices in the Elicitation Treatment. Participants knew the size of the second 

bonus and had to click to reveal which row the bonus was in. Among this group, the proportion 

of participants clicking to reveal the second column was 0.66. This is higher than the click rate of 



24 
 

0.42 in the main experiment, when participants chose between money and privacy, and the 

difference is statistically significant (Fisher's exact p < 0.001). Table 1.4 shows the click 

proportion in the Placebo Veiled Tradeoff group, broken down by the size of the second money 

bonus. These results suggest that people are capable of clicking to reveal the second bonus, and 

do so in a roughly rational way, when money is at stake instead of privacy. 

Table 1.4: How Many People Clicked To Reveal in Placebo Veiled Tradeoff Treatment? 

 

Table 1.4: This table shows the clicking behavior for participants in the Placebo Veiled Tradeoff 
treatment, by size of the second money bonus. The table shows how many participants clicked to 
reveal the size of the second bonus before deciding which row to choose, and how many did not 
click to reveal before deciding. 

In sum, the results of the Elicitation Treatment and Placebo Veiled Tradeoff Treatment 

suggest that the findings of the main experiment are not driven by clicking costs or confusion 

about the experimental design.  

4.3. Privacy Preferences Before, During, and After the Facebook Cambridge Analytica 

Scandal  

Roughly a month after a pilot round of the experiment was run, there was a controversial 

privacy scandal that directly involved people's willingness to share their Facebook data with 

third parties. A second and third round of the experiment were therefore run, one in the 

immediate aftermath of the scandal, and another roughly one month after. 
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There is no evidence that the sample of participants was observably different across time. 

Importantly, any changes we see are not necessarily attributable to the scandal, nor is the 

direction of any effect obvious ex ante. The experiment is limited in the sense that results could 

be driven by changes in the underlying sample of participants, or trends that affect people's WTP 

for keeping their Facebook profile private from a third party but that were unrelated to the 

Facebook scandal. To get a sense of these issues, Table 1.5 presents a balance check to see 

whether the three samples of participants are significantly different in any of the survey 

responses. I find balance across all three groups, suggesting that in terms of reported age, credit 

card debt, income, and exercise patterns, the sample did not measurably change before, during, 

and after the scandal. 

Table 1.5: Summary Statistics Before, During, and After Facebook Scandal 

 

Table 1.5: Summary statistics for all participants, broken down by whether the sample was from 
before, during, or after the Facebook scandal. To calculate p-value for a row, the variable for the 
survey response was regressed on indicator variables for two of the three treatments. The p-value 
reported is the p-value for the F-test, or the joint hypothesis that all the coefficients are 
insignificant. 
 

At the height of the Facebook / Cambridge Analytica scandal, people’s behavior in the 

Direct Tradeoff Treatment was unchanged. Before the scandal, 66% opted for privacy over 50 
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cents in the Direct Tradeoff Treatment. At the height of the scandal, this number was 64%, and 

one month later, the proportion was 63%. None of these changes were statistically significant.  

However, the treatment became less effective. Before the scandal, the Veiled Tradeoff 

Treatment caused a 26 percentage point drop (p < 0.001) in the proportion of people opting to 

keep their Facebook profile private. At the height of the scandal, the Veiled Tradeoff Treatment 

caused a 9 percentage point drop (p = 0.06). One month after the scandal, the treatment was 

effective again, causing a 17 percentage point drop (p = 0.003). The treatment effect at the height 

of the scandal was significantly different from the treatment effects before (p = 0.01) and after 

the scandal (p = 0.03). 

Figure 1.6 shows the proportion of people who chose to keep their Facebook data private 

during the survey instead of getting a fifty cent bonus, by treatment and across the three 

experiment dates.  
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Figure 1.6: This figure shows the proportion of people in the Direct Tradeoff and Veiled 
Tradeoff treatments who ended up staying anonymous instead of getting a 50 cent bonus, across 
experiment dates. The Facebook scandal became public on March 18, 2018. The first round of 
the experiment occurred on February 23. The second round occurred on March 29. The third 
round occurred on May 9. Error bars are +/- two standard errors. 
 

Table 1.6 presents regression results and robustness checks. The regression specification 

is as follows, letting p be an indicator variable for whether an individual ended up remaining 

anonymous, T be an indicator variable for whether the participant was in the Veiled Tradeoff 

Treatment, FB be an indicator for whether the experiment date occurred shortly after the 

Facebook scandal, and Post be an indicator for whether the experiment occurred forty days after 

the scandal.  

𝑝𝑝 = 𝛽𝛽0 + 𝛽𝛽1 ⋅ 𝑇𝑇 + 𝛽𝛽2 ⋅ 𝐹𝐹𝐹𝐹 + 𝛽𝛽3 ⋅ 𝐹𝐹𝐹𝐹 ⋅ 𝑇𝑇 + 𝛽𝛽4 ⋅ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝛽𝛽5 ⋅ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ⋅ 𝑇𝑇 + 𝜖𝜖𝑖𝑖 



28 
 

In the regression, 𝛽𝛽1 measures the treatment effect before the scandal, 𝛽𝛽2 measures the 

change in privacy preferences in the Direct Tradeoff Treatment group at the height of the 

Facebook scandal, 𝛽𝛽3 measures the change in the treatment effect at the height of the Facebook 

scandal, 𝛽𝛽4 measures the change in privacy preferences in the Direct Tradeoff Treatment group 

after the scandal, and 𝛽𝛽5 measures the change in the treatment effect after the scandal. Column 1 

includes the entire sample. Column 2 excludes participants who failed the comprehension check. 

Column 3 excludes participants who reported not answering carefully. Column 4 excludes 

participants who did not click to reveal the privacy setting but chose the lower money option. 

Table 1.6: Treatment Effect Before, During, and After Facebook / Cambridge Analytica Scandal 

 

Table 1.6: Table reports a linear probability regression of a binary variable for whether the 
participant ended up staying anonymous on binary variables for whether the participant was in 
the Veiled Tradeoff Treatment, whether the experiment occurred at the height of the Facebook 
scandal, whether the experiment occurred one month after the Facebook scandal, and interactions 
between the treatment indicator and date indicators. Each column represents the same regression 
but with different samples for robustness checks. Block bootstrap standard errors bootstrapped at 
the treatment level in parentheses. *p < 0.05, ** p < 0.01, *** p<0.001 

In sum, I find no measurable change in survey responses before, during, and after the 

Facebook scandal, nor do I find any chance in behavior in the Direct Tradeoff treatment. I do, 

however, observe that the experimental treatment became significantly less effective, and this 

was driven by people in the Veiled Tradeoff group opting for privacy more often. 
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5. Discussion 

The results of the experiment in this paper provide evidence for two conclusions. First, 

people do in fact behave inconsistently around privacy decisions. Second, this inconsistency can 

be explained in part by information avoidance.  

Because of unique timing, the paper also sheds some limited light on the effect of public 

privacy scandals on privacy behavior. The treatment effect dissipated at the height of one of the 

biggest, most salient privacy scandals of the past decade, but not because people valued privacy 

more when directly asked. Rather, when the scandal hit, people's ability to take advantage of the 

costless veil seems to have weakened. But this change did not signal a new normal -- privacy 

behavior returned to pre-scandal levels within two months of the scandal breaking. 

The results also suggest two directions for future scholarship on internet privacy. First, 

more research is needed to understand why people avoid information about privacy. Second, 

given that information avoidance can explain privacy inconsistency, more thought should be 

given to existing policy interventions in internet privacy. 

An important unresolved question is why people avoid information. There are several 

plausible mechanisms. One is signaling. People care about privacy, but they also care about 

being the type of person who cares about privacy. This drives a wedge between the direct 

tradeoff group and the veiled tradeoff group, because members of the veiled tradeoff group can 

take the monetary bonus without explicitly choosing to give away their data. In this view, people 

who tap “No” when a browser asks them to share their location may be evincing a sort of phatic 

preference: their action helps express righteous anger as much as underlying preferences in a 

small decision where the stakes are low. A second mechanism is that thinking about a 

probabilistic chance of losing privacy is itself upsetting, as in the model of anxiety in (Koszegi, 
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2003). A third mechanism is that people do care about privacy, but are also able to turn off their 

minds to privacy losses that are not directly in front of their face. Another mechanism is 

choosing costs (Sunstein, 2014). It takes effort to make a decision between money and privacy, 

especially if privacy costs are inchoate or hard to measure. Perhaps the direct tradeoff group has 

no choice but to make this effort, but the veiled tradeoff group might rationally decide that it is 

better to avoid doing the calculations, exploiting the veil as a cognitive shortcut. Still another 

explanation of the results is that all these mechanisms are true, to greater or lesser degress 

depending on the person and the context. Future research can explore this, for example by 

changing whether the decision to hide information is active or passive, or by changing the 

probabilities in the experiment. 

More broadly, the experiment suggests reason for skepticism about policy interventions 

aimed at improving consumer decision-making with better information. Under the simpler 

explanations of privacy inconsistency -- revealed preference and ignorance -- policy-makers 

agree that more and simpler information is better (FTC, 2012; Cranor, 2010). Specifically, better 

notice means better choices, provided the notice is at low cost. Given this, there have been 

extensive efforts to improve privacy disclosures, for example with a privacy nutrition label. 

However, this experiment shows that such efforts will be a steep climb. The results presented 

here show that even when the privacy settings could be revealed instantly, and even when the 

settings were a mere two words long (“low privacy” and “high privacy”), most participants still 

opted not to click. Even when, or especially when, a privacy disclosure is salient and clear and 

easily accessible, people may have struthious preferences. 
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Experiment 



34 

 

1. Racial Discrimination in the Sharing Economy: Evidence from a Field Experiment1 

Over the past fifty years, there have been considerable societal efforts to reduce the level 

of discrimination against African-Americans in the United States. In the context of housing and 

rental accommodations, antidiscrimination laws have sought to eliminate discrimination through 

regulation. While racial discrimination continues to exist in rental markets, it has improved in the 

last two decades (Yinger 1998, U.S. Dep’t of Housing and Urban Development, 2012; compare 

Zhao et al., 2005 to Ondrich et al., 1999). 

Yet in recent years, markets have changed dramatically, with a growing share of 

transactions moving online. In the context of housing, Airbnb has created a new market for short-

term rentals that did not previously exist, allowing small landlords to increasingly enter the market. 

Whereas antidiscrimination laws ban the landlord of a large apartment building from 

discriminating based on race, the prevailing view among legal scholars is that such laws likely do 

not reach many of the smaller landlords using Airbnb (Belzer & Leong, forthcoming; Todisco, 

2015).    

In this paper, we investigate the existence and extent of racial discrimination on Airbnb, 

the canonical example of the sharing economy. Airbnb allows hosts to rent out houses, apartments, 

or rooms within an apartment. To facilitate these transactions, Airbnb promotes properties to 

prospective guests, facilitates communication, and handles payment and some aspects of customer 

service. Airbnb allows hosts to decide whether to accept or reject a guest after seeing his or her 

name and often a picture – a market design choice that may further enable discrimination.   

To test for discrimination, we conduct a field experiment in which we inquire about the 

availability of roughly 6,400 listings on Airbnb across five cities. Specifically, we create guest 

                                                 
1 Co-authored with Michael Luca and Benjamin Edelman 
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accounts that differ by name but are otherwise identical. Drawing on the methodology of a labor 

market experiment by Bertrand and Mullainathan (2004), we select two sets of names—one 

distinctively African-American and the other distinctively White.2  

We find widespread discrimination against guests with distinctively African-American 

names. African-American guests received a positive response roughly 42% of the time, compared 

to roughly 50% for White guests.3 This 8 percentage point (roughly 16%) penalty for African-

American guests is particularly noteworthy when compared to the discrimination-free setting of 

competing short-term accommodation platforms such as Expedia. The penalty is consistent with 

the racial gap found in contexts ranging from labor markets to online lending to classified ads to 

taxicabs.4  

Combining our experimental results with observational data from Airbnb’s site, we 

investigate whether different types of hosts discriminate more, and whether discrimination is more 

common at certain types of properties based on price or local demographics. Our results are 

remarkably persistent. Both African-American and White hosts discriminate against African-

American guests; both male and female hosts discriminate; both male and female African-

American guests are discriminated against. Effects persist both for hosts that offer an entire 

property and for hosts who share the property with guests. Discrimination persists among 

                                                 
2 We build on the large literature using audit studies to test for discrimination. Past research considers African-

Americans and applicants with prison records in the labor market (Pager 2003), immigrants in the labor market 
(Oreopoulos 2011), Arabic job-seekers (Carlsson & Rooth 2007), gender (Lahey 2008), long-term unemployment 
(Ghayad 2014), and going to a for-profit college (Deming et al. 2016), among many others.  

3 Some caution is warranted here. We only observe a gap between distinctively white and distinctively African-
American names, which differ not only by suggested ethnicity but also potentially by socioeconomic status (Fryer and 
Levitt, 2004). For ease of exposition, we describe our results in terms of differences among the “African-American 
guests” or the “white guests,” or use the term “race gap,” without also specifying that our results may better be 
described as a “race and socioeconomic status gap.” Section 5 discusses this issue in more detail. 

4 Doleac & Stein (2013) find a 62% to 56% gap in offer rates for online classified postings. Bertrand and 
Mullainathan (2004) find a 10% to 6% gap in callback rates for jobs. Pope & Sydnor (2011) find a 9% to 6% gap in 
lending rates in an online lending market. Ayres et al. (2005) find a 20% to 13% gap in how often taxi drivers receive 
a tip. 
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experienced hosts, including those with multiple properties and those with many reviews. 

Discrimination persists and is of similar magnitude in high and low priced units, in diverse and 

homogeneous neighborhoods.  

Because hosts’ profile pages contain reviews (and pictures) from recent guests, we can 

cross-validate our experimental findings using observational data on whether the host has recently 

had an African-American guest. We find that discrimination is concentrated among hosts with no 

African-American guests in their review history. When we restrict our analysis to hosts who have 

had an African-American guest in the recent past, discrimination disappears – reinforcing the 

external validity of our main results, and suggesting that discrimination is concentrated among a 

subset of hosts.  

To explore the cost to a host of discriminating, we check whether each listing is ultimately 

rented for the weekend we inquired about. Combining that information with the price of each 

listing, we estimate that a host incurs a cost of roughly $65-$100 in foregone revenue by rejecting 

an African-American guest.   

Overall, our results suggest a cause for concern. While discrimination has shrunk in more 

regulated offline markets, it arises and persists in online markets. Government agencies at both the 

federal and state level have routinely conducted audit studies to test for racial discrimination since 

1955 in offline markets. One might imagine implementing regular audits in online markets as well; 

indeed, online audits might be easier to run at scale due to improved data access and reduced 

implementation cost. 

Our results also reflect the design choices that Airbnb and other online marketplaces use. 

It is not clear a priori how online markets will affect discrimination. To the extent that online 

markets can be more anonymous than in-person transactions, there may actually be less room for 
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discrimination. For example, Ayres and Siegelman (1995) find that African-American car buyers 

pay a higher price than white car buyers at dealerships, whereas Morton et al. (2003) find no such 

racial difference in online purchases. Similarly, platforms such as Amazon, eBay, and Expedia 

offer little scope for discrimination, as sellers effectively pre-commit to accept all buyers 

regardless of race or ethnicity. However, these advantages are by no means guaranteed, and in fact 

they depend on design choices made by each online platform. In this situation, Airbnb’s design 

choices enable widespread discrimination.   

2. ABOUT AIRBNB 

Airbnb is a popular online marketplace for short-term rentals. Founded in 2008, the site 

gained traction quickly and, as of November 2015, it offers 2,000,000 listings worldwide.5 This is 

more than three times as many as Marriott’s 535,000 rooms worldwide. Airbnb reports serving 

over 40 million guests in more than 190 countries.  

While the traditional hotel industry is dominated by hotels and inns that each offer many 

rooms, Airbnb enables anyone to post even a single room that is vacant only occasionally. Hosts 

provide a wealth of information about each listing, including the type of property (house, 

apartment, boat, or even castle, of which there are over 1400 listed), the number of bedrooms and 

bathrooms, the price, and location. Each host also posts information about herself. An interested 

guest can see a host’s profile picture as well as reviews from past guests. Airbnb encourages 

prospective guests to confirm availability by clicking a listing’s “Contact” button to write to the 

host.6 In our field experiments (described in the next section), we use that method to evaluate a 

host’s receptiveness to a booking from a given guest. 

                                                 
5 https://www.airbnb.com/about/about-us  
6 See “How do I know if a listing is available”, https://www.airbnb.com/help/question/137. 

https://www.airbnb.com/about/about-us
https://www.airbnb.com/help/question/137
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3. Experimental Design 

3.1. Sample and Data Collection 

We collected data on all properties offered on Airbnb in Baltimore, Dallas, Los Angeles, 

St. Louis, and Washington, D.C. as of July 2015. Our goal was to collect data from the top twenty 

metropolitan areas from the 2010 census. We started with these five cities because they had varying 

levels of Airbnb usage and came from diverse geographic regions. Baltimore, Dallas, and St. Louis 

offer several hundred listings each, while Los Angeles and Washington, D.C. have several 

thousand. We stopped data collection after these five cities because Airbnb became increasingly 

rapid in blocking our automated tools which logged into guest accounts and communicated with 

hosts. (We considered taking steps to conceal our methods from Airbnb, but ultimately declined 

to do so.)  

Because some hosts offer multiple listings, we selected only one listing per host using a 

random number generator. This helped to reduce the burden on any given host, and it also 

prevented a single host from receiving multiple identical emails. Each host was contacted for no 

more than one transaction in our experiment. 

We also collected data from each host’s profile page. This allowed us to analyze host 

characteristics in exceptional detail. First, we saved the host’s profile image. We then employed 

Mechanical Turk workers to assess each host image for race (White, African-American, Asian, 

Hispanic, multiracial, unknown), gender (male, female, two people of the same gender, two people 

of different genders, unknown), and age (young, middle-aged, old). We hired two Mechanical Turk 

workers to assess each image, and if the workers disagreed on race or gender, we hired a third to 

settle the dispute. If all three workers disagreed (as happened, for example, for a host whose profile 

picture was an image of a sea turtle), we manually coded the picture. We coded race as “unknown” 
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when the picture did not show a person. Through this procedure, we roughly categorized hosts by 

race, gender, and age.  

Profile pages also revealed other variables of interest. We noted the number of properties 

each host offers on Airbnb, anticipating that professional hosts with multiple properties might 

discriminate less often than others. We retrieved the number of reviews the host has received, a 

rough measure of whether the host is an avid Airbnb user or a casual one. We further checked the 

guests who had previously reviewed each host. Airbnb posts the photo of each such guest, so we 

used Face++, a face-detection API, to categorize past guests by race, gender, and age.7 This allows 

us to examine relationships between a host’s prior experience with African-American guests and 

the host’s rejection of new African-American requests. 

We also collected information about each listing. We recorded the price of the listing, the 

number of bedrooms and bathrooms, the cancelation policy, any cleaning fee, and the listing’s 

ratings from past guests. We also measured whether the listing offered an entire unit versus a room 

in a larger unit, yielding a proxy for how much the host interacts with the guest.  

Each listing included a longitude and latitude, which allowed us to link to census 

demographic data to assess the relationship between neighborhood demographics and 

discrimination. After linking the latitude and longitude to a census tract, we used census data on 

the number of African-American, Hispanic, Asian, and White individuals. Table 2.1 presents 

summary statistics about the hosts and listings as well as balanced treatment tests. 

                                                 
7 In addition to detecting race, gender, and age, Face++ estimates its confidence for each trait. When Face++ was 

unable to make a match or its confidence was below 95 out of 100, we used Mechanical Turk, to categorize the past 
guest via the method described above. 
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Table 2.1: Summary Statistics 

Variables Mean 

Std. 

Dev. Obs. 

Mean, 

White 

Accounts 

Mean, 

Af-Am 

Accounts p-value 

Host is White 0.63 0.48 6,392 0.64 0.63 0.15 

Host is Af-Am 0.08 0.27 6,392 0.08 0.08 0.97 

Host is female 0.38 0.48 6,392 0.38 0.37 0.44 

Host is male 0.30 0.46 6,392 0.3 0.3 0.90 

Price ($) 181 1,280 6,302 166.43 195.81 0.36 

Number of bedrooms 3.18 2.26 6,242 3.18 3.18 0.96 

Number of bathrooms 3.17 2.26 6,285 3.17 3.17 0.93 

Number of reviews 30.87 72.51 6,390 30.71 31.03 0.86 

Host has multiple 

listings 0.16 0.36 6,392 0.32 0.33 0.45 

Host has 1+ reviews 

from Af-Am guests 0.29 0.45 6,390 0.29 0.28 0.38 

Airbnb listings per 

Census tract 9.51 9.28 6,392 9.49 9.54 0.85 

% population Af-Am  

(Census tract) 0.14 0.2 6,378 0.14 0.14 0.92 

 

We later checked each listing to see whether hosts were ultimately able to fill openings. 

Our guests inquired about reservations eight weeks in advance. Thus, if a guest sent a message on 

August 1 about the weekend of September 25, we checked on Friday, September 24 to see whether 

the specified listing was still listed as available.  

3.2. Treatment groups 
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Our analysis used four main treatment groups based on the perceived race and gender of 

the test guest accounts. Hosts were contacted by guests with names that signaled African-American 

males, African-American females, White males, and White females, drawn from Bertrand and 

Mullainathan (2004). The list was based on the frequency of names from birth certificates of babies 

born between 1974 and 1979 in Massachusetts. Distinctively White names are those that are most 

likely to be White, conditional on the name, and similarly for distinctively African-American 

names. To validate the list, we conducted a survey in which we asked participants to quickly 

categorize each name as White or African-American. With just three seconds permitted for a 

response, survey takers had little time to think beyond a gut response. The survey results, presented 

in Appendix Table C.1, confirm that the names continue to signal race.8 

We then created twenty Airbnb accounts, identical in all respects except for guest names. 

Our names included ten that are distinctively African-American and ten distinctively White names, 

divided into five male and five female names within each group. To avoid the confounds that 

would result from pictures, we use only names; our Airbnb profiles include no picture of the 

putative guest. From these twenty guest accounts, we sent messages to prospective hosts. Each 

host was randomly assigned one of our twenty guest accounts. Figure 2.1 presents a representative 

email from one of our guests to an Airbnb host. The name and dates changed depending on the 

message sender and when the message was sent.9 In choosing the dates, we asked hosts about a 

                                                 
8 On a scale of 0 to 1, where 0 is African-American, the White female names each had an average survey response 

of 0.90 or above, and the African-American female names all had an average score of 0.10 or below. The male names 
showed slightly more variation but tell the same story: all the White male names scored 0.88 or above, and all the 
African-American male names except for Jermaine Jones scored 0.10 or below. The Appendix presents the full results 
of the survey. 

9 No more than 48 hours elapsed between our first contact to a host in a given city, and the completion of our 
contacting hosts in that city. Furthermore, no hosts in our sample had listings in more than one of the five cities we 
tested. Hence, it is unlikely that a host contacted later on in the study would have learned about the experiment. 
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weekend that was approximately eight weeks distant from when the message was sent. We limited 

our search to those properties that were listed as available during the weekend in question.  

Figure 2.1: Sample Treatment 

 

3.3. Experimental Procedure 

We sent roughly 6,400 messages to hosts between July 7, 2015 and July 30, 2015.10 Each 

message inquired about availability during a specific weekend in September. When a host replied 

                                                 
10 Our initial goal was to collect roughly 10,000 responses. This was based on a power analysis, which in turn used 

an effect size calculated from Edelman and Luca (2014). To find a similar effect size, we would need a sample size 
of roughly 3,000 hosts. But, to calculate an effect among a subgroup of hosts, like African-American hosts, which 
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to a guest, we replied to the host with a personal message clarifying that we (as the guest) were 

still not sure if we would visit the city or if we would need a place to stay. We sent this reply in 

order to reduce the likelihood of a host holding inventory for one of our hypothetical guests. 

We tracked host responses over the 30 days that followed each request. A research assistant 

then coded each response into categories. The majority of responses were in one of six groups: 

“No response” (if the host did not respond within 30 days); “No or listing is unavailable”; “Yes”; 

“Request for more information” (if the host responded with questions for the guest); “Yes, with 

questions” (if the host approved the stay but also asked questions); “Check back later for definitive 

answer”; and “I will get back to you.” As these categories show, our initial categorizations used 

subtle distinctions between possible responses. In our analyses below, however, we restrict our 

attention to the simplest response – “Yes” – though all of our results are robust to using “No” 

instead, as well as to ignoring non-responses or to using broader definitions of “Yes.”  

We collected all data using scrapers we built for this purpose. We sent inquiries to Airbnb 

hosts using web browser automation tools we built for this purpose. Our Institutional Review 

Board approved our methods before we began collecting data.  

4. Results 

Table 2.2 presents the main effect. We find that inquiries from guests with White-sounding 

names are accepted roughly 50% of the time. In contrast, guests with African-American-sounding 

names are accepted roughly 42% of the time. Columns 2 and 3 introduce additional control 

variables related to the host or the property. The effect stays constant at a roughly eight percentage 

point gap across these specifications, controlling for the host’s gender, race, an indicator for 

                                                 
represent roughly 7% of the Airbnb population, we would need a sample size closer to 10,000. We fell short of this 
goal for an exogenous reason: Airbnb shut down the experimental accounts after we collected roughly 6,400 responses.  
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whether the host has multiple listings, an indicator for whether the property is shared, host 

experience (whether the host has more than ten reviews), and the log of the listing price. 

Table 2.2. The Impact of Race on Likelihood of Acceptance 

 

 Dependent Variable: 1(Host Accepts) 

Guest is African-American 
-0.08*** 

(0.02) 

-0.08*** 

(0.02) 

-0.09*** 

(0.02) 

Host is African-American 
 

 

0.07** 

(0.02) 

0.09*** 

(0.02) 

Host is Male 
 

 

-0.05*** 

(0.01) 

-0.05*** 

(0.01) 

Host has Multiple Listings 
 

 

 

 

0.09*** 

(0.02) 

Shared Property 
 

 

 

 

-0.07*** 

(0.02) 

Host has 10+ Reviews 
 

 

 

 

0.12*** 

(0.01) 

ln(Price) 
 

 

 

 

-0.06*** 

(0.01) 

Constant 
0.49*** 

(0.01) 

0.50*** 

(0.01) 

0.76*** 

(0.07) 

Observations 6,235 6,235 6,168 

Adjusted R2 0.006 0.009 0.040 
 

Notes: A host’s response is coded as a “Yes” if, in her reply to the guest, she invites the guest to stay 
at the property, if she offers a special deal (“book within 24 hours and get a discount”), or approves the 
guest while also asking some clarifying question (“You can stay, but how many people will you have 
with you?”). Standard errors are clustered by (guest name)*(city) and are reported in parentheses. * p 
< .10. ** p < .05. *** p < .01.



45 

 

 

As noted, we break down hosts’ responses into 11 categories. Figure 2.2 shows the 

frequency of each response by race. One might worry that results are driven by differences 

in host responses that are hard to classify, such as conditional “Yes” responses. Similarly, 

we would be concerned if our findings were driven by differences in response r ate. 

African-American accounts might be more likely to be categorized as spam, or hosts may 

believe that African-American accounts are more likely to be fake, in which case one might 

expect higher non-response rates for African-American accounts. But as Figure 2.2 shows, 

the discrimination results occur because of differences in simple “Yes” or “No” responses, 

not because of non-responses or intermediate responses (like a conditional “Yes”). 

Figure 2.2: Host Responses by Race 

 

In the rest of this section, we use the wealth of data available on Airbnb about the 

host and location for each listing to look for factors that influence the gap between white 
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and African-American names. Does the identity of the host matter? Does the location of 

the property matter? Generally, we find that the discrimination is remarkably robust.  

4.1. Effects by Host Characteristics 

We first check whether our finding changes based on the identity of the host. If 

discrimination is driven by homophily (in-group bias), then the host’s race should matter. 

According to this theory, hosts might simply prefer guests of the same race. If homophily 

were the primary factor driving differential guest acceptance rates, then African-American 

guests would face higher acceptance rates from African-American hosts. Table 2.3 presents 

regressions that include guest race, host race, and an interaction term. Across the entire 

sample of hosts, the interaction between the race and guest of the host is not significantly 

different from zero, but the point estimate is noisy. This result masks heterogeneity across 

genders. Columns 2 and 3 of Table 2.3 report the same regression limited to male hosts 

and female hosts, respectively. Among male hosts, the interaction between the host’s race 

and guest’s race shows a widening of the race gap by 11 percentage points, whereas among 

females, the race gap narrows by 11 percentage points. Both estimates are noisy; we cannot 

reject coefficients of zero.11 

  

                                                 
11 Table 2.4 explores the effect of the host’s race with more nuance. It shows the proportion of Yes 

responses from each gender/race cell among hosts in response to each gender/race cell among guests. 
African-American male hosts discriminate against African-American male and female guests. White hosts 
of both genders are more likely to accept white guests of either gender. African-American female hosts are 
the only exception: they accept African-American female guests more than any other group. Thus, with the 
exception of African-American females, the data is inconsistent with homophily. 
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Table 2.3: Race Gap by Race of the Host  

 

 Dependent Variable: 1(Host Accepts) 

 
All  

Hosts 

Male  

Hosts 

Female 

Hosts 

Other  

Hosts 

Guest is African-American 
-0.08*** 

(0.02) 

-0.09*** 

(0.02) 

-0.09*** 

(0.02) 

-0.07* 

(0.03) 

Host is African-American 
0.06* 

(0.03) 

0.19*** 

(0.05) 

-0.00 

(0.04) 

0.03 

(0.09) 

Host is African-American * 

Guest is African-American 

0.01 

(0.05) 

-0.11 

(0.08) 

0.11 

(0.06) 

-0.06 

(0.14) 

Constant 
0.48*** 

(0.01) 

0.44*** 

(0.02) 

0.50*** 

(0.02) 

0.50*** 

(0.02) 

Observations 6235 1854 2336 2045 

Adjusted R2 0.007 0.015 0.007 0.003 

Implied Coefficient on Guest 

is Af-Am + Host is Af-Am * 

Guest is Af-Am 

-0.07 

(0.05) 

-0.19** 

(.08) 

0.02 

(.06) 

-0.12 

(0.14) 

 
Notes: Other hosts are hosts we could not classify as male or female. Of the 2,045 host pictures we could 

not classify for gender, 972 had a picture of a mixed-gender couple, 259 had a same-gender couple, 603 had 

a picture without a human in it, and the rest could not be classified. Standard errors are clustered by (guest 

name)*(city) and are reported in parentheses. * p < .10. ** p < .05. *** p < .01. 

 

Discrimination may also be influenced by a host’s proximity to the guest. For 

example, Becker (1957) formalizes racial discrimination as distaste for interactions with 

individuals of a certain race. On Airbnb, a host must classify each listing as offering an 

entire unit, a room within a unit, or a shared room. We classify anything other than an 

entire unit as a “shared property.” Column 1 of Table 2.5 shows that the race gap is 
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roughly the same whether or not a property is shared. (In unreported results, we find that 

the race gap stays roughly the same in shared properties with only one bathroom.) 

Table 2.4. Are Effects Driven by Host Characteristics? 

 Dependent Variable: 1(Host Accepts) 
Guest is African-
American 

-0.07*** 
(0.02) 

-0.08*** 
(0.02) 

-0.09*** 
(0.02) 

-0.11*** 
(0.02) 

-0.09*** 
(0.02) 

Shared Property 0.00 
(0.01) 

 
 

 
 

 
 

 

Shared Property * 
Guest is African-
American 

-0.02 
(0.03) 

 
 

 
 

 
 

 

Host has Multiple 
Listings 

 
 

0.14*** 
(0.02) 

 
 

 
 

 

Host has Multiple 
Listings * Guest is Af-
Am 

 
 

-0.01 
(0.03) 

 
 

 
 

 

Host has 10+ Reviews  
 

 
 

0.14*** 
(0.02) 

 
 

 

Host has Ten+ 
Reviews * Guest is 
Af-Am 

 
 

 
 

0.01 
(0.02) 

 
 

 

Host has 1+ reviews 
from an Af-Am guest     

0.10*** 
(0.01) 

Host has 1+ reviews 
from an Af-Am guest 
* Guest is Af-Am 

    
0.06* 
(0.02) 

Constant 0.49*** 
(0.01) 

0.46*** 
(0.01) 

0.42*** 
(0.01) 

0.50*** 
(0.01) 

0.46*** 
(0.01) 

Observations 6,235 6,235 6,235 6,235 6,235 
Adjusted R2 0.006 0.014 0.027 0.011 0.019 
Implied Coefficient on 
Guest is Af-Am + Host 
Trait * Guest is Af-Am 

-
0.09*** 

(0.02) 

-
0.09*** 

(0.03) 

-
0.08*** 

(0.02) 

-
0.08*** 

(0.03) 

-0.04 
(0.03) 

Notes: This table presents a linear regression of [Host Accepted] on a Host Trait, the Guest’s Race, and an 

interaction of the two. Standard errors are clustered by (guest name)*(city) and are reported in parentheses. 

* p < .10. ** p < .05. *** p < .01 

 



49 

 

One might expect a distinction between casual Airbnb hosts who occasionally rent 

out their homes, versus professional hosts who offer multiple properties. Roughly a sixth 

of Airbnb hosts manage multiple properties, and roughly 40% of hosts have at least 10 

reviews from past guests. Columns 2 and 3 explore the extent of discrimination among 

hosts with multiple locations, and those with more than 10 reviews. Across these 

specifications, the race gap persists with roughly the same magnitude.  

Table 2.5. Proportion of Positive Responses by Race and Gender 

 

  Guest Race / Gender 

  

White  

Male 

African-

American  

Male 

White  

Female 

African-

American  

Female 

H
os

t R
ac

e 
/ G

en
de

r 

White 

Male 
0.42 0.35 0.49 0.32*** 

African-

American 

Male 

0.64** 0.40 0.59 0.43 

White 

Female 
0.46 0.35 0.49 0.44 

African-

American 

Female 

0.43 0.38 0.53 0.59*** 

Notes: This table shows the proportion of Yes responses by hosts of a certain race/gender to guests of a 

certain race/gender. * p < .10. ** p <.05. *** p<.01. P-values from testing that proportion of Yes responses 

in a specific cell is equal to the proportion of Yes responses from the other cells in that row. 
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4.2. Effects by Listing Characteristics  

Just as discrimination was robust across host characteristics, we find that 

discrimination does not vary based on the cost or location of the property. Column 1 of 

Table 2.6 shows that, overall, listings above the median price are more likely to reject 

inquiries. However, discrimination remains both among more expensive and less expensive 

listings.  

Table 2.6. Are Effects Driven by Location Characteristics? 

  Dependent Variable=1(Host Accepts) 

Guest is Af-Am -0.09*** 

(0.02) 
-0.08*** 

(0.02) 
-0.09*** 

(0.02) 
-0.12** 
(0.06) 

Price > Median -0.07*** 

(0.02) 
   

 
Guest is Af-Am *  
(Price > Median) 

0.01 
(0.03) 

   
 

Share of Af-Am Population 
in Census Tract 

 0.05 
(0.05) 

  
 

Guest is Af-Am * (Share of 
Af-Am Population in Census 
Tract) 

 0.02 
(0.08) 

  
 

Airbnb Listings per Census 
Tract 

  -0.0007 
(0.0009) 

 
 

Guest is Af-Am *  
(Airbnb Listings per Census 
Tract) 

  0.0008 
(0.001) 

 
 

Probability Listing is Filled 8 
Weeks Later    0.56*** 

(0.08) 
Guest is Af-Am *  
(Probability Listing is Filled 
8 Weeks Later) 

   0.09 
(0.12) 

Constant 0.52*** 

(0.02) 
0.48*** 

(0.01) 
0.49*** 

(0.02) 
0.24*** 
(0.03) 

Observations 6235 6223 6235 6101 
Adjusted R2 0.01 0.006 0.006 0.030 
Notes: Standard errors are clustered by (guest name)*(city) and are reported in parentheses. 

* p < .10. ** p < .05. *** p < .01. 
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We can also check whether the listing was eventually filled (for the nights in 

question) to create a proxy for the desirability of the listing. First, we fit a Probit model to 

predict the likelihood that the listing was filled, controlling for a fixed city effect and a host 

of covariates.12 Then we assign each listing a probability of being filled. This lets us test 

whether discrimination changes based on the listing’s desirability.13 It does not. 

We also hypothesized that the extent of discrimination might vary with the diversity 

of a neighborhood. More generally, one might expect that geography matters and that 

discrimination is worse in some areas than others, due to market structure or underlying 

rates of discrimination among a population. Merging data on neighborhoods by census 

tract, Column 2 shows that the extent of discrimination does not vary with the proportion 

of nearby residents who are African-American. Column 3 shows that discrimination is 

ubiquitous: it does not vary with the number of Airbnb listings within the census tract. We 

also find discrimination in all cities in our sample, as shown in Appendix Table C.2.  

4.3. Robustness – Effects by Name 

Table 2.7 shows the proportion of positive responses broken down by name. The 

effect is robust across choice of names. For example, the African-American female name 

with the most positive responses (Tamika) received fewer positive responses than the 

White female name with the fewest positive responses (Kristen), though this difference is 

not statistically significant. Similarly, the African-American males with the most positive 

                                                 
12 The covariates are as follows: the host’s race and gender, the price, number of bedrooms, whether the 

property is shared, whether the bathroom is shared, the number of reviews, the age of the host, whether the 
host operates multiple listings, the proportion of White people in the census tract, and the number of Airbnb 
listings in the census tract. 

13 We thank an anonymous reviewer for suggesting this approach. 
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responses (Darnell and Rasheed) received fewer acceptances than the White male with the 

fewest positive responses (Brad).  

Table 2.7. Proportion of Positive Responses, by Name 

Entire Sample 0.43 
(6,390) 

White Female African-American Female 

Allison Sullivan 0.49 
(306) Lakisha Jones 0.42 

(324) 

Anne Murphy 0.56** 
(344) Latonya Robinson 0.35** 

(331) 

Kristen Sullivan 0.48 
(325) Latoya Williams 0.43 

(327) 

Laurie Ryan 0.50 
(327) Tamika Williams 0.47** 

(339) 

Meredith O’Brien 0.49 
(303) Tanisha Jackson 0.40 

 (309) 
White Male African-American Male 

Brad Walsh 0.41* 
(317) Darnell Jackson 0.38 

(285) 

Brent Baker 0.48 
(332) Jamal Jones 0.33 

(328) 

Brett Walsh 0.44 
(279) Jermaine Jones 0.36 

(300) 

Greg O’Brien 0.45 
(312) Rasheed Jackson 0.38 

(313) 

Todd McCarthy 0.43 
(314) Tyrone Robinson 0.36 

(254) 

Notes: The table reports the proportion of Yes responses by name. The number of messages sent by each 

guest name is shown in parentheses. * p < .10. ** p < .05. *** p< .01. P-values from test of proportion. Null 

hypothesis is that the proportion of Yes responses for a specific name are equal to the proportion of Yes 

responses for all other names of the same race*gender cell. 
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4.4. Comparing Experimental Results with Observational Patterns 

Each listing page includes reviews from previous guests, along with profile pictures 

for these guests. This allows us to see which hosts previously accepted African-American 

guests (although not all guests leave reviews and not all guests have photos that reveal their 

race). We use this data to assess the external validity of our results.  

We collected profile pictures from the ten most recent reviews on each listing page. 

We categorized these past guests by race and gender, finding that 29% of hosts in our 

sample had at least one review from an African-American guest. We then regressed the 

likelihood of a host responding positively to our inquiry on the race of the guest, whether 

the host has at least one recent review from an African-American guest, and an interaction 

between these variables. Column 5 of Table 2.5 reports the results. We find that the race 

gap drops sharply among hosts with at least one recent review from an African-American 

guest. We cannot reject zero difference for requests from our African-American test 

accounts versus requests from our White test accounts, though this result is only significant 

at the 10% level.14  

This finding reinforces our interpretation of our main effects, including the role of 

race and the interpretation that observed differences reflect racial discrimination by Airbnb 

hosts. Put another way, if our findings are driven by a quirk of our experimental design, 

14 These findings are robust to alternative specifications of a host’s past guests. The same substantive 
results hold if we look at the raw number of reviews from African-Americans, rather than whether there is at 
least one such review. The same is true if we use the proportion of reviews from African-American guests. 
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rather than race, then it is difficult to explain why the race gap disappears precisely among 

hosts with a history of accepting African-American guests.  

4.5. Importance of Profile Pictures and More Complete Profiles 

A related concern is that we used guest profiles that were relatively bare. A host 

may hesitate to accept a guest without a profile picture or past reviews. Of course, this 

alone cannot explain the race gap, since both white and African-American guests had bare 

profiles. But it does raise the question of whether more complete profiles could mitigate 

discrimination.15  

Internal data from Airbnb and observational data on Airbnb users both suggest that 

profile pictures alone are unlikely to make much difference. With access to internal Airbnb 

data, Fradkin (2015) looks at roughly 17,000 requests sent to hosts and finds that guests 

are rejected 49% of the time. Notably, these requests from ordinary Airbnb users, with 

typical Airbnb profiles, were rejected at a rate similar to that of our guests. In our 

experiment, as detailed in Appendix Table C.3, 44% of guests were rejected or received no 

response. Another 11% received a message from a host requesting more information. The 

remaining 46% were accepted. The similarity in rejection rates suggests that 

incompleteness of our guests’ profiles is not likely to be causing a change in the rejection 

rate, and reinforces the ecological validity of our experimental design. 

15 Similarly, our experiment does not assess whether discrimination occurs because of race or social class. 
Hanson & Hawley (2011) find, in a field experiment on Craigslist’s housing market using similar 
methodology, that renters with African-American names face a penalty, but that the penalty decreases if the 
email sent to a landlord signals higher social class. Under some specifications, African-Americans face a 
statistically significant penalty based on race and an additional penalty for signaling low class, also 
statistically significant. Under other specifications, the racial gap is not statistically significant when 
comparing white and African-American guests who both signal high social class. On the whole, the paper 
indicates that social class and race both play a role. 
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Other methods indicate that profile pictures seem to have little impact on 

acceptance decisions. In a logistic regression estimating the probability of receiving a 

rejection from a host, again using internal Airbnb data, Fradkin (2015) finds that including 

a profile picture has no significant effect. This matches the observational data we collect: 

in a random selection of Airbnb users, we found that only 44% have a profile picture. The 

proportion of guests with a profile picture is higher among users who have left a review, 

but nonetheless both analyses indicate that the existence of profile pictures plays a small 

role in host decision-making. Further, even if profile pictures impact rejection rates, it is 

not clear that the impact should be differential by race. For example, one might expect that 

pictures would make a guest’s race more salient. If our results are driven by race, then our 

findings would be a lower bound on the true effect. 

One limitation of our experiment is that we do not observe the effect of past reviews 

on discrimination. If our findings are driven by statistical discrimination, positive reviews 

from previous hosts may reduce the extent of discrimination. However, three factors 

suggest that reviews are an incomplete response to a discrimination problem. First, our 

acceptance rates are similar to overall acceptance rates on Airbnb (Fradkin 2015), which 

indicates that hosts are not treating our test guest accounts differently for lack of reviews, 

meaning that reviews would be unlikely to eliminate discrimination. Indeed, for reviews to 

eliminate discrimination, they would need to provide a 16 percent differential increase in 

acceptance rates for African-Americans, relative to White guests.  Second, all Airbnb users 

necessarily start without past reviews, so a review system would not address any initial 

barriers to entry that guests face. Third, a subjective review system can itself allow or 

facilitate discrimination. (See, e.g., Goldin and Rouse, 2000, finding that visually 
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confirming a musician’s gender may influence an expert’s judgment of her work.) 

Whatever mechanism is causing a lower acceptance rate for the African-American guests 

may also cause a worse rating. 

4.6. How much does discrimination cost hosts? 

A host incurs a cost for discriminating when rejecting a guest causes a unit to 

remain empty. The expected cost depends on the likelihood of the property remaining 

vacant, which in turn depends on the thickness of the market. If a host can easily find a 

replacement guest, then discrimination is nearly costless for the host. But if a property 

remains vacant after the host rejects a guest, then discrimination imposes a more significant 

cost. In other words, the impact on net revenue from discriminating depends on the 

likelihood of filling a unit with someone of the host’s preferred race after rejecting a guest 

of a disfavored race.  

Because we collect data about each property’s availability after a host declines a 

guest, we can estimate the cost in net revenue from discrimination. Suppose a host charges 

price p for a listing and pays listing fees f to Airbnb. Let πreplace be the probability of filling 

the property after rejecting a guest in our study. Then the cost in net revenue of 

discrimination is as follows: 

ΔNet Revenue = (p - f) - πreplace ∙ (p – f) = (1 - πreplace ) ∙ (p – f) 

That is, the cost of discrimination, in terms of net revenue, is the revenue that the 

host forgoes if the listing remains empty multiplied by the probability that the listing 

remains empty. 
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In our data, hosts who rejected or never responded to our inquiries had properties 

with a median price of $163 and a mean price of $295.16 The numbers are similar and 

slightly higher if we restrict the sample further to those hosts who rejected African-

American guests, or if we expand the sample to hosts who responded positively Yes to our 

accounts.17 Airbnb charges each host a fee equal to 3% of the listing price. 

After our inquiries, roughly 25.9% of the listings in our study remained vacant on 

the dates we requested after rejecting or not responding to one of our guests. Another 37.9% 

remained listed but were no longer available on those dates, suggesting that the host either 

found another guest or decided to no longer make the property available on the specified 

dates. The remaining 36.1% of properties were no longer listed on Airbnb. Because it is 

unclear whether the hosts who exit should be excluded from the sample or treated as not 

having found a replacement, we develop two estimates.  

If we exclude these disappearing hosts from our calculation, 59.4% of hosts found 

a replacement guest. Setting p equal to the median price ($163) and fees at 3% of the 

median price:  

ΔNet Revenue = (1 - .594) • ($163 - .03 • $163) ≈ $64.19 

If we treat disappearing listings as vacancies, in effect assuming that the host of a 

dropped listing was not able to find a replacement guest, then only 37.9% of hosts found a 

replacement guest. The cost of discrimination rises as a result:  

                                                 
16 In calculating price, we sum the listing price and any cleaning fee. 
17 An anonymous reviewer correctly points out that the host we are interested in is the host on the margin 

of discriminating. But there are hosts far from this margin both within the group of hosts who said Yes and 
within the group of hosts who said No. Nonetheless, our calculations in this section are not sensitive to which 
group of hosts we include. When including hosts who said Yes, the median price drops from $163 to $150, 
and the probability of finding a replacement guest rises to 64% instead of 59.4% (excluding disappearing 
hosts) or 45% instead of 37.9% (including disappearing hosts). Thus, the cost of discrimination drops by 
about $10 or $20 among hosts who say Yes, and therefore either did not discriminate against the African-
American accounts or did not get a chance to do so.  
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ΔNet Revenue = (1 - .379) • ($163 - .03 • $163) ≈ $98.19 

In this analysis, we focus on the net revenue, which does not incorporate the 

marginal cost of each night the listing is rented, since we do not directly observe costs. The 

cost of hosting includes various types of host effort or wear-and-tear to the property. In 

principle, hosting also entails a risk of damage by a guest, though throughout the relevant 

period Airbnb automatically provided all hosts with property insurance, which reduces the 

risk. Our calculation also excludes unobserved benefits of hosting, such as the possibility 

that a positive review draws more guests in the future and improves the listing position on 

Airbnb. A full estimate of profit would also need to consider the time cost of looking for 

new guests after rejecting someone on the basis of race.18 

While these estimates are clearly noisy, they suggest that hosts incur a real cost by 

discriminating. The median host who rejects a guest because of race is turning down 

between $65 and $100 of revenue. 

5. Discussion

Online platforms such as Airbnb create new markets by eliminating search 

frictions, building trust, and facilitating transactions (Lewis 2011, Luca forthcoming). With 

the rise of the sharing economy, however, comes a level of discrimination that is impossible 

in the online hotel reservations process. Clearly, the manager of a Holiday Inn cannot 

18 Our calculation also ignores other factors that cut in both directions. Responding with a Yes to a guest 
does not provide 100% certainty of a paid booking; the guest may choose another option or may not make 
the trip. In that case, our estimates overstate the revenue loss. Similarly, we have imperfect information about 
whether a host found a replacement guest. Among other complexities, our guests requested two-night stays; 
we treat a host as having filled a listing if the host found a replacement guest for at least one of the nights, 
though a host who filled only one of the nights has nonetheless lost one night of revenue.  
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examine names of potential guests and reject them based on race or socioeconomic status 

or some combination of the two. Yet, this is commonplace on Airbnb, which now accounts 

for a growing share of the short-term rental market.  

Our results contribute to a small but growing body of literature suggesting that 

discrimination persists—and we argue may even be exacerbated—in online platforms. 

Edelman and Luca (2014) show that African-American hosts on Airbnb seek and receive 

lower prices than White hosts, controlling for the observable attributes of each listing. Pope 

and Sydnor (2011) find that loan listings with pictures of African-Americans on 

Prosper.com are less likely to be funded than similar listings with pictures of White 

borrowers. Doleac and Stein (2013) show that buyers are less likely to respond to Craigslist 

listings showing an iPod held by a Black hand compared to an identical ad with a White 

hand. In contrast, Morton et al. (2003) find no difference by race in price paid for cars in 

online purchases—a sharp contrast to traditional channels (see, e.g., List, (2004); Zhao et 

al., (2005)).  

One important limitation of our experiment is that we cannot identify the 

mechanism causing worse outcomes for guests with distinctively African-American 

names. Prior research shows that distinctively African-American names are correlated with 

lower socioeconomic status (Fryer and Levitt, 2004). Our findings cannot identify whether 

the discrimination is based on race, socioeconomic status, or a combination of these two. 

That said, we note that discrimination disappears among hosts who have previously 

accepted African-American guests. One might worry that discrimination against our test 

guest accounts results from our choice of names and hence does not represent patterns that 

affect genuine Airbnb guests. However, we find that discrimination is limited to hosts who 
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have never had an African-American guest, which suggests that our results are consistent 

with any broader underlying patterns of discrimination.  

Similarly, our experiment does not provide a sharp test of alternative models of 

discrimination. The theoretical literature on discrimination often distinguishes between 

statistical and taste-based discrimination. While our experimental design cannot reject 

either mechanism, our findings suggest a more nuanced story than either of the classic 

models. For one, we find homophily among African-American females, but not among 

other race/gender combinations. Furthermore, we find that discrimination is not sensitive 

to a measure of proximity between the host and guest. Both findings are in tension with 

pure taste-based discrimination. But we also find some evidence against pure statistical 

discrimination. As noted above, we find that hosts who have had an African-American 

guest in the past exhibit less discrimination than other hosts. This suggests that, at the very 

least, hosts are using different statistical models as they evaluate potential guests.  

5.1. Designing a Discrimination-free Marketplace 

Because online platforms choose which information is available to parties during a 

transaction, they can prevent the transmission of information that is irrelevant or potentially 

pernicious. Our results highlight a platform’s role in preventing discrimination or 

facilitating discrimination, as the case may be. If a platform aspires to provide a 

discrimination-free environment, its rules must be designed accordingly.  

Airbnb has several options to reduce discrimination. For example, it could conceal 

guest names, just as it already prevents transmission of email addresses and phone numbers 

so that guests and hosts cannot circumvent Airbnb’s platform and its fees. Communications 
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on eBay’s platform have long used pseudonyms and automatic salutations, so Airbnb could 

easily implement that approach.  

Alternatively, Airbnb might further expand its “Instant Book” option, in which 

hosts accept guests without screening them first. Closer to traditional hotels and bed and 

breakfasts, this system would eliminate the opportunity for discrimination. This change 

also offers convenience benefits for guests, who can count on their booking being 

confirmed more quickly and with fewer steps. However, in our sample, only a small subset 

of hosts currently allow instant booking. Airbnb could push to expand the use of this 

feature, which would also serve the company’s broader goal of reducing search frictions. 

More generally, our results suggest an important tradeoff for market designers, who 

set the rules of online platforms, including the pricing mechanisms (Einav et al 2013) and 

the information that is available and actionable at the time of transaction (Luca 

forthcoming). Market design principles have generally focused on increasing the 

information flow within a platform (Bolton et al 2013, Che and Horner 2014, Dai et al 

2014, Fradkin et al 2014), but we highlight a situation in which platforms may be providing 

too much information.  

5.2. Policy Implications 

Because the legal system grants considerable protection to online marketplaces, 

Airbnb is unlikely to be held liable for allowing discrimination on its platform. Within the 

United States, the Civil Rights Act of 1964 prohibits discrimination in hotels (and other 

public accommodations) based on race, color, religion, or national origin. But these laws 

appear to be a poor fit for the informal sharing economy, where private citizens rent out a 

room in their home (Belzer and Leong, forthcoming; Todisco, 2015). As discussed in 
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Edelman and Luca (2014), any changes by Airbnb would likely be driven by ethical 

considerations or public pressure rather than law. In contrast, offline rental markets and 

hotels have been subject to significant regulation (as well as audit studies to test for 

discrimination) for decades. This contributes to worry among policy-makers that online 

short-term rental markets like Airbnb may be displacing offline markets, which are more 

heavily regulated (Schatz et al, 2016). One clear policy implication is that regulators may 

want to audit Airbnb hosts using an approach based on our paper—much like longstanding 

efforts to reduce discrimination in offline rental markets.  

One might have hoped that online markets would cure discrimination, and it seems 

a different design might indeed do so. Regrettably, our analysis indicates that at Airbnb, 

this is not yet the case. 
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Chapter 3: The Effect of Graphic Warning Labels on Sugary Drink Purchasing 
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1. The Effect of Graphic Warning Labels on Sugary Drink Purchasing1  

Consumption of sugary drinks, such as soda, is a leading contributor to major health 

problems including obesity (Ludwig, Peterson, & Gortmaker, 2001), diabetes (Schulze et al., 

2004), and heart disease (Fung et al., 2009). To reduce purchasing and consumption of sugary 

drinks, several local and state governments have proposed warning labels highlighting health 

risks; for example, San Francisco passed a policy requiring text warning labels on sugary drink 

advertisements, but it has not been implemented due to legal challenges from industry (Wiener, 

Mar, Cohen, & Avalos, 2015). Despite these initiatives, there are no published field tests 

evaluating whether sugary drink warning labels achieve their intended purpose in the real world, 

though two recent scenario-based lab studies point to their promise (Roberto, Wong, Musicus, & 

Hammond, 2016; VanEpps & Roberto, 2016). Beyond the question of effectiveness, there have 

been no published nationally-representative polls evaluating whether the public would accept 

them.  

Like calorie labels, warning labels aim to provide health-relevant information to induce 

healthy behavior change. However, past research underscores the limits of this approach; for 

example, the evidence on whether calorie labels reduce calorie purchasing is mixed (Bleich et 

al., 2017; Downs, Wisdom, Wansink, & Loewenstein, 2013). Unlike calorie labels, warning 

labels convey direct information about potential health harms, which might increase their 

potency. This information attempts to overcome factors that often lead to suboptimal health 

decisions, including visceral factors such as hunger and self-control limits (FDA, 2014;  

Loewenstein, Read, & Baumeister, 2003; Stroebe, van Koningsbruggen, Papies, & Aarts, 2013).  

                                                           
1 Co-authored with – in alphabetical order – Grant Donnelly, Leslie John, and Laura Zatz. 
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In addition to identifying the limitations of health information, research also suggests that 

it can be effective when provided in a salient and intuitively comprehensible way (Downs, 

Loewenstein, & Wisdom, 2009; Fagerlin, Zikmund-Fisher, & Ubel, 2011; Korfage et al., 2013). 

For example, people choose healthier beverages when calories are expressed in physical activity 

equivalents (Bleich, Barry, Gary-Webb, & Herring, 2014; Bleich, Herring, Flagg, & Gary-Webb, 

2012). Such translation is likely even more compelling when it triggers an affective response 

(Loewenstein, 1996).  

Indeed smoking cessation research has shown that graphic warning labels can be more 

effective than text warnings across a variety of outcomes (Noar et al., 2017; Noar et al., 2016a; 

Noar et al., 2016b; Purmehdi, Legoux, Carrillat, & Senecal, 2017). Sometimes a “diminishing 

cascade of effects” (Purmehdi et al., 2017) is observed whereby effects are strongest and most 

consistent for proximal measures of affective arousal and attention, less so for behavioral 

intentions, and weakest for behaviors such as calls to quit lines and cigarette consumption. 

Nonetheless even modest effects are noteworthy for such an intractable behavior given that 

labeling is a relatively weak intervention compared to approaches such as taxation and choice 

architecture. 

Given the significant influence of public opinion on policy (Burstein, 2003) we also 

assessed consumer sentiment for placing graphic warning labels on sugary drinks. A recent study 

found that Americans generally prefer interventions that invoke primarily cognitive processes 

(e.g., facts about smoking risks) over those that invoke affect (e.g., pictures of cancer patients); 

however, support for the latter increased when people were informed of their effectiveness 

(Sunstein, 2016). We hypothesized that support for graphic warnings could be improved by 

conveying effectiveness information. 
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In sum, we: field-tested the effectiveness of graphic warning labels versus text, calorie, 

and no labels, and in a separate consumer survey, assessed consumer sentiment.  

2. Methods 

The field study occurred in a hospital cafeteria in Massachusetts over 14 weeks (April-

July 2016) beginning with a two-week baseline to collect beverage sales data. Next, each sugary 

drink labeling intervention ran for two weeks, each followed by a two-week washout period 

when no labels were displayed (cf. Bleich et al., 2014). We pre-specified that each intervention 

would run for two weeks, based on a power analysis with the following parameters: 95% power 

(β = 0.05), Type I error rate of 5% (α = 0.05), a small effect (Cohen’s d = 0.20), pre-baseline 

sales of 378 sugary drinks and 1,721 non-sugary drinks sold per week (based on one month of 

sales data of bottled drinks from February 2016, two months prior to our baseline period), and 

assuming a Fisher’s exact statistical testing procedure. This power analysis suggested that we 

would only need to test each label for one week. However to be conservative, a priori, we 

decided to use two-week intervals. Table 3.1 depicts the study timeline. The study was 

preregistered at ClinicalTrials.gov (NCT02744859). Stimuli and data for this and both 

subsequent studies are available here: https://osf.io/rh8pv/.  
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Table 3.1: Study Timeline 

 

The hospital defined sugary drinks as any beverage with more than 12 grams of sugar per 

container (excluding milk and 100% juice). Drinks not meeting these criteria were not labeled. 

The calorie label followed a U.S. Food and Drug Administration regulation and read: “120–290 

calories per container. 2,000 calories a day is used for general nutrition advice, but calorie needs 

vary” (FDA, 2016). The text warning label used the language proposed in San Francisco: 

“WARNING: Drinking beverages with added sugar(s) contributes to obesity, diabetes, and tooth 

decay.” The graphic warning label included the same text as the text warning label, but also 

included images portraying obesity, diabetes, and tooth decay (Figure 1). We chose images that 

were similarly evocative to those found to be effective on tobacco products. 

  

  

Baseline Intervention 
Post- 

intervention 

2 weeks 2 weeks 2 weeks 2 weeks 2 weeks 2 weeks 2 weeks 

No label Calorie 

label 

Washout: 

No label 

Text 

warning  

Washout: 

No label 

Graphic 

warning  

No label 
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Figure 1. Labels used: (a) calorie label; (b) text warning label; and (c) graphic warning label. 
(a) Calorie label

 
(b) Text warning label 

 
(c) Graphic warning label 

 
 

All bottled sugary drinks were grouped. On the cooler shelves immediately below the 

sugary drinks, we placed 12 salient 8 x 3 inch labels with large font (Appendix Figures D.1 & 

D.2). For fountain drinks, a 2½ x 1¼ inch label was displayed on each sugary drink dispenser 

(Appendix Figure D.3), for a total of four labels on the fountain machine. To minimize concerns 
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that the labels could shift people toward buying sugary drinks elsewhere, as opposed to truly 

decreasing sugary drink purchasing, we also displayed labels in front of sugary drinks in the 

building’s alternate retail outlet (five labels) and vending machines (five labels); however, we 

did not collect their sales data. 

Our primary interest was whether the labels shifted consumers away from purchasing 

sugary drinks. Therefore, and consistent with recent soda labeling research (e.g., VanEpps & 

Roberto, 2016; Bleich et al., 2012), our primary outcome measure was the proportion of drinks 

purchased that were sugary drinks.2 This measure was superior to absolute units of sugary drinks 

purchased because it was less susceptible to sales fluctuations irrelevant to our treatment, such as 

differences in purchasing due to the day of the week (i.e., weekday vs. weekend) or seasonality; 

as a result we deemed the proportion measure to be both more valid and less noisy than the unit 

measure. For example, if the number of customers in the cafeteria doubled during one week, but 

the customers were drawn from the same population in terms of drink preferences, then the 

absolute units of sugary drinks purchased would double; however, one should not infer from this 

that the treatment that happened to be in place that week led individual customers to double their 

sugary drink purchasing. The change in absolute purchasing could therefore mask the variable of 

most interest: customers’ drink choices.  

 This logic was supported by bottled drink sales data from February 2016 that we 

analyzed prior to the start of our study to inform its design. This analysis indicated that the 

number of drinks purchased varied across days (namely, decreasing on weekend days and 

                                                           
2 When we first attempted to pre-register the proportion measure on ClinicalTrials.gov, the administrator rejected the 
measure, providing feedback which we interpreted as mandating that the outcome be a raw measure (i.e., absolute 
unit sales) as opposed to a transformation (e.g., proportion sales). After changing the outcome to a raw measure (i.e., 
number of beverages) the pre-registration was accepted. For transparency and to allow readers to assess the 
robustness of our findings, we report results using both the proportion and the unit measures. 
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holidays), whereas the proportion of sugary drinks purchased remained relatively constant, such 

that absolute units purchased mainly reflected changes in the number of customers rather than 

changes in drink choices. Nonetheless for completeness, we also provide the results using the 

units of sugary drinks purchased. 

For secondary outcomes, we assessed beverage calories purchased, overall beverage 

purchases, share of drink types purchased, and the weight of fountain syrup dispensed.  

Two data sources were used to measure outcomes due to differences in how the 

cafeteria’s point-of-sale system recorded beverage purchases. For bottled drinks, each specific 

type (i.e., unique size and flavor) of bottled drink had its own product code; however, for 

fountain drinks, the system only recorded beverage size (not type or flavor). Thus, for bottled 

drinks, the data source was the cafeteria’s point-of-sales system, which provided a daily 

summary of the number of each beverage type that had been purchased. For fountain drinks, a 

researcher weighed the boxes of syrup that were mixed with carbonated water to produce 

fountain drinks; the weights were recorded once per week. Each type (e.g., Diet Coke) used a 

unique ratio of carbonated water to syrup when dispensing a drink, so the weight of syrup was 

converted to a proxy for the number of fountain drinks sold by type. 

3. Results 

During the study period, an average of 2,548 (SD = 290.0) bottled drinks were purchased 

weekly (NS between weeks), approximately 20.5% (SD = 1.6%) of which were sugary drinks. 

Below, we report the results of analyses for our primary outcome of the proportion of sugary 

drinks purchased, followed by the same analyses using the units of sugary drinks purchased as 

the outcome. We then report the results for the number of calories purchased. Next, we ran a 

substitution analysis in which we assessed whether the label caused people to buy other types of 
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drinks, or to forego purchasing a drink altogether. Lastly, we examined whether the effect of the 

label was constant throughout the two week period in which it was present.  

3.1. Proportion of sugary drinks purchased 

Our primary analysis was a Fisher’s exact test of the proportion of bottled sugary drinks 

purchased by treatment. This was the simplest and most powerful statistical test of our 

interventions on sugary drink purchasing, and the test on which our power analysis was based. 

During baseline, 21.4% of bottled drinks purchased were sugary drinks. This percent was 

statistically indistinguishable from the share of sugary drinks purchased during the calorie label 

(21.5%, Fisher’s exact p = .84) and text warning label interventions (21.0%, Fisher’s exact p = 

.66). However, during the graphic warning label intervention, the average daily share of sugary 

drinks purchased decreased to 18.2% (Fisher’s exact p < .001), for an overall drop of 3.2 

percentage points (which is a 14.8% reduction compared to baseline consumption). Graphic 

warning labels also reduced purchasing relative to both calorie (Fisher’s exact p < .001) and text 

warning labels (Fisher’s exact p = .001). 

Next, because we tested our labels consecutively as opposed to concurrently, we 

considered possible effects of seasonality in two ways. This was important because seasonal 

changes in drinking habits over the course of our study could potentially confound the 

relationship between the labels and beverage sales. We first calculated descriptive statistics for 

the proportion of bottled sugary drinks purchased during each of our intervention periods as well 

as each two-week calendar period from 2014 and 2015 that matched our intervention periods 

(Table 3.2).  

During 2016, when the graphic warning labels were displayed, there was a drop in the 

proportion of sugary drinks purchased – a drop that did not occur during the same calendar 
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period in either of the prior two years. Thus the descriptive statistics provided preliminary 

evidence that the decreased purchasing during the graphic warning label treatment was not a 

byproduct of cyclical sales. 

Table 3.2: Bottled drink purchases during field study intervention periods (2016) and matched 

historical control periods (2014, 2015) 

2016 2015 2014 

Calendar Dates 

Total 

Bottles 

Bought 

Sugary 

Drinks 

Bought 

(%) 

Calendar 

Dates 

Total 

Bottles 

Bought 

Sugary 

Drinks 

Bought 

(%) 

Calendar 

Dates 

Total 

Bottles 

Bought 

Sugary 

Drinks 

Bought 

(%) 

4/25 – 5/8 

(Baseline) 
5,085 

1087 

(21.4) 

4/27 – 

5/10 
5,359 

1018 

(19.0) 

4/28 – 

5/11 
4,420 

977 

(22.1) 

5/9 – 5/22 

(Calorie Labels) 
5,414 

1166 

(21.5) 

5/11 – 

5/24 
6,816 

1377 

(20.2) 

5/12 – 

5/25 
4,721 

958 

(20.3) 

  6/6 – 6/19 

  (Text Warning) 
4,863 

1021 

(21.0) 

6/8 – 

6/21 
5,865 

1126 

(19.2) 

6/9 – 

6/22 
4,954 

991 

(20.0) 

7/4 – 7/17 

(Graphic Warning) 
5,021 

914 

(18.2) 

7/6 – 

7/19 
5,362 

1206 

(22.5) 

7/7 – 

7/14 
4,491 

1010 

(22.5) 

 

Second, we conducted a series of regression analyses to test whether the results held 

when controlling for seasonality. We started with an unadjusted multivariable regression to 

predict the proportion of bottled drinks purchased that were sugary drinks on each day of our 

study, with dichotomous independent variables for each of the three labeling interventions 

(Appendix Table D.1). We used a robust variance estimator to account for heteroskedasticity. 
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The reference category was the baseline period, so coefficients on each of the dichotomous 

independent variables indicated differences relative to baseline. We then sequentially added 

seasonality covariates. To test whether two labeling interventions differed from each other, we 

ran the unadjusted regression, but changed the reference category to the intervention period of 

interest (i.e., the calorie label period would be the reference period when comparing the graphic 

warning label period to the calorie label period). 

In the unadjusted model (Appendix Table D.1, model 1), the daily proportion of sugary 

drinks purchased was 3.4 percentage points lower during the graphic warning label period 

compared to baseline, β = -0.034, SE = 0.01, p = .001, but it was constant during the calorie and 

text warning labels. 

When controlling for historical sales by adding fixed calendar week effects (i.e., the 

average proportion of sugary drinks sold in the same calendar week in 2014 and 2015), the 

proportion of sugary drinks purchased was constant during the calorie and text warning labels, 

but declined by 5.9 percentage points during the graphic warning label treatment, β = -0.059, SE 

= 0.023, p = .01 (Appendix Table D.1, model 2). In other words, the effect of the graphic 

warning labels became stronger when controlling for historical sales. The effect was also robust 

to the addition of a control for heat index (calculated using the mean daily temperature and mean 

daily humidity). In this model, the daily proportion of sugary drinks purchased declined by 6.3 

percentage points, β = -0.063, SE = 0.022, p < .001; the coefficient for heat index was not 

statistically significant (Appendix Table D.1, model 3). 

Although our analyses are focused on bottled drinks, results of a parallel analysis for 

fountain drinks also revealed a statistically significant effect of graphic warning labels on sugary 

drink purchasing (Supplement D).  We focused on bottled drinks for several reasons. First, the 
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vast majority (about 90%) of drink purchases were bottled drinks. Second, focusing on bottled 

drinks enabled us to control for seasonality, which was not possible for fountain drinks because: 

a) we did not have historical data on changes in fountain syrup weight so we were unable to 

control for fixed calendar week effects; and b) fountain drink data were measured at the weekly 

level which would limit the number of observations per treatment in the regressions to two and 

prevent us from controlling for daily heat index. Therefore, the fountain drink analysis was 

restricted to the Fisher’s exact test. Third, sales data for the two drink formats (fountain versus 

bottled) were obtained from different data sources: change in syrup weight vs. number of units 

sold. 

3.2. Units of sugary drinks purchased 

The results of analyses using the units of bottled sugary drinks purchased as the outcome 

were generally consistent, though weaker, than the results reported above which used the 

proportion of sugary drinks purchased. 

The results of the primary analysis using Fisher’s exact test were equivalent when using 

the units of bottled sugary drinks purchased as the outcome measure. During the graphic warning 

label period, consumers purchased fewer bottled sugary drinks compared to baseline (Fisher’s 

exact p = .005; Table 3.2). There was no significant difference between the baseline period and 

the calorie label period (Fisher’s exact p = .25) or between the baseline period and the text 

warning label period (Fisher’s exact p = .31).  

The analyses to examine potential effects of seasonality on the units of bottled sugary 

drinks, are presented in Table 3.2 and Appendix Table D.2. Consistent with the proportion 

measure, the units of sugary drinks purchased declined when the graphic warning labels were 

displayed in 2016, but not during the same calendar period in 2014 or 2015 (Table 3.2). In all 



79 

 

regression models, the number of bottled sugary drinks purchased dropped during the graphic 

warning treatment by 10 to 20 bottles per day; however, this effect was not always statistically 

significant. We suspect this is because the unit sales outcome was much noisier than the 

proportion measure: the standard deviation for the absolute units of sugary drinks purchased 

during our study (38.7 bottles) was roughly half of the mean, whereas the standard deviation for 

the proportion measure (0.037) was 16% of the mean. Empirically, this noise occurred in large 

part because fewer customers frequented the cafeteria on weekend days and holidays: the 

number of sugary drinks purchased declined from nearly 100 bottles per day during weekdays to 

25 bottles per day on weekends. Hence, the estimated drop in units of sugary drinks purchased 

had a much wider confidence interval when holidays and weekend days were not controlled for 

in the regression. This phenomenon was not an issue for our primary results using the proportion 

measure because the proportion of sugary drinks sold was similar on holidays/weekend days and 

weekdays. 

In the unadjusted regression model, there was not a statistically significant decline in the 

units of sugary drinks sold during the graphic warning label intervention, β = -12.36, SE = 13.77, 

p = .37 (Appendix Table D.2, model 1). Controlling for holiday and weekend effects 

substantially reduced error variance, though the graphic warning label treatment did not reach 

statistical significance under this specification, β = -12.36, SE = 7.01, p = .08 (Appendix Table 

D.2, model 2); the coefficient for the holiday and weekend effects was statistically significant, β 

= -69.70, SE = 3.45, p < .001. When we controlled for historical sales, further reducing error 

variance, the graphic warning label treatment was significantly different from baseline, β = -

19.45, SE = 9.39, p = .044 (Appendix Table D.2, model 3). When adding the heat index control, 

the effect was in the predicted direction, but the difference was not statistically significant, β = -
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19.77, SE = 10.96, p = .078 (Appendix Table D.2, model 4); the heat index covariate was not 

significant. 

For fountain drinks, the effect of graphic warning labels on units of sugary drinks 

purchased did not reach statistical significance (Fisher’s exact p = .52) as it did for the proportion 

measure. 

3.3. Beverage calories purchased 

To assess the impact of the labels on beverage calories purchased, we conducted a 

multivariable regression analysis in which the dependent variable was the average calories per 

bottled drink purchased in a given day during our treatment, with dichotomous independent 

variables for each of the three label interventions. We used a robust variance estimator to account 

for heteroskedasticity. 

At baseline, the average calories per bottled drink purchased was 88 calories, 95% CI = 

[83 calories to 93 calories]; during the graphic warning label treatment, this average declined to 

75 calories, 95% CI = [71 calories to 78 calories], p < .001 (Appendix Table D.2). There was no 

statistically significant decline in calories per drink purchased during the calorie label treatment 

or text warning label treatment; the average calories per drink purchased was 86 calories, 95% CI 

= [81 calories to 90 calories], p = .58, and 85 calories, 95% CI = [81 calories to 89 calories], p = 

.47, respectively. 

3.4. Substitution 

 To assess substitution effects, we ran two analyses. First, to determine whether the labels 

caused people to refrain from buying drinks, we ran a multivariable linear regression in which 

the dependent variable was total bottled drinks purchased, with dichotomous independent 

variables for each of the three label interventions. We used a robust variance estimator to account 
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for heteroskedasticity. The unit of observation was one day. There were no significant 

differences in overall bottled drink sales by treatment. 

Next, for any labels that reduced sugary drink purchases, we assessed whether, within 

bottled drink purchases, participants switched from sugary drinks to other types of drinks. We 

divided bottled drinks into four categories: water (including zero calorie sparkling and zero 

calorie flavored), non-sugary drinks with fewer than 20 calories (diet drinks), non-sugary drinks 

with at least 20 calories (e.g., unflavored milk), and sugary drinks. We ran a similar regression as 

above, but the dependent variable was the share of bottled drinks purchased corresponding to a 

given category. The daily proportion of water drinks purchased increased during the graphic 

warning intervention, from 24.9% at baseline to 28.1%, β = 0.032, SE = 0.001, p < .001, while 

purchasing of other drink types was unchanged. Therefore it seems that graphic warning labels 

led some consumers to buy water in lieu of sugary drinks. 

3.5. Duration of Treatment Effect  

Lastly, we considered how the effectiveness of a label might change over time, both 

while in effect and once removed. We conducted an exploratory analysis that plotted the daily 

proportion of sugary drinks purchased and examined it for discernible patterns (Appendix Figure 

D.4). There was no discernible pattern, suggesting that label impact did not change throughout 

the two-week intervention periods. Notably, during the graphic warning label intervention – the 

only intervention that was effective – the decrease in sugary drink purchasing was observed 

consistently throughout the two-week period. In other words, it was not the case that a large 

immediate effect dissipated over the two-week period. After removing these graphic labels, 

sugary drink purchases rebounded to baseline levels. Specifically, the average daily proportion of 

drinks purchased that were sugary drinks was 21.9% during baseline, 18.5% in the graphic 
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warning label intervention, and 21.6% in the two-week period following this intervention, a 

significant rebound (p = .01).  

4. Nationally Representative Survey 

4.1. Survey Methods 

This study assessed public sentiment toward graphic warning labels, comparing it to  

two relevant benchmarks: calorie labels, a policy that has been implemented in several U.S. 

cities and states; and text warnings, a policy currently being appealed in San Francisco. Relative 

to these benchmarks, we expected support for graphic warning labels to be lower; however, we 

hypothesized that support for graphic warnings would be increased when conveying 

effectiveness information (i.e., the results of the field test). 

We conducted a nationally representative online survey with participants (N = 402; 

49.8% female; median age = 45-54 years; 74.6% Caucasian; median annual income = $25,000 - 

$49,999; 55.5% attended at least some college; 28.3% consumed at least 1 sugary drink per day; 

MBMI = 28.51, SD = 7.57 (excluding missing or implausible values); all NS between conditions) 

recruited through a survey company. The company obtains nationally representative samples by 

taking the pre-specified sample size and determining the required quotas for demographic 

variables (i.e., age, gender, ethnicity, Hispanic, income, education), and then recruits based on 

these quotas. We pre-specified a sample size of 400 based on both current suggested guidelines 

for sample size in behavioral research (Simmons, 2014;  Simmons et al., 2011) and a power 

analysis using the parameters: power set to 90% (β = 0.10), Type I error rate of 5% (α = 0.05), 

and a small effect (Cohen’s d = 0.10). 

Participants viewed the three labels from the field study in a counterbalanced order. For 

each, they answered: “Do you support putting this label on sugar-sweetened beverages?” on a 7-
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point scale from 1 (Strongly Oppose) to 7 (Strongly Support) (VanEpps & Roberto, 2016). Half 

of participants were randomly assigned to see effectiveness information accompanying the label. 

Specifically, for the calorie and text warning labels, participants were told that a recent study 

found that the label did not affect sugary drink purchasing. For the graphic warning label, 

participants were told that a recent study found the label reduced sugary drink purchasing and 

were informed of the magnitude of this effect.  

Prior to running this study with a nationally representative sample, we conducted a pilot 

version using a large convenience sample and obtained the same result as that reported below 

(Supplement D). In addition, in the pilot study, we manipulated whether participants rated only 

one label versus all three. The results did not depend on this factor; therefore to reduce costs for 

the main, nationally representative survey, each participant rated the three labels, with the order 

counterbalanced between-subjects. In the main study reported here, there were no order effects; 

hence the reported results collapse across order. 

The study was preregistered at ClinicalTrials.gov (NCT02947802). 

4.2. Survey Results 

A repeated-measures ANOVA using label type as a within-subjects factor and 

effectiveness information as a between-subjects factor revealed a significant main effect of label 

type, F(1.67, 669.26) = 12.06, p < .001, which was qualified by a significant interaction, F(1.67, 

669.26) = 8.45, p = .001 (Figure 3). (Mauchly’s test indicated that the sphericity assumption was 

violated; therefore we use Greenhouse-Geisser estimates). Follow-up tests indicated that in the 

absence of effectiveness information, support for graphic warnings was significantly lower than 

both calorie labels, t(201) = -3.80, p < .001, d = 0.53, and text warnings,  t(201) = -6.31, p < 

.001, d = 0.89. However, this effect was buffered by the provision of effectiveness information. 
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Specifically, when effectiveness information was given, support of graphic warnings was 

equivalent to both calorie labels, t(199) = -0.07, p = .95, d = 0.01, and text warnings, t(199) = -

0.62, p = .54, d = 0.09.  

Perhaps a more intuitive way of characterizing the results is to compare the percent of 

participants indicating support for the given label (i.e., responded above the neutral midpoint of 

the 7-point scale) across conditions. Consistent with the means reported above, in the absence of 

effectiveness information, a significantly smaller percent of participants supported the graphic 

warnings (50.8%) relative to both calorie labels (61.9%), z = 2.11, p = .03, and text warnings 

(66.8%), z = 3.14, p = .002. However, when effectiveness information was given, the percent of 

participants who supported the graphic warnings (55.6%) was statistically equivalent to both 

calorie labels (51.5%), z = 0.80, p = .42, and text warnings (56.5%), z = 0.20, p = .84. 

Figure 3. Consumer support of labels by effectiveness information in national survey (N = 402; 
error bars indicate +/- 1 SE of the mean)  

 

Finally, an additional, exploratory analysis indicated that the effect of effectiveness 

information on label support did not depend on whether the given participant indicated that they 
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drink (N = 335) versus do not drink (N = 67) sugary drinks. Specifically, the 3-way interaction 

between label type (calorie vs. text warning vs. graphic warning), effectiveness information 

(provided vs. not provided), and sugary drinker status was not significant, F(1.67, 662.8) = .72, p 

= .46); nor was the 2-way interaction between effectiveness information and sugary drinker 

status, F(1, 398) = .31, p = .58. 

5. Discussion 

Our field study suggests that point-of-sale graphic warning labels reduced the proportion 

of sugary drinks purchased, driving people to buy water instead of sugary drinks, whereas calorie 

and text warning labels did not. Consistent with this pattern, when the graphic warning labels 

were removed, sugary drink purchasing rebounded to baseline levels. Our national survey 

suggests graphic warning labels are supported more if their effectiveness is conveyed. Although 

the observed increase in support for graphic warnings was small, support then matched that of 

the benchmark labels–notably calorie labels, which have been implemented in several 

jurisdictions. Interestingly, but generally consistent with Sunstein (2016), graphic label support 

did not surpass support for the other labels. 

These findings offer guidance on providing information in a way that prompts healthier 

drink purchasing. While the text and graphic warning labels conveyed the same facts about 

health risks, only the more evocative graphic labels were associated with behavior change. 

Consistent with this finding, a recent lab study in New Zealand found that graphic warning labels 

decreased sugary drink purchase intentions (Bollard, Maubach, Walker, & Ni Mhurchu, 2016). 

As the first field test of the effectiveness of graphic warning labels versus text warnings 

or calorie labels, our findings have legal implications. A federal attempt to mandate graphic 

warning labels for cigarettes failed in part due to a lack of field evidence proving that graphic 



86 

 

warnings were not “more extensive than necessary” (R.J. Reynolds Tobacco Co. v. U.S. Food & 

Drug Administration, 2012). Our findings may provide necessary evidence to implement graphic 

sugary drink warning labels. 

Labeling, a form of information provision, is one of several strategies in policymakers’ 

“toolbox” to reduce sugary drink purchasing and intake; other strategies include pricing (i.e., 

taxes and subsidies) and choice architecture (i.e., structuring the environment to encourage better 

choices). How have these other approaches fared? Evaluations of sugary drink taxes are 

promising. A one peso per liter tax in Mexico led to a 5.5% decrease in the per capita volume of 

sugary drinks purchased in year one and 9.7% in year two (Colchero, Rivera-Dommarco, 

Popkin, & Ng, 2017). A one cent per ounce tax in Berkeley led to a 9.6% decrease in the volume 

of sugary drinks per transaction (Silver et al., 2017). As for choice architecture, reducing portion 

sizes can decrease consumption (Hollands et al., 2015; Rolls, Morris, & Roe, 2002), but 

implementation matters. For example, a portion cap like the one proposed by New York City 

could increase sugary drink purchasing when free refills are served (John, Donnelly, & Roberto, 

2017). Future research might explore potential synergies in combining labeling, pricing, and 

choice architecture interventions. 

This research is subject to several limitations. First, due to practical constraints, the field 

intervention ran consecutively in a single site. It is difficult to randomize individuals to different 

(but concurrent) interventions in a real-world cafeteria setting; this would introduce 

contamination issues and artificiality, threatening validity. We controlled for possible seasonality 

effects. Moreover, our design choice paralleled past field research which found that the order in 

which labels were tested did not matter (Bleich et al., 2012; Bleich et al., 2014). Nonetheless it is 
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possible that the effect of the graphic warning label was a product of the cumulative effect of 

previous labels.  

Second, we could not assess how sugary drink purchasing might have changed outside 

the cafeteria. Customers might have foregone a sugary drink in the cafeteria only to buy one 

elsewhere. We minimized this possibility by posting the labels at the other locations where 

sugary drinks were sold in the building. Relatedly, we did not measure consumption. The calorie 

and text warning labels may not have been strong enough to reduce sugary drink purchasing, but 

they might have caused consumers to drink less of each container. 

Future research could test the effect of label placement and design on purchasing and 

consumption. For example, warnings might be more effective when placed directly on beverage 

containers, where consumers would have repeated exposure as they drink; by contrast, point-of-

sale warnings may be forgotten after purchasing. Interestingly, in contrast to the present 

investigation which found point-of-sale graphic warnings to be effective, two studies found that 

such warnings for tobacco did not affect purchasing (Kim et al., 2014; Coady et al., 2013); their 

warnings may have been less salient because they only used one large sign at the product display 

or one small sign at each register. With respect to design, we only tested one design for each 

label type, but many variations could be developed and tested. 

Second, future research might also assess habituation in longer intervention periods. 

While the effect of the graphic warning label was consistent throughout the two-week period, 

tobacco warnings are more effective when their wording and design change over time (Borland 

et al., 2009; Wilson & Gilbert, 2008).  

Future research might also investigate additional psychological processes underlying 

responses to warning labels. For example, do labels incite specific affective responses, such as 
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disgust or stigma? Graphic labels may introduce concerns over negative consequences such as 

“fat shaming.”  

Fourth, future research could explore potential synergistic effects of calorie and warning 

labels, and whether effectiveness is influenced by how calorie information is presented. 

Understanding the effects of different types of calorie labels across settings is an ongoing area of 

inquiry; although not our primary focus, the field study also offers one data point for this 

discussion (Bleich et al., 2017; Block & Roberto, 2014).  

Finally, studies could explore heterogeneity of effects (for example, by weight or 

socioeconomic status). Relatedly, although the labels in our field study were very salient, 

research could explore whether the labels are differentially noticed or persuasive by demographic 

characteristics. For example, individuals who are female, higher income, or health conscious are 

particularly attentive to calorie information (Bleich et al., 2017). To test the generalizability of 

our findings, this intervention could be tested in other retail settings with a large sample of 

diverse consumers. Our setting was a Northeast hospital where sugary drink purchasing was 

relatively low at baseline and information about calories or health risks may not have been novel 

for some consumers, which may have limited our ability to detect changes, particularly for 

calorie and text warning labels. 

In conclusion, this research is the first test of the real-world effectiveness and 

acceptability of graphic sugary drink warning labels. Graphic warning labels decreased the 

proportion of sugary drinks purchased; significant changes were not observed for calorie labels 

or text warning labels. Consumer support for graphic warning labels can be increased by 

communicating their effectiveness. Taken together, these studies contribute to the psychology of 

healthy behavior change and provide evidence to inform policymakers.  
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Appendix B: Model of Participants’ Choice in Veiled Tradeoff Treatment
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Appendix C: Supplementary material from Airbnb Field Experiment Study 

Appendix Table C.1: Results of survey testing races associated with names  
 

White Female African-American Female 
Meredith O’Brien 0.93 Tanisha Jackson 0.03 

Anne Murphy 0.95 Lakisha Jones 0.05 

Laurie Ryan 0.97 Latoya Williams 0.05 

Allison Sullivan 0.98 Latonya Robinson 0.07 

Kristen Sullivan 1.00 Tamika Williams 0.07 

White Male African-American Male 
Greg O‘Brien 0.88 Tyrone Robinson 0.00 

Brent Baker 0.90 Rasheed Jackson 0.06 

Brad Walsh 0.91 Jamal Jones 0.07 

Brett Walsh 0.93 Darnell Jackson 0.10 

Todd McCarthy 0.98 Jermaine Jones 0.26 

 
Notes: “White” is coded as 1. “African-American” is coded as 0. Sample size = 62.  
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Appendix Table C.2: Discrimination by City 
 

Dependent Variable: 1(Host Accepts) 

 All 
Cities 

Baltimore 
(N = 347) 

Dallas 
(N = 415) 

LA 
(N = 3,913) 

St. Louis 
(N = 151) 

D.C. 
(N = 1,559) 

Guest is Af-
Am -0.08*** -0.07*** 

(0.02) 
-0.08*** 
(0.02) 

-0.10** 
(0.02) 

-0.08*** 
(0.03) 

-0.08*** 
(0.02) 

City -- 0.07 
(0.03) 

0.04 
(0.03) 

-0.00 
(0.03) 

0.02 
(0.05) 

-0.03 
(0.04) 

City * Guest 
is Af-Am -- -0.12* 

(0.05) 
-0.01 
(0.04) 

0.03 
(0.04) 

0.02 
(0.07) 

-0.01 
(0.05) 

Constant 0.49 0.48*** 
(0.01) 

0.49*** 
(0.01) 

0.49*** 
(0.02) 

0.49*** 
(0.01) 

0.50*** 
(0.01) 

Observations 6,235 6,235 6,235 6,235 6,235 6,235 
Adjusted R2 0.006 0.007 0.006 0.006 0.006 0.007 
Implied 
Coef. on 
Guest is Af-
Am + City * 
Guest is Af-
Am 

-- -0.19*** 
(0.04) 

-0.09** 
(0.04) 

-0.07*** 
(0.02) 

-0.06 
(0.06) 

-0.09* 
(0.05) 

 
Notes: Standard errors are clustered by (guest name)*(city) and are reported in parentheses. 
 
* p < .10. ** p < .05. *** p < .01. 
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Appendix Table C.3: Host responses to guest inquiries, by race of the guest 
 

 
White Guests 

African-American 
Guests 

Yes 1,152 940 

Yes, but request for more information 375 308 

Yes, with lower price if booked now 11 10 

Yes, if guest extends stay 10 15 

Yes, but in a different property 18 8 

Yes, at a higher price 4 0 

Request for more information 339 323 

Not sure or check back later 154 175 

No response 429 423 

No unless more information is provided 12 15 

No 663 873 
 
Notes: The table reports the frequency of each type of host response to a guest inquiry, by race of the guest. 
Likelihood-ratio chi-squared = 68.61 (p<.01).  Null hypothesis is that the columns will have equal proportions for 
each type of response 
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Appendix D: Supplementary material from soda label study 

Fountain Drink Purchases During Field Study  

 Our intervention included warning labels on a soda fountain machine, and we tested 

whether our results replicated for these drinks. For fountain drinks however, purchase data only 

included the size of the fountain cup purchased, not the flavor or type of beverage. To solve this 

problem, we measured changes in the amount of syrup used for each drink type by weighing the 

boxes of syrup once a week. Hence, if the box of Coca-Cola syrup saw a drop of 14 pounds, but 

the box of Diet Coke syrup saw a drop of 21 pounds, we could conclude that more Diet Coke 

syrup was dispensed. 

 Each drink used a unique ratio of water to syrup when dispensing a drink, written on the 

fountain machine itself. We used this ratio to convert the weight of syrup dispensed into number 

of fluid ounces dispensed. Finally, using data on number of fountain cups purchased, we divided 

the total number of fluid ounces by the average cup size purchased (21.8 ounces) to construct a 

proxy for the units of each drink that were purchased. 

Fig D.6 shows the estimated proportion of sugary fountain drinks versus non-sugary 

fountain drinks purchased for the baseline period and each intervention period. We found the 

same results as for bottled beverage purchases. During the baseline period, 58% of the drinks 

purchased were sugary drinks. This was roughly unchanged during the calorie label intervention 

(57%, p = .76) and during the text warning label intervention (54%, p = .23). By contrast, the 

proportion of sugary drinks purchased dropped to 50% during the graphic warning labels 

intervention, a statistically significant drop when compared to baseline (p = .01) and the calorie 

warning label intervention (p = .02) but not the text warning label intervention (p = .20). This 
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change during the graphic warning label period represents a 14% drop from baseline, almost 

precisely mirroring the drop in bottled sugary drinks purchased. 

Consumer Support for Label: Pre-Test with Convenience Sample 

The nationally representative survey reported in the main text is a replication of pre-test 

which we conducted with a convenience sample (N = 254; 44.1% female; 83.5% White). 

Specifically, as in the nationally representative sample, participants rated the extent to which 

they supported each label using the same scale. Participants were randomized to view and rate 

only one of the three labels (separate evaluation condition), or to view and rate all three (in 

which case order of presentation was randomized between-participants; joint evaluation 

condition). As in the nationally representative survey reported in the main text, for half of 

participants, effectiveness information accompanied the label (for the other half, effectiveness 

information was not provided).  

Joint evaluation. A repeated-measures ANOVA using label type as a within-subjects 

factor and effectiveness information as a between-subjects factor revealed a significant main 

effect of label type, F(1.72, 106.33) = 6.08, p = .005, no effect for effectiveness information, 

F(1, 62) = 0.14, p = .71, but a significant interaction, F(1.72, 106.33) = 10.55, p < .001. 1 Follow-

up tests revealed that when effectiveness information was provided, people were equally 

accepting of graphic warning labels relative to both calorie, t(30) = 1.92, p = .07, and text 

warning labels, t(30) = 1.03, p = .31. However, in the absence of such information, people were 

less accepting of graphic warning labels relative to text warning labels, t(32) = 5.65, p < .001, 

and equally accepting to calorie labels, t(32) = 1.69, p = .10. In sum, in the absence of 

                                                 
1 Mauchly’s test indicated that the assumption of sphericity had been violated for the main effect of label type, χ2 (2) 
= 11.09, p = .004. There was greater variance in support for the graphic label relative to the calorie and text warning 
label. Therefore degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity (ε = .86).  
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effectiveness information, consumers were neutral about graphic warning labels; however, this 

indifference can be turned into support by providing effectiveness information.  

Separate evaluation. As noted, the other half of our sample evaluated only one label. A 

2x2 ANOVA revealed a marginal main effect of label, F(2, 184) = 3.84, p = .02, as well as a 

significant main effect of effectiveness information, F(1,184) = 3.97, p = .048. Importantly 

however, these main effects were qualified by a marginally significant interaction, F(2, 184) = 

2.80, p = .06. Pairwise comparisons revealed that in the absence of effectiveness information, 

support for the graphic warning was lower relative to both the calorie label, t(56) = 2.05, p = 

.045, and marginally lower than the text warning label, t(64) = 1.70, p = .09. However, when 

effectiveness information was provided, respondents were just as supportive of the graphic 

warning as they were the calorie label, t(66) = -0.58, p = .63, although support was still 

significantly lower than the text warning, t(61) = 2.02, p = .048. These results are broadly 

consistent with those of the joint evaluation condition; therefore, in the main study to maximize 

power (and reduce costs, since the nationally-representative survey was conducted through a 

survey panel company which charged per respondent), all participants rated all three labels (i.e., 

we only ran the joint evaluation mode conditions).  
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Supplemental Figures and Tables 

 

 

Appendix Figure D.1. Study 1: Bottled beverage cooler with sugary drinks on the top left 

during the calorie label intervention, and non-sugary drinks on the right and bottom shelves.  
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Appendix Figure D.2. Study 1: Bottled beverage cooler depicting the sugary drinks during the 

graphic warning label intervention.  
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Appendix Figure D.3. Study 1: Fountain drink machine depicting sugary drinks during the text 

warning label treatment and non-sugary drinks. 
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Appendix Figure D.4 Proportion of bottled drinks purchased per day that were sugary drinks, by 

condition, in Study 1. 
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Appendix Figure D.5 Example of stimulus for Study 2, experimental condition. 
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Appendix Figure D.6. Sugary drink fountain purchases by condition in Study 1. 

The proportion of all fountain drinks purchased that were sugary drinks. Fisher's exact tests were 

used to assess statistical significance, where the unit of observation is a proxy for total drinks 

purchased: total ounces divided by the average drink size, in ounces. The graphic warning label 

period resulted in a statistically significant drop relative to baseline (p = .01) and the calorie 

warning label (p = .02), but not the text warning label (p = .20). No other comparisons are 

statistically significant (calorie label to baseline: p = .76; text warning label to baseline: p = .23, 

calorie label to text warning label: p = .38

0.58
0.57

0.54

0.50

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

Baseline Calorie Label Text Warning Graphic Warning

Pr
op

or
tio

n 
of

 S
ug

ar
y 

D
rin

ks
 B

ou
gh

t



113 

Appendix Table D.1 

Effect of interventions on daily proportion of sugary drinks purchased, unadjusted and 

controlling for seasonality (Study 1). 

 
 Model 1  Model 2 Model 3 

Calorie Label -0.001 
(0.010) 

0.002 
(0.009) 

-0.007 
(0.012) 

Text Warning -0.001  
(0.010) 

-0.010 
(0.012) 

-0.006 
(0.021) 

Graphic Warning -0.034** 
(0.010) 

-0.059** 
(0.023) 

-0.063** 
(0.022) 

Calendar Week --- 1.265 
(0.927) 

0.811 
(1.042) 

Heat Index --- -- -0.001 
(0.001) 

       Constant 0.219*** 
(0.01) 

-0.041 
(0.007) 

0.112 
(0.248) 

       Observations 56 56 56 

       Adj. R-squared 0.21 0.22 0.22 

Note. Each column presents a linear regression estimating the daily proportion of sugary drinks 

purchased out of all bottled drinks purchased. Robust standard errors are in parentheses. Model 1 

is unadjusted. Model 2 controls for calendar week effects. Model 3 further controls for daily heat 

index. ** p < .01, *** p < .001 
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Appendix Table D.2 
Effect of interventions on daily unit sugary drink purchases (number of bottles), unadjusted and 
controlling for seasonality (Study 1). 

Model 1 Model 2 Model 3 Model 4 

Calorie Label 5.64 
(14.22) 

5.64 
(4.63) 

0.79 
(5.82) 

0.58 
(6.85) 

Text Warning -4.71
(13.23) 

-4.71
(5.25)

-14.52
(8.16)

-14.82
(9.61)

Graphic Warning -12.36
(13.77)

-12.36†
(7.01)

-19.45*
(9.39)

-19.77†
(10.96)

Holiday or Weekend 
Day -- -69.70***

(3.45)
-69.70***

(3.48)
-69.75***

(2.88)

Calendar Week -- -- 0.13† 
(0.07) 

0.13†
(0.075)

Heat Index -- -- -- -0.01
(0.17)

       Constant 77.64*** 
(9.87) 

97.55*** 
(4.33) 

32.92** 
(36.70) 

34.30* 
(36.64) 

       Observations 56 56 56 56 

       Adj. R-squared -0.02 0.81 0.82 0.82 

Note. Each column presents a linear regression estimating the units of sugary drinks purchased 
each day. Robust standard errors are in parentheses. Model 1 is unadjusted. Model 2 controls for 
whether it is a weekday versus holiday or weekend day. Model 3 adds a control for calendar 
week effects. Model 4 further controls for daily heat index.  
† p < .10; * p < .05; ** p < .01, *** p < .001 
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