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Abstract

Cytoplasmic dynein-1 (dynein) is a microtubule-based motor protein that is essential for maintaining proper spatial and temporal organization of the cellular interior during both interphase and cell division. To do so, dynein carries out diverse functions including transport of intracellular cargos, organelle anchoring, mitotic spindle assembly and nuclear migration. To carry out these diverse functions, dynein is regulated by multiple factors including Lis1, dynactin and activating adaptors. In this thesis, I present interdisciplinary work investigating the mechanisms of regulation of dynein. In chapter 2, a combination of biochemistry, single-molecule assays and cryo-electron microscopy was used to investigate how yeast dynein is regulated by Lis1. Previous work showed that Lis1 binds directly to dynein’s AAA+ motor domain and slows its motility by causing dynein to tightly bind microtubules. The work presented here revealed that in addition to this role, Lis1 can also induce dynein to weakly bind microtubules. The mode of regulation used by Lis1 is determined by the nucleotide state at dynein’s third AAA domain and the stoichiometry of the Lis1-dynein interaction. Both modes of Lis1 regulation of dynein are required for dynein to position the mitotic spindle in yeast cells. In chapter 3, the mechanism of regulation of human dynein by Lis1 is investigated. Human dynein requires dynactin and an activating adaptor for directional long-distance movement on microtubules. The work presented here shows that Lis1
promotes the formation of a maximally activated dynein complex consisting of dynein, dynactin and an activating adaptor. Finally, in chapter 4, the identification of the dynein protein interactome is described. Two novel dynein activating adaptors, ninein and ninein-like, were discovered and shown to activate dynein/dynactin motility in single-molecule assays. Overall, the work presented here reveals novel insights into complex regulation of dynein.
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Chapter 1

Introduction to regulation of cytoplasmic dynein
1.1 Introduction to the microtubule cytoskeleton and microtubule-based motor proteins

The microtubule cytoskeleton and its associated motor proteins, kinesins and dyneins, carry out the spatial and temporal organization of the crowded interior of eukaryotic cells. This task is essential for proper cell function, division, survival and development. During interphase, various cellular components such as membrane-bound vesicles (Lacey and Haimo, 1992; Okada et al., 1995; Setou et al., 2000), organelles (Hirokawa, 1998; Hirokawa et al., 1990; Schnapp et al., 1985; Schroer et al., 1989), aggregated proteins (García-Mata et al., 1999; Johnston et al., 2002) and large ribonucleoprotein particles (Bullock and Ish-Horowicz, 2001; Kanai et al., 2004; Wilkie and Davis, 2001) are efficiently and accurately transported along microtubules by kinesins and dyneins to different intracellular locations according to cellular needs. During mitosis, the microtubule cytoskeleton organizes to form mitotic spindles that drive chromosome segregation and microtubule-based motor proteins assist the formation of mitotic spindles as well as other mitotic functions such as kinetochore-microtubule attachment and spindle checkpoint inactivation.

Microtubules are highly dynamic and polar structures with minus ends typically embedded in microtubule-organizing centers around the nucleus of the interphase cell and plus ends generally located near the periphery of the cell (Hyman and Karsenti, 1998; Mitchison and Kirschner, 1984). There are 45 different kinesin genes in human cells. Most of these kinesins move toward microtubule plus ends and carry out plus-end-directed transport as well as mitotic functions (Hirokawa et al., 2009). Dyneins, on the other hand, walk toward the microtubule minus ends (Paschal and Vallee, 1987; Schroer et al., 1989). Although there are 15 dynein genes in human cells, only a single dynein gene, cytoplasmic dynein-1 (dynein herein), is responsible for all minus-end-directed transport in the cytoplasm as well as mitotic functions (Reck-Peterson et al., 2018). It is remarkable how a single dynein carries out similar functions to dozens of different kinesins.
To achieve such functional versatility, dynein is heavily regulated. In this thesis, I present the work I have been involved in to investigate molecular mechanisms of dynein regulation by its ubiquitous regulators: Lis1, dynactin and activating adaptors, using interdisciplinary approaches including proteomic, structural, biochemical and single-molecule fluorescence techniques.

1.2 Structure of dynein

Figure 1.1. Cartoon model of cytoplasmic dynein complex. Cytoplasmic dynein is a homodimer consisting of two copies each of the heavy chain (shown in rainbow color), intermediate chain (IC), light intermediate chain (LIC) and three different light chains (Robl, LC8, Tctex). The intermediate chain serves as the binding platform for dynein light chains. The heavy chain can be functionally divided into the tail and motor domains. The tail domain contains the dimerization domain of the heavy chain and binds to the ICs and LICs. The motor domain consists of the AAA+ (ATPases Associated with various cellular Activities) ring composed of six AAA domains (AAA1-6) and three protrusions: the linker, stalk and buttress. The linker connects the AAA+ ring to the tail domain and the coiled-coil stalk extends to the microtubule binding domain (MTBD). This figure is adapted from (Reck-Peterson et al., 2018).
Dynein is a ~1.4MDa holoenzyme complex containing dimers of six different polypeptides (Figure 1.1). The largest polypeptide is the heavy chain, which is a member of the AAA+ (ATPases Associated with various cellular Activities) ATPase family of proteins (Mocz and Gibbons, 2001). The dynein heavy chain can be functionally divided into two domains, an amino-terminal tail domain and a carboxy-terminal motor domain (Reck-Peterson et al., 2006). The tail domain serves as the dimerization domain of dynein and the binding platform for the other dynein polypeptide chains (two copies each of the intermediate chain [IC], the light intermediate chain [LIC] and three different light chains [Robl, LC8 and Tctex]) (Urnavicius et al., 2015; Zhang et al., 2017).

The motor domain of dynein is the minimal region necessary to generate movement and force along microtubules (Reck-Peterson et al., 2006). The motor domain consists of a ring of six concatenated AAA+ domains: AAA1-6. Out of these six AAA+ domains, AAA1 is the primary ATPase site required for dynein motility (Kon et al., 2004). AAA2 only binds ATP, however, mutations blocking ATP binding at AAA2 only have a minor effect on dynein motility (Numata et al., 2008). AAA3 and AAA4 domain both bind and hydrolyze ATP. The ATPase activity of AAA3 has been shown to play an important regulatory role in dynein motility (Cho et al., 2008; DeWitt et al., 2014; Kon et al., 2004), which will be explained in detail later in this introduction. Disrupting ATP binding or hydrolysis at AAA4 affects dynein motility to a small extent (Cho et al., 2008; Kon et al., 2004). AAA5 and AAA6 do not bind nucleotide and serve as structural domains transmitting conformational changes throughout the AAA+ ring (Gleave et al., 2014).

Three structural protrusions, the linker, stalk and buttress, emerge from the AAA+ ring. The linker is amino-terminal to AAA1 and connects the AAA+ ring to the tail domain. It undergoes large conformational change from straight to bent position during dynein’s ATPase cycle (State 2 to 3 and State 5 to 6 in Figure 1.2) and this conformational change generates force to drive cargo
transport (Burgess et al., 2003; Kon et al., 2005; Roberts et al., 2009). The linker makes extensive contacts with dynein’s AAA+ ring and these contacts are essential for inducing linker conformational change during dynein’s ATPase cycle (Bhabha et al., 2014; Carter et al., 2011; Kon et al., 2012; Schmidt et al., 2012, 2015).

Dynein’s ATPase cycle is coupled to the microtubule binding domain (MTBD) via the stalk and buttress (Carter et al., 2008; Gibbons et al., 2005; Kon et al., 2009). The stalk is a 15 nm-long, coiled-coil protrusion from AAA4, while the MTBD lies at the end of the stalk (Carter et al., 2011; Gee et al., 1997; Kon et al., 2011). The registry of the coiled-coil helices of the stalk allosterically changes the microtubule binding affinity of the MTBD (Carter et al., 2008; Gibbons et al., 2005; Kon et al., 2009; Redwine et al., 2012). A second coiled-coil protrusion from AAA5 is called the buttress, which contacts the stalk and facilitates the coiled-coil registry changes of the stalk (Carter et al., 2011; Kon et al., 2012; Schmidt et al., 2015).

Finally, the last domain of the dynein motor domain is the carboxy-terminal domain. It contacts the opposite face of the AAA+ ring as the linker (Carter et al., 2011; Kon et al., 2011; Zhang et al., 2017). The carboxy-terminal domain is only a short alpha-helix in *Saccharomyces cerevisiae*, whereas it is an extended domain in many other eukaryotes (Carter et al., 2011; Kon et al., 2012; Schmidt et al., 2015). Removal of the extended carboxy-terminal domain from *Dictyostelium discoideum* dynein decreases dynein motility in vitro (Numata et al., 2011), whereas its removal from mammalian dynein increases the force production and run length of dynein in vitro (Nicholas et al., 2015a).
1.3 Mechano-chemical cycle of dynein

Figure 1.2. Model of dynein’s mechano-chemical cycle. A monomer of the dynein heavy chain is only shown for simplicity. Refer to the main text for a detailed description of each state of the cycle. The nucleotide occupancy states of the main ATPase site, AAA1, and the master regulatory site, AAA3, are color-coded as noted. Plus and minus signs denote the polarity of microtubules. States 1-6 represent the dynein states when AAA3 is ADP-bound. State 7 occurs when AAA3 is either apo or ATP-bound and blocks the allosteric communication between the ATPase activity of
AAA1, the linker domain and the microtubule binding domain. This figure is adapted from (Cianfrocco et al., 2015).

Dynein is a complex molecular machine that undergoes major conformational changes in its AAA+ ring, linker, stalk and MTBD domains in relation to its ATPase cycle at the primary ATPase site, AAA1 (Cianfrocco et al., 2015; Roberts et al., 2013). These allosteric conformational changes within dynein’s domains (termed mechano-chemical cycle) drive its ability to walk along microtubules and transport various cargos. Throughout the mechano-chemical cycle, dynein’s conformational states can be simplified into two main states, high microtubule affinity and low microtubule affinity states (Figure 1.2). By simply switching between these two states, dynein walk along microtubules. Before going through the details of the dynein’s mechano-chemical cycle, I will first compare and contrast these two states.

When AAA1 is either apo (no nucleotide) or ADP-bound, dynein adopts a high microtubule affinity state (State 1 and 6, Figure 1.2) (Bhabha et al., 2014; Carter et al., 2011; Kon et al., 2011, 2012; Schmidt et al., 2012). When AAA1 is either ATP-bound or ADP.Pi-bound, dynein is in a low microtubule affinity state (State 3 and 4, Figure 1.2) (Bhabha et al., 2014; Schmidt et al., 2015). The AAA+ ring is more open in the high microtubule affinity state compared to the low microtubule affinity state (Schmidt et al., 2015). The opening and closing of the AAA+ ring is allosterically transmitted to the MTBD via the changes in the coiled-coil registry of the stalk (Carter et al., 2008; Gibbons et al., 2005; Kon et al., 2009). It also leads to the conformational changes of the linker domain (Burgess et al., 2003; Kon et al., 2005; Roberts et al., 2009). The linker adopts a straight conformation, termed “post-power stroke”, in the high microtubule affinity state whereas it becomes bent (“pre-power stroke” conformation) in the low microtubule affinity state (Burgess et al., 2003; Imamula et al., 2007; Kon et al., 2005; Roberts et al., 2009, 2012).
Next, I summarize the current model for how dynein transitions between these two states during its mechano-chemical cycle.

At the start of the mechano-chemical cycle, the AAA1 domain of dynein is apo and dynein is tightly bound to the microtubule with the linker in the straight post-power stroke conformation across the motor ring (state 1, Figure 1.2) (Carter et al., 2011; Schmidt et al., 2012). ATP binding to AAA1 closes the AAA+ ring and this allosterically changes the register of the coiled-coil helices of the stalk domain leading to the low microtubule affinity state of the MTBD (state 2, Figure 1.2) (Bhabha et al., 2014; Schmidt et al., 2015). This causes the unbinding of dynein from the microtubule followed by the bending of the linker (state 3, Figure 1.2) (Carter et al., 2008; Gibbons et al., 2005; Kon et al., 2009). This conformational change of the linker domain is known as the “priming stroke” and has been hypothesized to play a role in biasing dynein’s motion towards the minus end of the microtubule. ATP hydrolysis takes place in AAA1 (state 4, Figure 1.2), although the precise order of ATP hydrolysis in relation to microtubule unbinding and the priming stroke is unknown (Cianfrocco et al., 2015). Nonetheless, mutagenesis studies of the AAA1 domain show that ATP binding at AAA1 is necessary and sufficient to induce microtubule unbinding and the priming stroke of dynein (Bhabha et al., 2014; DeWitt et al., 2015; Kon et al., 2005, 2011).

Unbound dynein searches and rebinds to a new binding site on the microtubule with a strong bias towards the microtubule minus end relative to its previous binding site (DeWitt et al., 2012; Qiu et al., 2012). Microtubule rebinding shifts the registry of the coiled-coil helices of the stalk domain, which in turns causes the AAA+ ring to open (state 5, Figure 1.1) (Schmidt, 2015). This leads to phosphate release from AAA1 and the straightening of the linker from the bent conformation (state 5, Figure 1.2) (Kon et al., 2012; Roberts et al., 2012). This conformational change of the linker is called the “power stroke” and it pulls the dynein tail forward (towards the
microtubule minus end) along with the other dynein protomer. Finally, ADP is released from AAA1 and the mechano-chemical cycle begins again (state 6, Figure 1.2).

The progression of dynein’s mechano-chemical cycle requires that AAA3 must be in the ADP-bound state (Bhabha et al., 2014; DeWitt et al., 2015). When AAA3 is either apo or ATP-bound, it blocks the allosteric communication between the AAA+ ring, linker and MTBD (state 7, Figure 1.2). ATP binding at AAA1 no longer causes microtubule unbinding and bending of the linker unless AAA3 is ADP-bound (DeWitt et al., 2015). Therefore, AAA3 acts as a master regulatory switch for dynein’s mechano-chemical cycle. Mutations in AAA4 alter dynein’s run length and force production, however, the detailed mechanism is unclear (Cho et al., 2008).

Structural studies suggest that AAA2 is ATP-bound throughout the mechano-chemical cycle of dynein (Schmidt et al., 2012, 2015). The mechano-chemical cycle of dynein is explained above for one dynein motor domain for simplicity. In cells, dynein functions as a dimer and how dynein dimers coordinate is essential for understanding dynein motility. To understand this important question, yeast dynein has been used as a model system because it is processive on its own, i.e., capable of walking several micrometers on microtubules without dissociating (Reck-Peterson et al., 2006). Dynein’s two motor domains step independently of each other when the two motor domains are close to each other (DeWitt et al., 2012; Qiu et al., 2012). However, when the separation between the two motor domains is further apart, tension on the linker domains promotes the release of the trailing motor domain from the microtubule but prevents the leading motor domain from unbinding from the microtubule (Cleary et al., 2014). This tension-gated microtubule release and high duty ratio (i.e., fraction of microtubule-bound time) of dynein results in the processive motion of yeast dynein
dimers. On the other hand, mammalian dynein dimers are not processive on their own due to autoinhibition (see below).

1.4 Autoinhibition and activation of dynein

Figure 1.3. Autoinhibition and activation of mammalian dynein. (A) Model of dynein activation by dynactin (green) and activating adaptor (orange). Dynein exists in autoinhibited states (phi dynein and open dynein) where its motor domains are inverted relative to each other. Binding of dynactin and an activating adaptor to dynein reorients the two motor domains of dynein to be parallel and form an activated dynein transport complex, which can either contain one dynein dimer or two dynein dimers. (B) Cartoon model of the dynactin complex. Dynactin is composed of 23 subunits. Eight copies of actin-like protein-1 (Arp1) and one copy of β-actin form a short filament which serves as the binding interface for an activating adaptor and the dynein tails. The arp filament is capped by CapZα and Capβ at the barbed end and Arp11, p62, p25 and p27 at the
(continued) pointed end. The shoulder domain sits on the arp filament and contains the p24, p50 and p150 subunits. p150 subunits form a flexible coiled-coil extension from the shoulder domain and contain a CAP-Gly (cytoskeleton-associated glycine-rich) domain that can interact with microtubules. (C) Domain architecture of confirmed activating adaptors. Predicated regions of coiled-coil, which are the common structural features of all known activating adaptors, are shown in grey boxes. Known and proposed binding motifs for the dynein light intermediate chains (CC-1 box, Hook domain, EF-hand pair) are shown in red, blue and yellow boxes, respectively. The Rab GTPase domain is shown in orange boxes. This figure is adapted from (Carter et al., 2016) and (Reck-Peterson et al., 2018).

As mentioned previously, mammalian dynein is not processive on its own and exists in autoinhibited states known as “phi-dynein” and “open-dynein” (Figure 1.3A) (Amos, 1989; Torisawa et al., 2014; Trokter et al., 2012; Zhang et al., 2017). In a cryoelectron microscopy (cryo-EM) sample, the majority of mammalian dynein adopts the phi-conformation, where two dynein protomers self-dimerize by extensive contacts between their linkers, AAA4, AAA5 domains, the stalks of their motor domains and tail domains (Zhang et al., 2017). This self-dimerization holds both the tail and motor domains of phi-dynein in an inverted orientation relative to each other and lock dynein in low microtubule affinity state. In open-dynein, the motor domains of two dynein protomers are separate and flexible. However, they predominately adopt an inverted orientation relative to each other, likely explaining why they are still autoinhibited and unable to walk processively on microtubules. The tail domains likely dictate the inverted orientation of the motor domain in open-dynein. Artificially attaching large beads (>100nm) or a rigid rod to the dynein tail can partially relieve the autoinhibition of dynein (Belyy et al., 2016; King and Schroer, 2000; Mallik et al., 2004; Torisawa et al., 2014).

Two dynein regulators, dynactin and an activating adaptor, fully relieve dynein’s autoinhibition and convert dynein into a highly processive motor (Figure 1.3A) (Chowdhury et al.,
Dynactin and an activating adaptor bind to the tail domains of the dynein dimer, reorient the dynein tail and motor domains into a parallel orientation, relieving autoinhibition and resulting in processive motility (Chowdhury et al., 2015; Urnavicius et al., 2015; Zhang et al., 2017). Thus, the minimal dynein transport complex consists of one dynein dimer, one dynactin complex and an activating adaptor. However, it has recently been discovered that some dynactin-activating adaptor complexes can recruit two dynein dimers (Figure 1.3A) (Grotjahn et al., 2018; Urnavicius et al., 2018). The dynein transport complex with two dynein dimers exhibits faster velocity and greater force production compared to the complex with a single dynein dimer (Urnavicius et al., 2018).

1.5 Structure and function of dynactin and activating adaptors
Dynactin was initially discovered as a factor that can activate dynein-mediated vesicle movement in vitro (Gill et al., 1991; Schroer and Sheetz, 1991). Since then, it has been found to be an essential dynein regulator required for almost all of dynein functions (Cianfrocco et al., 2015; Schroer, 2004). The recent discovery that dynactin and an activating adaptor can relieve the autoinhibition of dynein and convert it into a processive motor provides a mechanistic understanding for how dynactin regulates dynein.

Dynactin is a large 1.1MDa protein complex composed of 23 subunits in vertebrates (Figure 1.3B) (Chowdhury et al., 2015; Urnavicius et al., 2015). A central feature of dynactin is a short actin-like filament, which consists of eight copies of actin-related protein-1 (Arp1) and one copy of β-actin. This filament is capped at one end (called the “barbed end”) by a heterodimer of acting capping proteins, CapZα and CapZβ. The opposite end (termed the “pointed end”) is capped by actin-related protein-11 (Arp11) along with three other proteins, p25, p27 and p62. The later
three subunits of dynactin have been implicated in linking dynein-dynactin to cargos (Yeh et al., 2012; Zhang et al., 2011). The arp filament of dynactin provides binding sites for activating adaptors and the dynein tail. The shoulder domain lies on top of the arp filament at the barbed end. It is primarily a large bundle of α-helices with a large (>50nm) coiled-coil projection (Urnavicius et al., 2015). The shoulder domain contains four copies of p50, two copies of p24 and two copies of p150. The large coiled-coil projection of dynactin comes from the homodimer of p150 and contains up to three stretches of coiled-coil. The amino-terminus of p150 contains a microtubule-binding domain called a CAP-Gly (cytoskeleton-associated glycine-rich) domain (Waterman-Storer et al., 1995). The microtubule binding activity of dynactin seems to be dispensable for dynein motility in vitro (McKenney et al., 2014) and for dynein-driven cargo motility in cells, but is required for spindle microtubule organization and recruitment of dynactin to microtubule plus ends (Dixit et al., 2008; Kim et al., 2007; Moughamian and Holzbaur, 2012). p150 has also been shown to bind the dynein intermediate chain (Karki and Holzbaur, 1995; King et al., 2004; Siglin et al., 2013; Vaughan and Vallee, 1995).

Although there are two dynein binding sites on dynactin, dynein and dynactin do not interact strongly in vitro (Splinter et al., 2012). Activating adaptors strengthen the interaction of dynein and dynactin, leading to the formation of a stable tripartite dynein transport complex (McKenney et al., 2014; Schlager et al., 2014a; Splinter et al., 2012). So far, 10 bona fide activating adaptors, BICD2, BICDL1, HOOK1, HOOK3, SPDL1 (spindly), NIN (ninein), NINL (ninein-like), RAB11FIP3, RAB45, CRACR2A, have been discovered and shown to form processive dynein transport complex (Figure 1.2C) (McKenney et al., 2014; Olenick et al., 2016; Reck-Peterson et al., 2018; Schlager et al., 2014a; Schroeder and Vale, 2016; Urnavicius et al., 2018; Wang et al., 2018). The discovery of the activating adaptors NIN and NINL will be discussed in
detail in chapter 4. The recent cryo-EM structural studies of the dynein-dynactin complex with three different activating adaptors, BICD2, BICDL1 and HOOK3, have shown that activating adaptors bind along the length of the arp filament of dynactin and provide additional binding sites for the dynein tails hence strengthening the interaction between the dynactin filament and dynein tails (Urnavicius et al., 2015, 2018). Amino- and carboxy-termini of the activating adaptors lie close to the barbed and pointed ends of the arp filament of dynactin respectively. BICD2 primarily recruit one dynein dimer per dynactin while BICDL1 and HOOK3 primarily recruit two dynein dimers per dynactin.

All 10 activating adaptors that have been discovered so far have no common sequence motifs. However, they all share some common structural features (Figure 1.3C). They are all dimers and contain long (>200 residues) stretches of predicted coiled-coil, which bind along the arp filament of dynactin (Reck-Peterson et al., 2018). Towards the amino-terminal part of the coiled-coil region, all activating adaptors have or are predicted to have binding sites for the DLIC. These binding sites have been shown to be indispensable for BICD2, HOOK3 and SPDL1 to promote the formation of activated dynein-dynein-activating adaptor complexes (Gama et al., 2017; Lee et al., 2018; Schlager et al., 2014b). The BICD family proteins, BICD2 and BICDL1, as well as Spindly contain a short motif called the “CC1 box” that binds to the DLIC, whereas the Hook family proteins, HOOK1 and HOOK3, use the Hook domain to bind to the DLIC. RAB11FIP3 binds to the DLIC by a region containing a pair of EF hands (Horgan et al., 2010). Although it has not been shown that NIN, NINL, RAB45 and CRACR2A bind to the DLIC, they all contain an EF hand motif, which has been proposed to mediate the interaction with the DLIC (Reck-Peterson et al., 2018; Wang et al., 2018).
The final common structural feature of activating adaptors is that their carboxy-terminal regions contain binding sites for receptor/adaptor proteins of dynein cargos or dynein cargos themselves. Therefore, activating adaptors serve a dual role of converting dynein into a processive motor and linking dynein to its cargos. In chapter 4, I will discuss in details a proteomic-based approach to determine which cargos each activating adaptor link to. Here, I will briefly highlight some of the well-characterized cargos of some activating adaptors. BICD2 is perhaps one of the best-characterized activating adaptors and it has been shown to bind to Rab6/Rab6a, which in turn binds to Golgi-derived vesicles (Huynh and Vale, 2017; Matanis et al., 2002). BICD2 has also been shown to bind to Egalitarian, which is a cargo adaptor for dynein-mediated mRNA transport (Dienstbier et al., 2009; McClintock et al., 2018; Sladewski et al., 2018). The Hook family proteins, HOOK1, HOOK2 (not yet shown to be an activating adaptor directly) and HOOK3, bind to FTS and FHIP and form a tripartite complex called the “FHF complex” (Xu et al., 2008). The FHF complex links dynein to early endosomes via the interaction between FHIP and the early endosome marker, Rab5 (Guo et al., 2016; Nielsen et al., 1999). CRACR2A and Rab45 have Rab GTPase domains in their carboxy-terminal regions (Figure 1.3C) and Rab domains generally bind directly to membrane cargos (Reck-Peterson et al., 2018; Wang et al., 2018). In the case of CRACR2A, it has been shown to localize to clarithin-independent endosomes in T cells (Wang et al., 2018).

1.6 Regulation of dynein by Lis1

Lis1 (PAFAH1B1) is another essential regulator of dynein functions. Lis1 was first discovered as the gene whose mutations lead to a neurodevelopmental disease called lissencephaly, which is characterized by smooth cerebral surface phenotype (Reiner et al., 1993). It was later linked to the
dynein pathway via genetic screens for nuclear migration and distribution in filamentous fungi (Xiang et al., 1995). Since then, Lis1 has been shown to be an ubiquitous dynein regulator in higher eukaryotes (Cianfrocco et al., 2015; Kardon and Vale, 2009). Lis1 is required for dynein localization at microtubule plus ends (Lee et al., 2003; Sheeman et al., 2003; Splinter et al., 2012), for dynein-mediated transport of various cargos (Dix et al., 2013; Egan et al., 2012; Shao et al., 2013; Splinter et al., 2012), for dynein-mediated positioning of the nucleus and centrosome (Lee et al., 2003; Sitaram et al., 2012; Tsai et al., 2007; Xiang et al., 1995), and for mitotic functions of dynein (Cockell, 2004; Moon et al., 2014).

Structurally, Lis1 is a homo-dimer consisting of an amino-terminal dimerization domain and a carboxy-terminal β-propeller domain of seven WD-40 repeats (Figure 1.4A) (Kim et al., 2004; Tarricone et al., 2004). Cryo-EM structure of dynein’s motor domain with Lis1 reveals that the β-propeller domain binds directly to dynein’s motor domain at the helical junction between AAA3 and AAA4 (Figure 1.4B) (Huang et al., 2012; Toropova et al., 2014). Although there are no structural and biochemical evidence, the β-propeller domain has also been shown to interact with the dynein tail domain, dynein intermediate chain and dynactin p50 subunits in co-immunoprecipitation and yeast two-hybrid assays (Tai et al., 2002).

In vitro reconstitution experiments of dynein and Lis1 have shown that Lis1 increases the microtubule binding of dynein and slows its motility (Huang et al., 2012; McKenney et al., 2010; Torisawa et al., 2011; Yamada et al., 2008a). However, Lis1 doesn’t have a significant effect on dynein’s basal or microtubule-stimulated ATPase rate (Huang et al., 2012; McKenney et al., 2010; Yamada et al., 2008a). Instead, Lis1 uncouples the allosteric communication between the ATPase cycle of AAA1 and dynein’s microtubule binding domain (Figure 1.4C) (Huang et al., 2012; Toropova et al., 2014). As mentioned previously, during the canonical mechano-chemical cycle of
Figure 1.4. Regulation of dynein Lis1. (A) Cartoon model of Lis1. Lis1 is a homo-dimer consisting of an amino-terminal dimerization domain and a carboxy-terminal β-propeller domain. (B) Model of the dynein-Lis1 complex. Cryo-negative stain electron microscopy model of the dynein-Lis1 complex (EMDB-6008) is shown in the left panel and the corresponding cartoon model is shown in the right panel. In the cryo-negative stain electron microscopy model, the density of the dynein motor domain is shown as a gray surface and Lis1 is shown as an orange surface. The purple arrow indicates the position of the linker domain. Lis1 binding to the dynein motor domain occludes the linker domain in its straight conformation to bind at its normal position.
(continued) The canonical docking site of the straight linker is shown as a purple ribbon diagram in the left panel and a semi-transparent purple surface with dashed line in the right panel. (C) Model of Lis1 regulation of dynein’s mechano-chemical cycle. The nucleotide occupancy states of AAA1 of dynein are color-coded as noted. By binding at the junction of AAA3 and 4, Lis1 prevents dynein unbinding from microtubules throughout ATP hydrolysis cycle at AAA1. Although Lis1 binding prevents the straight linker to bind at its normal position, the linker can undergo conformational change to its bent conformation upon ATP binding at AAA1.

Dynein, ATP binding at AAA1 causes dynein to unbind from microtubules and bend its linker (Figure 1.2). However, in the presence of Lis1, dynein remains tightly bound to microtubules after ATP binding at AAA1 (Huang et al., 2012). Lis1 exerts this effect by binding at the junction of AAA3-4 and sterically blocks dynein’s linker domain to dock at AAA5 in a straight conformation (Toropova et al., 2014). Interestingly, Lis1 only has a minor effect on the bending of the linker. The effect of Lis1 to keep dynein tightly bound to microtubules allows dynein to generate a sustained high force-producing state (McKenney et al., 2010; Reddy et al., 2016).

In addition to directly affecting on dynein’s mechano-chemical cycle, it has been shown that Lis1 promotes the binding of dynein and dynactin in Xenopus egg extract (Wang et al., 2013). Recently, Lis1 has been shown to increase the velocity of activated dynein complexes consisting of dynein, dynactin and BICD2 (Baumbach et al., 2017; Gutierrez et al., 2017). However, one study found that Lis1 has no effect on the velocity of activated dynein complexes with BICD2 (Jha et al., 2017). Investigating the effect of Lis1 on activated dynein complexes is the subject of Chapter 3.
1.7 Outstanding questions and summary of thesis

Regulation of dynein by Lis1 is essential for diverse roles of dynein. However, current mechanistic understanding of Lis1 regulation on dynein from in vitro studies cannot fully explain the complex and conflicting regulatory roles of Lis1 in cells. For instance, many studies have shown that depletion or deletion of Lis1 reduces dynein-driven cargo transport (Dix et al., 2013; Egan et al., 2012; Lenz et al., 2006; Moughamian et al., 2013; Pandey and Smith, 2011). However, one study has found a conflicting result that depletion of Lis1 leads to an increase in dynein-driven cargo transport (Vagnoni et al., 2016) and one study has suggested that Lis1 regulation is required for high-load cargos but not for small vesicular cargos of dynein (Yi et al., 2011). Examinations of the motile properties of dynein-driven cargo transport following Lis1 depletion have also shown conflicting results with some studies showing increase in velocity of dynein cargos (Vagnoni et al., 2016), some showing decrease in velocity of dynein cargos (Dix et al., 2013; Pandey and Smith, 2011) and some observing no change in velocity of dynein cargos (Egan et al., 2012; Shao et al., 2013). These results suggest that Lis1 has complex regulatory roles on dynein functions and the major outstanding question is to understand how Lis1 carries out these complex regulatory functions. To answer this question, we used two approaches. The first approach, which is the subject of chapter 2, is to expand our current mechanistic understanding of regulation of Lis1 on dynein alone in the absence of other dynein regulators. Particularly, we were interested to understand how Lis1’s regulatory role interplays with the intramolecular regulation of dynein by its AAA3 domain, if any, because the known Lis1 binding site on dynein is close to the ATP binding pocket of AAA3. To study this, we used the established yeast model system (Huang et al., 2012; Toropova et al., 2014). Surprisingly, we discovered that Lis1 had two opposing modes of regulation of dynein depending on the nucleotide state at AAA3. Lis1 is capable of inducing low
microtubule binding of dynein in addition to its previously known role of increasing microtubule binding of dynein. We identified a novel Lis1 binding site on dynein and showed that this novel site was required for the novel regulatory mode of Lis1 to decrease microtubule binding of dynein. We also showed that the novel Lis1 binding site on dynein was required for efficient transport of dynein to microtubule plus ends by kinesin in vitro and dynein’s role in mitotic spindle positioning in yeast.

The second approach, which is the subject of chapter 3, is to understand the mechanism of regulation of Lis1 on dynein in the presence of dynactin and the activating adaptor BICD2. To study this, we used the established mammalian model system (McKenney et al., 2014; Schlager et al., 2014a). Recent studies have found that Lis1 increases the motility of the activated dynein-dynactin-BICD2 complexes (Baumbach et al., 2017; Gutierrez et al., 2017). However, the mechanism of how Lis1 is exerting such effect is unknown. We showed that Lis1 increases the velocity of the activated dynein-dynactin-BICD2 complexes by promoting the formation of the maximally activated complexes consisting of two dynein dimers. Furthermore, we demonstrated that Lis1 was not required to co-migrate with the maximally activated dynein transport complex once the complex was formed. Surprisingly, we found that none of the known Lis1 binding sites was responsible for this effect. These results of chapter 2 and 3 begin to reveal multiple modes of Lis1 regulation in vitro and provide new paradigms to understand the complexity of Lis1 regulatory roles in vivo.

Another major outstanding question is what determines or regulates the cargo specificity of dynein, which has hundreds, if not thousands of diverse cargos. To address this question, in chapter 4, we attached a promiscuous biotin ligase (‘BioID’) to dynein and dynactin subunits and identify their interactome using mass spectrometry. BioID technique is chosen because it can
report transient interactions as well as the spatial information of the interactors (Roux et al., 2012). Using this technique, we identified two novel dynein activating adaptors, ninein and ninein-like. Since activating adaptors link dynein to its cargos, we further set out to answer which cargos each activating adaptor links to using BioID technique. We found that each activating adaptor likely links dynein to multiple cargos. This suggests that additional factors are required to define dynein’s cargo specificity in addition to activating adaptors and this study provides a wealth of proteomic data to begin dissecting the additional layer of regulation to achieve dynein’s cargo specificity.
Chapter 2

Lis1 has two opposing modes of regulating cytoplasmic dynein

This chapter has been previously published as:
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2.1 Contributions

Morgan E. DeSantis, Michael A. Cianfrocco, Zaw Min Htet, Samara L. Reck-Peterson and Andres E. Leschziner conceptualized and designed the experiments. Zaw Min Htet designed and cloned yeast strains. Phuoc Tien Tran did yeast growth. Morgan E. DeSantis and Zaw Min Htet performed protein purification. Michael A. Cianfrocco performed electron microscopy data collection and analysis. Morgan E. DeSantis and Zaw Min Htet performed and analyzed single-molecule experiments and yeast in vivo imaging experiments. Morgan E. DeSantis, Michael A. Cianfrocco, Zaw Min Htet, Samara L. Reck-Peterson and Andres E. Leschziner interpreted the data. Samara L. Reck-Peterson and Andres E. Leschziner provided mentorship.

2.2 Abstract

Regulation is central to the functional versatility of cytoplasmic dynein, a motor involved in intracellular transport, cell division, and neurodevelopment. Previous work established that Lis1, a conserved regulator of dynein, binds to its motor domain and induces a tight microtubule-binding state in dynein. The work we present here—a combination of biochemistry, single-molecule assays, and cryo-electron microscopy—led to the surprising discovery that Lis1 has two opposing modes of regulating dynein, being capable of inducing both low and high affinity for the microtubule. We show that these opposing modes depend on the stoichiometry of Lis1 binding to dynein and that this stoichiometry is regulated by the nucleotide state of dynein’s AAA3 domain. The low affinity state requires Lis1 binding to dynein at a novel conserved site, mutation of which disrupts Lis1’s function in vivo. We propose a new model for the regulation of dynein by Lis1.
2.3 Introduction

Cytoplasmic dynein-1 (“dynein”) is a microtubule (MT)-based motor that transports cellular cargos towards the minus-ends of MTs. In human and many other eukaryotic cells, dynein distributes and organizes organelles, proteins, RNAs, and viruses, in addition to playing essential roles in cell division. Mutations in the dynein machinery cause a range of neurological diseases (Franker and Hoogenraad, 2013).

Type-1 lissencephaly, a neurodevelopmental disease characterized by a smooth cerebral surface is caused by mutations in one of dynein’s conserved regulators, Lis1 (Reiner et al., 1993). *S. cerevisiae*, where the dynein pathway has a single, non-essential function in positioning the mitotic spindle (Eshel et al., 1993; Li et al., 1993), also has a Lis1 gene, making it a powerful model system for dissecting how Lis1 regulates dynein (Huang et al., 2012; Roberts et al., 2014; Toropova et al., 2014).

There are conflicting models for the role of Lis1 in dynein regulation. Lis1 has been implicated in many dynein-dependent functions (Cianfrocco et al., 2015), such as (1) localizing and/or maintaining dynein at MT plus ends (Lee et al., 2003; Sheeman et al., 2003; Splinter et al., 2012); (2) initiating dynein transport from MT plus ends (Egan et al., 2012; Lenz et al., 2006; Moughamian et al., 2013); and (3) enabling dynein to move against high loads (McKenney et al., 2010; Reddy et al., 2016; Yi et al., 2011). Other studies have looked at the effects of altering Lis1 expression levels on dynein-based transport. Most of these showed that deletion or depletion of Lis1 reduces transport (Dix et al., 2013; Klinman and Holzbaur, 2015; Moughamian et al., 2013; Pandey and Smith, 2011; Shao et al., 2013; Smith et al., 2000; Yi et al., 2011), while one found that Lis1 depletion increases cargo transport (Vagnoni et al., 2016).
How does Lis1 regulate dynein? Because Lis1 binds directly to dynein’s motor domain (Huang et al., 2012; Toropova et al., 2014), we must consider Lis1 regulation in the context of dynein’s mechanochemical cycle. Dynein is a dimer of two identical “heavy chains”, which can be divided into two functional units: the N-terminal “tail”, required for dimerization, binding the accessory subunits, and cargo interactions; and the “motor”, which is built around an AAA+ (ATPase Associated with diverse cellular Activities) ring containing 6 AAA domains (Figure 2.1A) (Cianfrocco et al., 2015). Dynein’s motility requires cycles of ATP hydrolysis at AAA1, which are coupled to cycles of MT binding and release at dynein’s MT binding domain (MTBD).

Current evidence suggests that Lis1 acts on dynein by disrupting the coupling between ATP hydrolysis and MT binding and release. Lis1 is a dimer of two β-propellers (Figure 2.1A) (Tarricone et al., 2004), with a single β-propeller binding to AAA4 on dynein’s ring (Huang et al., 2012; Toropova et al., 2014). In vitro motility assays showed that Lis1 decreases dynein’s velocity (Huang et al., 2012; Yamada et al., 2008b) by causing dynein to remain tightly bound to MTs in the presence of ATP, which would normally result in MT release (Huang et al., 2012; McKenney et al., 2010). This model for Lis1 regulation of dynein is at odds with some of the proposed functions of Lis1 discussed above, where depletion of Lis1 leads to a decrease in cargo transport.

The regulation of dynein motility also involves intra-motor control. The nucleotide state at AAA3 regulates dynein’s motility by acting on its mechanochemical cycle (DeWitt et al., 2015; Nicholas et al., 2015b): stepping dynein contains ADP at AAA3, while ATP or no nucleotide (“apo”) at this site results in a slower dynein that is tightly bound to MTs (DeWitt et al., 2015). This AAA3-mediated inhibition occurs even when ATP binds to AAA1, which normally triggers MT release.
We were struck by the similarities in the behavior of dynein in the presence of Lis1 or when its AAA3 is in an apo or ATP-bound state. The proximity of Lis1’s binding site to AAA3’s ATP-binding site made us wonder if Lis1 regulates dynein by acting on AAA3. Here we used mutants in yeast dynein to control the nucleotide state of AAA3 and a combination of single-molecule imaging, high-resolution cryo-electron microscopy (cryo-EM), *in vitro* reconstitutions, and *in vivo* assays to understand the relationship between Lis1 and the nucleotide state of dynein’s AAA3 domain. We made the surprising discovery that Lis1 can regulate dynein in two distinct and opposing ways, depending on the nucleotide state of AAA3. Based on our data we propose a new model for the regulation of dynein by Lis1 that can explain the multiple and conflicting cellular roles of Lis1.

### 2.4 Results

**Lis1 has two modes of regulating dynein**

Previous studies led us to hypothesize that the nucleotide state at AAA3 might play a role in the regulation of dynein by Lis1 (DeWitt et al., 2015; Nicholas et al., 2015b; Toropova et al., 2014). To test this, we used a minimal *S. cerevisiae* dynein construct dimerized by GST (Dyn<sub>wt</sub>) (Figure 2.1A) that is similar to full-length dynein in its motile properties (DeWitt et al., 2012; Reck-Peterson et al., 2006) and regulation by Lis1 (Huang et al., 2012). To mimic different nucleotide states at AAA3, we made well-characterized mutations that disrupt its conserved Walker A and Walker B motifs (Cho et al., 2008; DeWitt et al., 2015; Kon et al., 2004). The Walker A mutant (Dyn<sub>WA</sub>) impairs ATP binding, while the Walker B mutant (Dyn<sub>WB</sub>) allows ATP to bind, but prevents its hydrolysis (Figure 2.1B). Lis1 had a similar binding affinity for all three dynein variants (Figure A.1A and Supplementary table A.2).
Figure 2.1. Lis1 has two modes of regulating dynein. (A) Schematic of the dynein construct used in this study. The semi-transparent ovals represent the nucleotide-binding sites in AAA1-4. The second protomer is faded out for clarity. The β-propellers in the Lis1 dimer (orange) are represented as rings. (B) AAA3 variants used in this study: Dynwt (wild type AAA3), DynWA (Walker A mutation in AAA3), and DynWB (Walker B mutation in AAA3). (C) Average velocities of dynein variants (n>103 events per data point). See Figure A.1B for representative kymographs. (D) Normalized average velocities of dynein variants in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1 (n>103 events per data point). Velocities were normalized by setting those in the absence of Lis1 [from (C)] to 100%. (E) Binding densities of dynein variants in the...
(Continued) presence of ATP (top) or ATP-Vi (bottom) (n>8 fields of view per data point). See also Supplementary table A.2. (F) Normalized binding densities of dynein variants alone (solid bars), or in the presence of 300 nM Lis1 (hatched bars), or 300 nM Lis1\textsuperscript{SA} (cross-hatched bars) in the presence of ATP. Binding densities were normalized by setting those in the absence of Lis1 [from (E), top] to 100% (n=12 fields of view per data point). (G-I) Normalized binding densities of dynein variants alone (solid bars), or in the presence of 300 nM Lis1 (hatched bars) in the presence of 1 mM ATP-Vi (G), 1 mM ADP (H) and 2.5 units/mL apyrase (“Apo”) (I) (n=8 fields of view per data point). Normalized binding densities in the absence of Lis1 shown in (G) are those in (E, bottom) without normalization. Statistical significance was calculated using an unpaired t-test with Welch’s correction for both velocity (C and D) and binding density (E-I). P-values: ns, not significant; *, <0.05; **, <0.01; ***, <0.001, ****, <0.0001. Data are shown as mean and standard error of mean.

We first asked if the nucleotide state at AAA3 altered Lis1’s effect on dynein’s velocity using single-molecule motility assays (Figures 2.1C-D and Supplementary table A.2). In agreement with previous studies, Lis1 decreased the velocity of Dyn\textsuperscript{wt} (Huang et al., 2012; McKenney et al., 2010; Toropova et al., 2014; Yamada et al., 2008b) (Figure 2.1D). While both Dyn\textsuperscript{WA} and Dyn\textsuperscript{WB} had slower velocities than Dyn\textsuperscript{wt} on their own (Figure 2.1C and Supplementary table A.2), the effects of adding Lis1 to them were striking. Dyn\textsuperscript{WA} was hypersensitive to Lis1, with a velocity reduction of 99% (Figure 2.1D). Unexpectedly, the Lis1 effect was reversed with Dyn\textsuperscript{WB}; the velocity of this mutant almost doubled in the presence of Lis1 (Figure 2.1D). These results suggest that Lis1 can regulate dynein’s velocity in opposite ways depending on the nucleotide state at AAA3.

Next, we asked if the effects of Lis1 on dynein’s velocity were a result of its effect on dynein’s affinity for MTs. To measure MT binding affinities, we used single-molecule total internal reflection fluorescence (TIRF) microscopy to quantify the density of dynein bound to MTs. We first characterized the binding densities of the dynein constructs by themselves in the
presence of ATP (Figure 2.1E and Supplementary table A.2). Although Dyn\textsuperscript{WA} and Dyn\textsuperscript{WB} have significantly higher affinities for MTs than Dyn\textsuperscript{wt} (Cho et al., 2008; DeWitt et al., 2015), their affinities are indistinguishable. Given this, we normalized most binding data with the motor alone set to 100% (non-normalized data can be found in Supplementary table A.2).

As before (Huang et al., 2012), we observed increased binding of Dyn\textsuperscript{wt} to MTs with Lis1 and ATP (Figure 2.1F). In agreement with our velocity data (Figure 2.1D), the two AAA3 variants were regulated by Lis1 in opposite ways: Lis1 increased the binding density of Dyn\textsuperscript{WA} by 62% and decreased that of Dyn\textsuperscript{WB} by 42% with ATP (Figure 2.1F). Importantly, a Lis1 mutant that cannot bind to dynein (Lis1\textsuperscript{5A}) (Toropova et al., 2014) had no effect on any of the variants (Figure 2.1F). Thus, Lis1 can also regulate dynein’s MT binding in opposing manners depending on the nucleotide state at AAA3.

Given how unexpected Lis1’s effects on Dyn\textsuperscript{WB} were and the intrinsic high affinity of Dyn\textsuperscript{WB} for MTs, we wanted to rule out mutant-specific effects. We repeated our MT binding experiments with Dyn\textsuperscript{wt} trapped with AAA3 in a nucleotide state as similar to that of Dyn\textsuperscript{WB} (ATP) as possible. For this we used ATP plus Vanadate (ATP-Vi), which generates ADP-Vi upon ATP hydrolysis (Burgess et al., 2003). Dyn\textsuperscript{wt} bound MTs with the same affinity with ATP-Vi or ATP (Figure 2.1E and Supplementary table A.2). More importantly, under ATP-Vi conditions, Dyn\textsuperscript{wt} and Dyn\textsuperscript{WB} both showed decreased MT binding with Lis1 (Figure 2.1G), in striking contrast to the increased MT binding we saw for Dyn\textsuperscript{wt} with ATP (Figure 2.1F), where AAA3 is expected to be mainly in an ADP state (DeWitt et al., 2015). The affinity of Dyn\textsuperscript{WA}, which cannot bind nucleotide at AAA3, still increased with ATP-Vi and Lis1 (Figure 2.1G). Performing these experiments with ADP or no nucleotide abolished all relative differences among the three variants (Figure 2.1H, I),
sugestinng that dynein’s AAA1 must be in an ATP or ADP-Pi state for Lis1 regulation to be apparent.

We next sought to understand the mechanistic basis for the dual role of Lis1 by determining the structures of dynein:Lis1 complexes using different AAA3 variants.

**Structural basis for the tight microtubule binding state of dynein induced by Lis1**

Figure 2.2A summarizes aspects of dynein’s structure relevant to the results presented below. More detailed reviews of dynein’s structure can be found elsewhere (Cianfrocco et al., 2015; Gleave et al., 2014).

We first used single particle cryo-EM to determine the structure of Dynein:Lis1 in the presence of ATP, a state with high affinity for MTs. We used a monomeric dynein construct lacking GST (Dyn$^{wt-M}$), which is otherwise identical to the dimeric dynein constructs used above. We solved a 7.7Å resolution structure of Dyn$^{wt-M}$ bound to Lis1 in the presence of ATP and built an atomic model into the density using Rosetta (Figures 3.2B, C, A.2, and Supplementary table A.1) (Wang et al., 2016).

This map, at higher resolution than our previous structure of the same complex (Toropova et al., 2014), provided a detailed view of the interface between dynein and Lis1 and revealed the conformation of dynein’s ring. As before, a single Lis1 β-propeller was bound to Dyn$^{wt-M}$, even though Lis1 was present as a dimer in our sample. The second β-propeller, as well as the rest of Lis1, are likely disordered and thus averaged out during the reconstruction process. The EM density suggested that Lis1 interacts not only with an alpha helix in AAA4 (Toropova et al., 2014), but also with a loop from AAA5, and possibly another from AAA3 (Figure 2.2C, D), although the resolution of the map does not establish this last interaction unambiguously.
Figure 2.2. Structural basis for the tight microtubule binding state of dynein induced by Lis1.
(A) Additional structural features of the schematic shown in Figure 2.1A. The inset on the right shows the architecture of the AAA ring, with each AAA domain composed of both large (AAAL) and small (AAAS) subdomains (exemplified for AAA3). Large and small subdomains are arranged in two separate planes. Semi-transparent ovals represent nucleotide-binding sites. The linker domain forms a third layer, above the AAA ring. Insets on the left illustrate how the buttress couples the conformation of dynein’s ring to dynein’s affinity for MTs by changing the register between the two helices (CC1 and CC2) in the stalk’s coiled coil. (B) Cryo-EM structure of the
(continued) Dyn\textsuperscript{wt-M}:Lis1 complex, solved in the presence of ATP. The cryo-EM map was filtered using local resolution and is shown as a semi-transparent surface, with the atomic model shown as a ribbon diagram. The cartoon (bottom left) indicates the portion of dynein observed in our cryo-EM map. (C) The structure viewed from the stalk, with the Dyn\textsuperscript{wt-M}-Lis1 interface indicated by the dashed rectangle. (D) Close-up view of the Dyn\textsuperscript{wt-M}-Lis1 interface, seen in a direction perpendicular to the dashed rectangle. Side chains shown on AAA4 are residues that prevent Lis1 binding when mutated (KDEE) (Huang et al., 2012). AAA domains that contribute motifs to the interface are labeled. (E) Ring architecture of human Dynein-2\textsuperscript{wt-M} (ATP-Vi) (Schmidt et al., 2015) (PDB: 4RH7), yeast Dyn\textsuperscript{wt-M} (ATP) (Bhabha et al., 2014) (EMDB 6054), and our map of Dyn\textsuperscript{wt-M}:Lis1 (ATP). Colored dots and rod highlight equivalent positions in AAA4 (yellow), AAA5 (orange) and AAA6 (red). Colored arrows indicate the N-terminus of the linker (purple), the boundary between AAA5 and AAA6L (orange/red), and the boundary between AAA6L and AAA6S (red/dark red). The structure of human dynein-2 was converted into an EM-like density and both it and our Dyn\textsuperscript{wt-M}:Lis1 map were filtered to 20Å. The structure of Dyn\textsuperscript{wt-M} (ATP) (EMDB: 6054) has a resolution of 17Å. (F-I) Ring conformations of the Dyn\textsuperscript{wt-M}:Lis1 structure (F); the low-affinity, wild-type human Dynein-2\textsuperscript{wt-M} solved in the presence of ATP-Vi (PDB: 4RH7) (G); and the high-affinity, wild-type \textit{S. cerevisiae} dynein solved in the absence of nucleotide (PDB: 4AKI) (H). We removed the linker and, when present, Lis1 for clarity. (I) Maps of pairwise alpha carbon interatomic distances between the Dyn\textsuperscript{wt-M}:Lis1 structure and the low-affinity, wild-type human Dynein-2\textsuperscript{wt-M} (left), and high-affinity, wild-type \textit{S. cerevisiae} Dyn\textsuperscript{wt-M} (right). Structures were aligned using their AAA4L domains. The length and thickness of the vectors are proportional to the calculated interatomic distances.

Next we examined how Lis1 affected the conformation of dynein’s ring by comparing our structure to existing structures of dynein. Our map of Dyn\textsuperscript{wt-M}:Lis1 appears to show the linker in its pre-power stroke position; although the N-terminal half of the linker is not visible in the 7.7Å map, an extension pointing towards AAA2 becomes apparent at lower resolution (Figures 3.2E and A.2J). Given the pre-power stroke position of the linker and the fact that we obtained the structure in ATP, AAA1 must contain either ATP or ADP-Pi, as phosphate release results in the
power stroke (Mogami et al., 2007). Since this conformation of the linker was observed in the structures of human dynein-2 with ATP-Vi (Schmidt et al., 2015) and yeast Dyn\textsuperscript{wt-M} with ATP (Bhabha et al., 2014) we chose them for our comparison (Figure 2.2E).

Human dynein-2 (ATP-Vi) and yeast Dyn\textsuperscript{wt-M} (ATP) both show a closed conformation of the AAA ring, associated with a low-affinity state (Figure 2.2E). Dyn\textsuperscript{wt-M}:Lis1 (ATP), however, shows an open-ring conformation, associated with a high-affinity state (Figure 2.2E). Given that the only difference between our structure and that of Dyn\textsuperscript{wt-M} (ATP) is the presence of Lis1, the open conformation of the ring must be a consequence of Lis1 binding to dynein.

The ring opening and the similarities between the Dyn\textsuperscript{wt-M}:Lis1 and nucleotide-free dynein structures are further highlighted by an analysis of interatomic distances between alpha carbons in Dyn\textsuperscript{wt-M}:Lis1, human dynein-2 (ATP-Vi) (Schmidt et al., 2015) and nucleotide-free yeast dynein (Schmidt et al., 2012) (Figure 2.2F-I, Supplementary file A.2).

**Two Lis1 β-propellers are bound to dynein in the weak microtubule binding state**

We then moved on to the most puzzling aspect of our data: why does introducing a Walker B mutation in AAA3 lead to such a dramatic difference in how Lis1 regulates dynein? For this, we solved a 10.5Å-resolution cryo-EM structure of the Dyn\textsuperscript{WB-M}:Lis1 complex in the presence of ATP-Vi and used Rosetta to build an atomic model (Figures 3.3A, B, A.3, and Supplementary table A.1). As in the Dyn\textsuperscript{wt-M}:Lis1 structure, Dyn\textsuperscript{WB-M} is a monomeric construct lacking GST and Lis1 is a dimer.

Surprisingly, the cryo-EM map of Dyn\textsuperscript{WB-M}:Lis1 showed not one, but two Lis1 β-propellers bound to dynein (Figure 2.3A, B). One β-propeller binds to the previously identified site on the ring (AAA4) (“Site\textsubscript{Ring}”), while the other binds to dynein’s stalk, specifically coiled-coil 1 (CC1)
Figure 2.3. Two Lis1 β-propellers are bound to dynein in the weak microtubule binding state. (A) Cryo-EM structure of the Dyn\(^{WB-M}\)-Lis1 complex, solved in the presence of ATP-Vi. The cryo-EM map is shown as a semi-transparent surface, with the atomic model generated with Rosetta shown as a ribbon diagram. The cartoon (bottom left) indicates the portion of dynein observed in our cryo-EM map. (B) Structure viewed from the stalk, with the two Dyn\(^{WB-M}\)-Lis1 interfaces indicated by the dashed rectangles. (C) Close-up views of the two Dyn\(^{WB-M}\)-Lis1 interfaces, located on dynein’s ring (Site\(_{\text{Ring}}\)) and stalk (Site\(_{\text{Stalk}}\)), viewed perpendicular to the dashed rectangles. AAA
domains that contribute motifs to the interfaces are labeled. (D-E) Ring conformations of the Dyn$_{\text{WB-M}}$:Lis1 structure (D) and the low-affinity, wild-type human dynein-2 solved in the presence of ATP-Vi (PDB: 4RH7) (E). We removed the linker and, when present, Lis1 for clarity. (F) Map of pairwise alpha carbon interatomic distances between the Dyn$_{\text{WB-M}}$:Lis1 structure and the low-affinity, wild-type human dynein-2. Structures were aligned using their AAA3L domains. The length and thickness of the vectors are proportional to the calculated interatomic distances.

(“Site$_{\text{Stalk}}$”) (Figure 2.3A-C). Each Lis1 β-propeller uses a different surface to interact with dynein (Figure 2.3C). The density encompassing the two Lis1 β-propellers is contiguous, suggesting they interact with each other (Figure 2.3B), although our current resolution does not allow us to determine their rotational orientations and thus the nature of this interface. Analysis of the stoichiometry of our Dyn$_{\text{wt-M}}$:Lis1 complex using size-exclusion chromatography suggests that both β-propellers in the structure belong to the same Lis1 dimer (Figure A.4).

The closed conformation of dynein’s ring in the Dyn$_{\text{WB-M}}$:Lis1 structure, similar to that seen in the crystal structure of the low MT affinity state of human dynein-2 (Figure 2.3D, E) (Schmidt et al., 2015), is consistent with the weak MT binding of the complex. This similarity is further supported by an analysis of interatomic distances between alpha carbons in our Dyn$_{\text{WB-M}}$:Lis1 structure and those in the structure of human dynein-2 (ATP-Vi) (Figure 2.3F, Supplementary file A.2).

**Lis1’s opposite modes of dynein regulation are associated with rigid body motion conformational changes in dynein’s ring**

To understand how structural changes in dynein’s ring relate to the two modes of Lis1 regulation and how Lis1 binding at Site$_{\text{Stalk}}$ in Dyn$_{\text{WB-M}}$:Lis1 stabilizes a low affinity state in dynein we calculated the inter-atomic distances between Dyn$_{\text{wt-M}}$:Lis1 and Dyn$_{\text{WB-M}}$:Lis1 (Figure 2.4A,
Figure 2.4. Lis1’s opposite modes of dynein regulation are associated with rigid body motion conformational changes in dynein’s ring. (A) Map of pairwise alpha carbon interatomic distances between the Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1 structures. We removed the linker and Lis1 for clarity. Structures were aligned using their AAA3L domains. The length and thickness of the vectors are proportional to the calculated interatomic distances. (B) 1D plot of the interatomic distances shown in panel (A). Large and small AAA subdomains are indicated below the plot, along with amino acid numbers at their boundaries. The positions of the arginine fingers of domains AAA2-5, which act on domains AAA1-4, are labeled (“R”). (C) Superposition of the Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1 structures, aligned using their AAA4S domains. The Dyn\textsuperscript{wt-M}:Lis1 structure is shown in lighter colors and the Lis1 bound to Site\textsubscript{Stalk} in Dyn\textsuperscript{WB-M}:Lis1 was faded for clarity. The square highlights Site\textsubscript{Ring}, and is the area represented in panels (D) and (E). (D) Close-up of the Site\textsubscript{Ring} in dynein, with Lis1 faded for clarity. The bi-tone yellow arrow indicates good alignment for the base of the stalks. The tri-color multi-headed arrows point to the AAA3, AAA4 and AAA5 elements in Site\textsubscript{Ring} in both Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1. (E) Positions of the Site\textsubscript{Ring}-bound Lis1 in the Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1 structures. Same view as in (D) but with dynein faded for clarity. Light and dark orange arrows point to the equivalent positions in Lis1 in the Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1 structures, respectively. (F) Modeling of a second Lis1 into the Dyn\textsuperscript{wt-M}:Lis1 structure interacting either with Site\textsubscript{Stalk} (left) or with the Lis1 bound at Site\textsubscript{Ring} (right). Grey arrows point to gaps present in the models. (G) For comparison, we show the same view of the experimentally observed Dyn\textsuperscript{WB-M}:Lis1 structure.
Figure 2.4 (Continued).
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Supplementary file A.2). We found that the differences were captured by a rigid motion of elements on one half of dynein’s ring—comprising the stalk, AAA5, AAA6 and part of AAA1—relative to the rest (Figure 2.4A, B).

The conformational change illustrated in Figure 2.4A results in the two Lis1 binding sites (Site\textsubscript{Ring} and Site\textsubscript{Stalk}) being closer together in Dyn\textsuperscript{WB-M}:Lis1 relative to Dyn\textsuperscript{wt-M}:Lis1 (Figure 2.4C-E). This shorter distance means that the interaction between the two Lis1’s cannot be satisfied in the Dyn\textsuperscript{wt-M}:Lis1 structure, where we only observed a single Lis1 β-propeller bound (Figure 2.4).

**The putative second Lis1 binding site is conserved**

The resolution of our cryo-EM map of the Dyn\textsuperscript{WB-M}:Lis1 complex is not sufficient to unambiguously dock Lis1 and determine which residues interact with Site\textsubscript{Stalk} in dynein. However, the segment of CC1 containing Site\textsubscript{Stalk} is short, limiting the number of candidate binding residues (Figure 2.3C). We aligned dynein sequences corresponding to this region of the stalk and identified three residues—E3012, Q3014 and N3018 in the yeast sequence (Figure 2.5A, B)—that are conserved from yeast to humans (Figure 2.5A). These residues are not conserved in a subset of fission yeasts. Supporting the idea that these residues are central features of Site\textsubscript{Stalk}, we could not identify a Lis1 orthologue in these fission yeast genomes, while organisms with a conserved EQN triad have clear Lis1 orthologues (Figure 2.5A).

**The second Lis1 binding site is required for Lis1-mediated weak microtubule binding**

Our data show that Lis1 induces or stabilizes a weak MT binding state in dynein when AAA3 carries a Walker B mutation, and that in this complex (Dyn\textsuperscript{WB-M}:Lis1) a second Lis1 β-propeller interacts with dynein’s stalk (Site\textsubscript{Stalk}). To determine if Site\textsubscript{Stalk} is required for Lis1 to induce the
weak binding state in dynein we mutated the conserved E3012, Q3014, and N3018 residues to alanine (Dyn\textsuperscript{EQN}). Our prediction was that the Lis1-induced weak binding state would no longer be available in Dyn\textsuperscript{EQN}.

Figure 2.5. The second Lis1 binding site is required for the Lis1-induced weak microtubule binding state of dynein. (A) Sequence conservation around the putative Site\textsubscript{Stalk}. Sequence in the region of dynein’s stalk identified as the putative second binding site for Lis1, extracted from a full sequence alignment of dynein heavy chain genes. Residues with 70% conservation or higher are shaded grey. The three residues we mutated—E, Q, N, shaded in yellow—are conserved in model organisms that have Lis1 orthologs in their genomes (\textit{Saccharomyces cerevisiae}; \textit{Homo sapiens}; \textit{Mus musculus}; \textit{Canis familiaris}; \textit{Dictyostelium discoideum}; \textit{Drosophila melanogaster}; \textit{Danio rerio}; \textit{Aspergillus nidulans}, shaded in orange), but not in a group of fission yeasts (\textit{Schizosaccharomyces pombe}; \textit{Schizosaccharomyces octosporus}; \textit{Schizosaccharomyces cryophilus}) that do not appear to have a Lis1 ortholog in their genome. (B) Atomic model of the Dyn\textsuperscript{WB-M}:Lis1 complex and close-up view of Site\textsubscript{Stalk}. The conserved EQN triad is shown in stick representation and nearby dynein motifs are labeled. Dyn\textsuperscript{EQN} is a construct that carries an EQN to AAA mutation but has a wild-type AAA3. (C) Average velocities of Dyn\textsuperscript{wt} (grey) and Dyn\textsuperscript{EQN}
(continued) (yellow) in the absence (solid bars) or presence (hatched bars) of 300 nM Lis1 (n>154 events per data point). See Figure S5B for representative kymographs. (D) Binding densities of Dyn<sup>wt</sup> (semi-transparent grey; data reproduced from Figure 2.1 for comparison) and Dyn<sup>EQN</sup> (yellow) in the presence of ATP (left) or ATP-Vi (right). See also Table S1. (E) Normalized binding densities of Dyn<sup>wt</sup> (semi-transparent grey) and Dyn<sup>EQN</sup> (yellow) in the absence (solid bars) or presence (hatched bars) of 300 nM Lis1 (n=12 fields of view per data point), in the presence of ATP (left) or ATP-Vi (right). Binding densities were normalized by setting those in the absence of Lis1 to 100%. Data for Dyn<sup>wt</sup> are reproduced from Figure 2.1 for comparison. Statistical significance was calculated using unpaired t-test with Welch’s correction for both velocity (C) and binding density (D-E). P-values: ns, not significant; **, <0.01; ***, <0.001, ****, <0.0001. Data are shown as mean and standard error of mean.

By itself, Dyn<sup>EQN</sup> moved with the same velocity as Dyn<sup>wt</sup>, suggesting that the Site<sub>Stalk</sub> mutations do not grossly impair dynein’s structure or function (Figures 3.5C and A.5A). Dyn<sup>EQN</sup> binds to Lis1 with reduced affinity compared to Dyn<sup>wt</sup> in ATP-Vi (Figure A.5B), which is compatible with the loss of one of the two Lis1 binding sites. In addition, the velocities of Dyn<sup>EQN</sup> and Dyn<sup>wt</sup> were lowered by similar amounts in the presence of 300 nM Lis1 (Figure 2.5C), suggesting that mutation of Site<sub>Stalk</sub> does not impair Lis1’s interaction with dynein at Site<sub>Ring</sub>.

To test our hypothesis that Site<sub>Stalk</sub> is required for the Lis1-induced weak MT binding state, we measured Dyn<sup>EQN</sup>’s affinity for MTs under conditions that would normally lead to this state (ATP-Vi). Our prediction was that Dyn<sup>EQN</sup> would show higher affinity for MTs than Dyn<sup>wt</sup> under those conditions. In the absence of Lis1, Dyn<sup>EQN</sup> and Dyn<sup>wt</sup> had a similar affinity for MTs, suggesting that mutating Site<sub>Stalk</sub> does not alter the ability of Dyn<sup>EQN</sup> to interact with MTs (Figure 2.5D). In the presence of Lis1, as we predicted, Dyn<sup>EQN</sup> showed an 85% increase in MT affinity relative to Dyn<sup>wt</sup> (Figure 2.5E).
With ATP, where AAA3 can sample different nucleotide states, both weak and tight binding states should be available to Dyn\textsuperscript{wt} in the presence of Lis1, while the weak binding state would be unavailable to Dyn\textsuperscript{EQN}. Dyn\textsuperscript{wt}’s affinity for MTs in the presence of Lis1 should reflect a mixture of weak and tight binding states, while that of Dyn\textsuperscript{EQN} should come from tight binding states only. As predicted, in the presence of ATP, Lis1 increased Dyn\textsuperscript{EQN}’s binding density on MTs two-fold more than it did for Dyn\textsuperscript{wt} (Figure 2.5E).

We also mutated the conserved EQN triad to alanine in dynein with a AAA3 Walker B mutation (Dyn\textsuperscript{WB/EQN}). While Lis1 increased the velocity of Dyn\textsuperscript{WB}, it decreased the velocity of Dyn\textsuperscript{WB/EQN} (Figures 3.1D, A.5C and D). Similarly, while Lis1 decreased the MT affinity of Dyn\textsuperscript{WB}, this decrease was no longer observed in Dyn\textsuperscript{WB/EQN} with ATP or ATP-Vi (Figure A.5E). These results suggest that the conserved second Lis1 binding site (Site\textsubscript{Stalk}) is required to decrease dynein’s MT affinity when AAA3 contains ATP or ADP-Pi.

**The second binding site for Lis1 is required for dynein localization**

Yeast dynein positions the mitotic spindle (Eshel et al., 1993; Li et al., 1993) by “pulling” on spindle pole body (SPB)-anchored MTs from the cell cortex (Figure 2.6A) (Adames and Cooper, 2000). Dynein reaches the cortex by localizing to MT plus ends, either via kinesin-dependent transport or recruitment from the cytosol (Carvalho et al., 2004; Caudron et al., 2008; Markus et al., 2009). Dynein’s plus-end-localization, kinesin-dependent transport, and later “off-loading” to the cell cortex all require Lis1 (Lee et al., 2003; Li et al., 2005; Markus and Lee, 2011; Markus et al., 2009, 2011; Sheeman et al., 2003). The requirement of Lis1 for plus-end-localization and off-loading to the cortex is compatible with a model where Lis1 promotes a tight MT-binding state in dynein. However, this model is at odds with Lis1’s requirement in the kinesin-dependent transport
Figure 2.6. The second binding site for Lis1 is required for dynein’s microtubule plus end localization in vivo and in vitro. (A) Schematic of dynein and Lis1 function in spindle positioning in *S. cerevisiae*. Dynein is localized to the SPB (1), transported to the MT plus end by a kinesin in a process that also requires Lis1 (2), maintained at the MT plus end by Lis1 (3), and “off-loaded” to the cell cortex (4), where it pulls on SPB-attached MTs to position the mitotic spindle. (B) Dynein localization in dividing *S. cerevisiae*. First column: Representative brightfield images. Second column: maximum projections of 3xGFP-labeled dynein (Dynein<sup>wt</sup> or Dynein<sup>EQN</sup>). Third column: maximum projections of tdTomato-labeled SPC110, a SPB marker. Fourth column: merged 3xGFP-dynein and tdTomato-SPB images. White arrowheads: co-localized dynein and SPB signals. Strains imaged: Dynein<sup>wt</sup> (top row); Dynein<sup>wt</sup> in a ∆Lis1 background (middle row); Dynein<sup>EQN</sup> (bottom row). Both dynein-3xGFP and SPC110-tdTomato are expressed under their endogenous promoters. (C, D) Quantification of the data presented in (B). (C) Average number of dynein foci per cell colocalized with SPBs; and (D) Average number of dynein foci per cell not colocalized with SPBs for Dynein<sup>wt</sup> (grey), Dynein<sup>wt</sup>/∆Lis1 (hatched grey) and Dynein<sup>EQN</sup> (yellow) strains (n>50 cells per data point). (E) Schematic representation of our in vitro reconstitution of kinesin-mediated dynein transport to the MT plus end. Brightly-labeled, GMPCPP-stabilized MT seeds are attached to the coverslip via biotin-streptavidin interactions. A dimly-labeled MT extension grows faster at the plus end of the seed, allowing MT polarity to be determined. Addition of dynein (labeled with TMR), Lis1, Bik1, Kip2 and Bim1 results in plus-end-directed transport of dynein by kinesin. Known interactions are shown with double-headed arrows color-coded according to the proteins involved. MT plus and minus ends are labeled. (F, G) Representative kymographs from the assay outlined in (E), with MT (488) and dynein (TMR) channels shown in black and white, and the merged image in pseudocolor, for Dyn<sup>wt</sup> (F) and Dyn<sup>EQN</sup> (G). Plus (+) and minus (-) indicate MT polarity. White arrowheads point to the start of plus-end-directed runs. (H) Quantification of the percentage of plus- and minus-end-directed runs for Dyn<sup>wt</sup> (Grey) and Dyn<sup>EQN</sup> (Yellow). (I) Quantification of the percentage of non-motile runs. (n = 4 technical replicates). Statistical significance was calculated using Mann-Whitney test for both average number of foci per cell (C, D) and percentage of runs (H, I). P-values: ns, not significant; *, < 0.05; **, < 0.01; ****, <0.0001. Data are shown as mean and standard error of mean.
Figure 2.6 (continued).
of dynein to MT plus ends, as efficient transport by kinesin would be favored when dynein weakly interacts with MTs (Roberts et al., 2014).

To determine the cellular role of SiteStalk, we monitored dynein’s localization in vivo by fusing 3X-GFP to full-length dynein or a version carrying the EQN SiteStalk mutation (dynein$^{EQN}$) at the endogenous locus. We also determined dynein localization in cells lacking Lis1 (ΔLis1). Dynein localizes to both the SPB and MT plus ends/ the cortex (Figure 2.6B) (Lee et al., 2003). We could not distinguish between MT plus ends and the cortex in our experiments, but localization to both sites requires Lis1. Deletion of Lis1 caused mislocalization of dynein (Lee et al., 2003; Sheeman et al., 2003) (Figure 2.6B), with ~2- and ~3-fold reductions in dynein “foci” (diffraction-limited spots) at the SPB (Figure 2.6C) and MT plus ends/cortex (Figure 2.6D), respectively. Interestingly, while yeast carrying the dynein$^{EQN}$ mutant contained the same number of dynein foci at the SPB as wild type yeast, they showed significantly reduced dynein at the MT plus end/cortex (Figure 2.6B, C). These data suggest that SiteStalk is required for dynein’s localization in vivo.

The second binding site for Lis1 is required for dynein to be transported by kinesin

Kinesin is required for the plus-end-localization of dynein in yeast (Carvalho et al., 2004; Caudron et al., 2008; Markus et al., 2009), filamentous fungi (Zhang et al., 2010a), and mammalian neurons (Twelvetrees et al., 2016). Previously, we reconstituted yeast dynein plus-end-localization in vitro, showing that dynein is transported by a kinesin, Kip2, to MT plus ends in a process that requires Lis1 and two MT plus tip proteins Bik1 (CLIP170) and Bim1 (EB1) (Roberts et al., 2014). During transport, dynein and kinesin engage in a tug-of-war that results in dynein being slowly pulled towards the plus end of MTs by kinesin, with Bik1 and Bim1 enhancing kinesin’s processivity.
We hypothesized that binding of Lis1 to SiteStalk might be required for kinesin to localize dynein to MT plus ends, explaining the in vivo localization defect of Dyn^{EQN} (Figure 2.6B, C). To test this, we reconstituted Dyn^{wt} and Dyn^{EQN} trafficking to the plus ends of dynamic MTs (Figure 2.6E). We monitored the directionality of dynein movement in the presence of Kip2, Lis1, Bik1, and Bim1. Dyn^{wt} was transported to the plus end in 41% of events (Figure 2.6F, H). In contrast, only 8.2% of events were plus-end-directed with Dyn^{EQN} (Figure 2.6G, H). The number of non-motile runs and the average velocity of plus-end runs observed with Dyn^{wt} and Dyn^{EQN} were not statistically different, although the average velocity of minus-end runs for Dyn^{EQN} was slightly faster than those for Dyn^{wt} (Figure 2.6I and A.6A). Dynein movement in the plus end direction indicates that the transport complex can form (Roberts et al., 2014). To test if the EQN mutation affected complex formation we monitored the ability of dynein to be recruited to MTs by kinesin (in the presence of Lis1, Bik1 and Bim1). This experiment must be done in a dynein background engineered to have a weak affinity for MTs (Dyn^{weak}) (Redwine et al., 2012; Roberts et al., 2014). As expected, Lis1 was required for the recruitment of both Dyn^{weak/wt} and Dyn^{weak/EQN} to MTs. Dyn^{weak/wt} was recruited to MTs ~5 times more efficiently than Dyn^{weak/EQN} (Figure A.6B), showing that the ability of Lis1 to bind at SiteStalk leads to more efficient kinesin transport complex formation. Thus, SiteStalk is required for dynein to reach MT plus ends and promotes its interaction with the kinesin transport complex.

2.5 Discussion

Here we report the surprising discovery that Lis1 has two opposing modes of regulating dynein, being capable of enhancing or inhibiting its affinity for MTs (Figure 2.7). This is a major revision
of the model for how Lis1 regulates dynein with important implications for the biological roles of this ubiquitous and highly conserved dynein regulator.

**Structural basis for the opposing modes of dynein regulation by Lis1**

How does Lis1 stabilize dynein’s ring in a high affinity conformation when AAA3 is nucleotide-free? The higher resolution of the Dyn<sup>wt-M</sup>:Lis1 structure presented here revealed that in addition to the interaction with AAA3 and AAA4 (Huang et al., 2012; Toropova et al., 2014), Lis1 also interacts with AAA5 (Figure 2.2D). The transition from the high affinity, open conformation of the ring to its low affinity, closed conformation involves the rotation of AAA5 relative to a rigid module comprised of AAA2-4 (Schmidt et al., 2015). This motion leads to the buttress-mediated change in the register of the stalk, and ultimately in changes in the conformation and affinity of the MTBD (Figure 2.2A) (Cianfrocco et al., 2015). We propose that Lis1 keeps dynein in a high MT affinity state by clamping AAA3/4 and AAA5 together, thus blocking the ring rearrangements necessary for dynein to adopt a low MT affinity state. We were unable to test this hypothesis here because the region of AAA5 where Lis1 interacts with dynein had the lowest local resolution in our structure (Figure A.2H, I).

How do the two Lis1 β-propellers prevent dynein from switching to a high-affinity state upon binding to MTs when AAA3 contains ATP or ADP-Pi? Normally, dynein binding to MTs triggers a conformational change in its MTBD that alters the register of its coiled coil stalk and ultimately results in the open, high-affinity conformation of dynein’s ring (Cianfrocco et al., 2015). The sliding of the two helices in the stalk (CC1 and CC2) changes their position with respect to the ring (Schmidt et al., 2015) (Figure 2.2A) as well as the distance between Site<sub>Stalk</sub> and Site<sub>Ring</sub>. Our Dyn<sup>WB-M</sup>:Lis1 structure showed that Site<sub>Ring</sub> is closer to Site<sub>Stalk</sub> than in Dyn<sup>wt-M</sup>:Lis1 (Figure 2.4C-E), likely allowing for the interaction between the two Lis1 β-propellers, as suggested by the
Figure 2.7. Model for the opposing modes of regulation of dynein by Lis1) (A, B) The nucleotide state of AAA3 determines which regulatory mode is used by Lis1. The figure illustrates how the ATP hydrolysis cycle at AAA3 affects the affinity of dynein for MTs (A) and how Lis1 acts on these different states (B). We show dynein with ATP/ADP-Pi bound at its AAA1 site to reflect that our data suggest this is the state where Lis1 regulation is apparent. Dynein alone has high affinity for MTs when its AAA3 is either empty (“apo”) (A, state 1), or bound to ATP/ADP-Pi (A, state 2). Phosphate release from AAA3 leads to the AAA3:ADP-bound, low-affinity state.
(continued) of the motor (A, state 3), which is expected to be the predominant state when dynein walks along MTs. Lis1 acts in opposite ways on states 1/3 versus 2: one β-propeller binds when AAA3 is either empty or contains ADP, leading to tight MT binding (B, states 4 and 6); while 2 β-propellers bind when AAA3 has ATP/ADP-Pi, leading to weak MT binding (B, state 5). (C) Proposed biological roles of the Lis1-mediated weak and tight MT-binding states of dynein. In *S. cerevisiae*, dynein is transported towards the plus-end of MTs by Kip2, a process that requires Lis1. Binding of two Lis1 β-propellers (B, state 5) keeps the motor in a weak affinity state and promotes the formation of the kinesin transport complex. Once at the plus-end of the MT, dynein cycles to a AAA3:ADP or AAA3:apo state (by a process not currently understood); binding of one Lis1 β-propeller (B, states 4 and 6) keeps the motor in a tightly bound to the MT in preparation for cargo loading.

Continuous density we observed (Figure 2.3A, B). We hypothesize that bridging of CC1 and the ring by the two Lis1 β-propellers bound to dynein when AAA3 contains ATP or ADP-Pi prevents CC1 from sliding towards its high-affinity register. Future experiments could test this idea by disrupting the interaction between the two β-propellers, but this will require a higher resolution map where the rotational orientation of the β-propellers is unambiguous.

We had previously shown that the displacement of the linker from its docking site at AAA5 by Lis1 bound at SiteRing played a role in the formation of the high-affinity state; shortening the linker to a point where it would no longer be obstructed by Lis1 made dynein Lis1-insensitive (Toropova et al., 2014). While it is likely that the position of the linker affects allosteric changes in dynein’s ring, establishing how the short linker circumvents the effect of Lis1 at SiteRing will require a high-resolution structure of Dyn wt-M:Lis1 carrying a short linker docked at AAA5.
Both modes of Lis1 regulation are required for dynein function

In *S. cerevisiae* and other organisms, some of Lis1’s known functions have been difficult to reconcile with its reported molecular function to induce a tight MT binding state in dynein. Our new model for Lis1 regulation of dynein can resolve these apparent contradictions.

As described above, dynein’s function in spindle positioning in yeast is composed of multiple steps (Figure 2.6A). Our data showed that less dynein was found at MT plus ends/ the cortex in dynein with a mutant SiteStalk (Figure 2.6B, D). We found that less dynein moved in the plus end direction (Figure 2.6F-H), but also that a mutant SiteStalk reduced the formation of the kinesin transport complex (Figure A.6B). Thus, the defect in plus-end-localization of the dynein SiteStalk mutant could be due to a reduction in the formation of the transport complex and/or dynein’s inability to access the weak MT binding state. Our current experiments do not allow us to differentiate between these two possibilities or the relative contributions of each. However, our results show that dynein’s SiteStalk is required for dynein’s localization to MT plus ends both in vivo and in vitro. Other dynein functions in yeast require high affinity MT binding, such as being retained at MT plus ends. In this context we propose that Lis1 engages dynein only at SiteRing.

The dual functionality of Lis1 we have uncovered (Figure 2.7) provides a possible explanation for the cellular function of Lis1 in other organisms, some of which have been difficult to reconcile with a model where Lis1 exclusively promotes high-affinity MT binding by dynein. For example, Lis1 overexpression increases the velocity of acidic organelles in mouse neurons (Pandey and Smith, 2011) while its removal decreases the velocity of mRNAs in *Drosophila* embryos (Dix et al., 2013), pointing to a role for Lis1 in reducing dynein’s affinity for MTs (and thus increasing dynein velocity). We propose that in these cases both Lis1 β-propellers bind to dynein. In fact, binding of Lis1 to an activated human dynein/dynactin complex has recently been
shown to increase its velocity in vitro (Baumbach et al., 2017; Gutierrez et al., 2017). Other functions for dynein are more aligned with Lis1 increasing dynein’s affinity for MTs. These include stabilizing dynein at MT plus ends (Li et al., 2005; Splinter et al., 2012), facilitating cargo loading on dynein (Egan et al., 2012; Lenz et al., 2006; Moughamian et al., 2013), aiding in dynein trafficking of high-load cargo (McKenney et al., 2010; Reddy et al., 2016; Yi et al., 2011), and slowing motility of some dynein cargo (Vagnoni et al., 2016). We propose that in these cases Lis1 is bound to dynein by a single β-propeller at SiteRing.

How are the two modes of Lis1 activity regulated?

The underlying basis for the switch between the two modes of Lis1 activity must involve regulating the nucleotide state at AAA3. There are several mechanisms we envision that could achieve this. Local fluctuations in the concentration of ATP or ADP could alter the rate of hydrolysis at AAA3, potentially making Lis1 regulation tunable to different cellular locations or events. Other dynein-binding partners, including Lis1 itself, could play a role in controlling ATP turnover at AAA3. For example, NudE/NudEL binds both dynein and Lis1 and has been implicated in many Lis1-dependent functions (Cianfrocco et al., 2015). Finally, an intriguing possibility is that a backward force exerted on dynein (such as that from a pulled cargo) could influence the nucleotide state of AAA3 (Nicholas et al., 2015b). If a backward force on dynein promoted an apo state in AAA3, this would favor a single Lis1 β-propeller binding (at SiteRing) and maintain dynein in a high MT affinity state, which would be advantageous when dynein is transporting a high load cargo. Future work will be required to understand this complex process.
2.6 Methods

Yeast strains

*S. cerevisiae* strains used in this study are listed in Supplemental Table A.3. The endogenous genomic copies of *DYN1, PAC1, NDL1, KIP2, TUB1* and *SPC110* were modified or deleted using PCR-based methods and transformed using the lithium acetate method. Cultures of *S. cerevisiae* for protein purification were grown, harvested and frozen as described (Reck-Peterson et al., 2006).

Protein Purification

Protein purification steps were done at 4°C unless otherwise indicated. Dynein constructs were purified from *S. cerevisiae* as described previously (Reck-Peterson et al., 2006). Briefly, liquid nitrogen-frozen yeast cell pellets were lysed by grinding with a chilled coffee grinder and resuspending in dynein lysis buffer (DLB: final concentration 30 mM HEPES [pH 7.4], 50 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 10% glycerol, 1 mM DTT) supplemented with 0.1 mM Mg-ATP, 0.5 mM Pefabloc, 0.05% Triton and cOmplete EDTA-free protease inhibitor cocktail tablet (Roche). The lysate was clarified by centrifuging at 264,900 x g for 1 hr or at 125,100 x g for 2 hr. The clarified supernatant was incubated with IgG sepharose beads (GE Healthcare Life Sciences) for 1.5 hr. The beads were transferred to a gravity flow column, washed with DLB buffer supplemented with 250 mM potassium chloride, 0.1 mM Mg-ATP, 0.5 mM Pefabloc and 0.1% Triton, and with TEV buffer (10 mM Tris–HCl [pH 8.0], 150 mM potassium chloride, 10% glycerol, 1 mM DTT, 0.1 mM Mg-ATP and 0.5 mM Pefabloc). GST-dimerized dynein constructs were labeled with 5 µM Halo-TMR (Promega) in the column for 10 min at room temperature and unbound dyes were washed with TEV buffer at 4°C. Dynein
was cleaved from IgG beads via incubation with 0.15 mg/mL TEV protease for 1 hr at 16°C. For
dynein monomer constructs, the TEV cleavage step was done overnight at 4°C and the cleaved
proteins were concentrated using 100K MWCO concentrator (EMD Millipore) to 1.5-5 mg/mL.
Cleaved proteins were filtered by centrifuging with Ultrafree-MC VV filter (EMD Millipore) in a
tabletop centrifuge and flash frozen in liquid nitrogen.

Lis1 and Kip2 were purified from *S. cerevisiae* as described previously (Huang et al., 2012;
Roberts et al., 2014). Lysis and clarification steps were similar to dynein purification except buffer
A (final concentration: 50 mM potassium phosphate [pH 8.0], 150 mM potassium acetate, 150
mM sodium chloride, 2mM magnesium acetate, 5mM β-mercaptoethanol, 10% glycerol, 0.2%
Triton, 0.5 mM Pefabloc) supplemented with 10 mM imidazole (pH 8.0) and cOmplete EDTA-
free protease inhibitor cocktail tablet was used as lysis buffer. The clarified supernatant was
incubated with Ni-NTA agarose (Qiagen) for 1 hr. The Ni beads were transferred to the column,
washed with buffer A + 20 mM imidazole (pH 8.0) and eluted with buffer A + 250 mM imidazole
(pH 8.0). The eluted protein was incubated with IgG sepharose beads for 1 hr. IgG beads were
transferred to a gravity flow column, washed with buffer A + 20 mM imidazole (pH 8.0) and with
modified TEV buffer (50 mM Tris–HCl [pH 8.0], 150 mM potassium acetate, 2 mM magnesium
acetate, 1 mM EGTA, 10% glycerol, 1 mM DTT, and 0.5 mM Pefabloc). TEV cleavage was done
as described for dynein purification.

Bik1 was purified from Baculovirus as described previously (Roberts et al., 2014). Cell
pellets were resuspended in buffer B (final concentration: 50 mM Tris-HCl [pH 8.5], 300 mM
potassium chloride, 5 mM β-mercaptoethanol, 5% glycerol, 10 mM imidazole) supplemented with
1% NP-40 and cOmplete EDTA-free protease inhibitor cocktail tablet and lysed using a Dounce
homogenizer (15 strokes with loose plunger and 10 strokes with tight plunger). The lysate was
clarified by centrifuging at 183,960 x g for 30 min. The clarified supernatant was incubated with Ni-NTA agarose for 1 hr. The Ni beads were transferred to a gravity flow column, washed with buffer C (20 mM Tris-HCl [pH 8.5], 500 mM potassium chloride, 5 mM β-mercaptoethanol, 20 mM imidazole), buffer D (20 mM Tris-HCl [pH 8.5], 1 M potassium chloride, 5 mM β-mercaptoethanol, 20 mM imidazole), buffer C and buffer E (20 mM Tris-HCl [pH 7.5], 200 mM potassium chloride, 5 mM β-mercaptoethanol, 10% glycerol). Bik1 was eluted with buffer E + 300 mM imidazole and flash frozen in liquid nitrogen.

Bim1 was purified from *E. Coli* as described previously (Roberts et al., 2014). Protein expression was induced in BL-21[DE3] cells (NEB) at OD 0.6 with 0.1 mM IPTG for 16 hr at 18°C. Cell pellets were resuspended in buffer B with 1 mg/mL lysozyme, incubated for 30 min on ice and lysed by sonication. The lysate was clarified by centrifuging at 154,980 x g for 30 min. The clarified supernatant was passed over Strep-Tactin agarose resin (IBA Life Sciences) three times in a gravity flow column. The resin was washed with buffer D and with modified TEV buffer. TEV cleavage was done as described for the dynein purification.

**TIRF microscopy**

Imaging was performed with an inverted microscope (Nikon, Ti-E Eclipse) equipped with a 100x 1.49 N.A. oil immersion objective (Nikon, Plano Apo). The xy position of the stage was controlled by ProScan linear motor stage controller (Prior). The microscope was equipped with a MLC400B laser launch (Agilent), with 405 nm, 488 nm, 561 nm and 640 nm laser lines. The excitation and emission paths were filtered using appropriate single bandpass filter cubes (Chroma). The emitted signals were detected with an electron multiplying CCD camera (Andor Technology, iXon Ultra.
Illumination and image acquisition is controlled by NIS Elements Advanced Research software (Nikon).

**Single-molecule motility and microtubule binding assay on taxol-stabilized microtubules**

Single-molecule motility and MT binding assays were performed in flow chambers made with double stick tape using the TIRF microscopy set up described above. No. 1-1/2 coverslips (Corning) were used for the flow chamber assembly and sonicated in 100% ethanol for 10 min to reduce non-specific binding. Taxol-stabilized MTs with ~10% biotin-tubulin and ~10% Alexa488-tubulin were attached to the flow chamber via biotin-BSA and streptavidin as described previously (Huang et al., 2012). Dynein was labeled with Halo-TMR for visualization. For each frame, Alexa488-tubulin and TMR-dynein were exposed for 100 ms with the 488 nm laser and 561 nm laser, respectively.

For motility assays, 1-25 pM dynein was incubated with 300 nM Lis1 or modified TEV buffer (to buffer match for experiments without Lis1) for 10 min on ice, and flowed into the flow chamber pre-assembled with taxol-stabilized MTs. The final imaging buffer contained DLB supplemented with 50 mM potassium acetate (hence a total of 100 mM potassium acetate), 20 μM taxol, 1 mM Mg-ATP, 1 mg/mL casein, 71.5 mM β-mercaptoethanol and an oxygen scavenger system (0.4% glucose, 45 μg/ml glucose catalase, and 1.15 mg/ml glucose oxidase). MTs were imaged first by taking a single-frame snapshot. Dyneins were imaged every 1 sec (for wild-type dynein) or 2 sec (for mutant dyneins) for 10 min. At the end, MTs were imaged again by taking a snapshot to check for stage drift. Movies showing significant drift were not analyzed. Each sample was imaged no longer than 30 min.
For the single-molecule MT binding assays, 0.5-10 pM dynein was incubated with 300 nM Lis1 or modified TEV buffer (to buffer match for experiments without Lis1) for 10 min on ice. Dynein concentrations were varied to ensure that single dynein molecules could be resolved on each MT. Based on the dissociation constants measured (Figure A.1 and Supplementary table A.2) and using a one-site model of association, we have calculated that in the presence of 300nM Lis1, between 85%-88% of each dynein variant is in complex with Lis1, regardless of the dynein concentration. Given that the Lis1-dynein dissociation constants were determined with monomeric dynein constructs and at a higher salt than is present in the MT binding experiments, it is likely that the complex percentages we report here are underestimations. The final imaging buffer contained DLB supplemented with 20 µM taxol, 1 mg/mL casein, 71.5 mM β-mercaptoethanol, an oxygen scavenger system, and 1 mM nucleotides (Mg-ATP, Mg-ATP/NaVO₄, Mg-ADP) or 2.5 units/mL apyrase for the no nucleotide condition. Nucleotides or apyrase were added to the incubated dynein samples immediately before adding to the flow chamber. Dynein was incubated for an additional 10 min in the flow chamber at room temperature to reach steady-state before imaging. For MT binding assays with ATP, dynein was imaged by taking a single-frame snapshot. For MT binding assays with other nucleotide conditions, dynein was imaged every 1 sec for a total of 5 sec. Each sample was imaged at 4 different fields of view and there were between 5 and 10 MTs in each field of view. In single-molecule assays, it is not possible to precisely control the amount of MTs that attach to the coverslip surface on different days due to variations in the surface quality of the coverslips and small variations in the concentration of each taxol-stabilized MT preparation. Therefore, in order to compare and combine replicates taken on different days without bias, the samples with and without Lis1 for each nucleotide condition were imaged in two separate flow chambers made on the same coverslip on the same day with the same stock of polymerized
tubulin. The sample without Lis1 served as an internal control for normalization of the binding density (see below).

**Size exclusion chromatography to determine the binding stoichiometry**

2 μM Dyn\(^{WB-M}\) and 4 μM Lis1 were mixed and incubated for 10 min in DLB supplemented with 200 μM Mg-ATP/NaVO\(_4\). Samples were fractionated on a Superdex 200 Increase 3.2/300 using an ÄKTAmicro system (GE Healthcare) that had been equilibrated in DLB buffer supplemented with 200 μM Mg-ATP/NaVO\(_4\). Fractions were analyzed by SDS-PAGE on 4-12% Bis-Tris gels (Invitrogen) and visualized with SYPRO Red (Invitrogen). Peak fractions were then diluted so that both Dyn\(^{WB-M}\) and Lis1 were within the 50-500 ng range. Diluted samples were then re-analyzed via SDS-PAGE with an actin standard curve on the same gel to determine the absolute amount (ng) of each protein. Moles of each protein were calculated using 331,000 Da for Dyn\(^{WB-M}\) and 113,800 Da for dimeric Lis1. Molar ratios were then determined. We ensured that each protein binds SYPRO Red in a linear fashion by running titrations of Dyn\(^{WB-M}\) and Lis1 on SDS-PAGE gels and staining with SYPRO Red.

**Cryo-EM sample preparation**

Protein samples were thawed quickly and kept on ice prior to grid preparation. For Dyn\(^{wt-M}\):Lis1, the sample was prepared using the following steps: dynein and Lis1 were incubated on ice for 10 min, after which ATP was added to a final concentration of 5 mM and the sample was incubated on ice for another 10 min. This resulted in both dynein and Lis1 at a final concentration of 0.75 μM in buffer (50 mM Tris–HCl [pH 8.0], 150 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 1 mM DTT, and 5 mM Mg-ATP).
For Dyn\textsuperscript{WB-M}:Lis1, the sample was prepared using the following method: dynein and Lis1 were incubated on ice for 10 min, after which Mg-ATP/NaVO\textsubscript{4} was added to a final concentration of 1.2 mM and the sample was incubated on ice for another 10 min. This resulted in both dynein and Lis1 at a final concentration of 0.75 μM in buffer (50 mM Tris–HCl [pH 8.0], 150 mM potassium acetate, 1 mM EGTA, 1 mM DTT, 1.2 mM Mg-ATP/NaVO\textsubscript{4}).

After incubation, both samples were treated identically: 4 μl of sample was applied directly to an untreated (no glow discharge or plasma cleaning) UltrAuFoil 1.2/1.3 grid (Quantifoil) in a Vitrobot (FEI Company) kept at 100% humidity and 4°C. After applying the sample, the excess liquid was immediately blotted in the Vitrobot using a blot force of 20 and a blot time of 4 sec prior to plunge-freezing into liquid ethane.

**Cryo-EM data collection and image analysis**

Both datasets (Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1) were collected on a Talos Arctica transmission electron microscope (FEI Company) operating at 200 keV with a K2 Summit direct electron detector (Gatan Inc.) (See also Supplementary table A.1). Images were collected automatically using Leginon (Suloway et al., 2005) in super-resolution mode with a calibrated pixel size of 0.60 Å/pixel. The movies were then processed in the Appion pipeline (Lander et al., 2009) for all subsequent steps. Initial movie alignment and gain reference correction were performed with MotionCor (Li et al., 2013).

For the Dyn\textsuperscript{wt-M}:Lis1 dataset (see also Figure A.2 and Supplementary table A.1), 485,102 particles were picked from 5,614 micrographs using FindEM (Roseman, 2004) with templates generated from forward projections at 25 degree angular increments of EMDB: 6013 (Toropova et al., 2014) (dynein motor domain without nucleotide). Using these particle coordinates, particles
were extracted from micrographs that were aligned using MotionCor2 (Zheng et al., 2017) in Relion-1.4 (Scheres, 2012) using defocus values calculated by CTFFIND4 (Rohou and Grigorieff, 2015) on MotionCor2 micrographs. Micrographs were discarded if CTF confidence fits from CTFFIND4 did not go beyond 10 Å. For initial 2D classification in Relion-1.4, particles were extracted at a box size of 80 x 80 pixels and a pixel size of 4.8 Å/pixel. These particles were classified into 200 classes over 11 iterations with a mask diameter of 210 Å. From the resulting averages, 347,462 particles were selected from classes that did not have contaminating ice or gold particulates. These particles were subjected to another round of 2D classification using Relion-1.4, classifying them into 200 classes over 25 iterations with a mask diameter of 190 Å. From the resulting class averages (of which a subset is shown in Figure A.2B), 151,470 particles (80 x 80 pixels; 4.8 Å/pixel) were selected for 3D refinement to determine a structure at 9.96 Å using gold-standard FSC=0.143, using EMDB6016 filtered to 60 Å as an initial model. A summary of the 3D refinement and classification strategy is shown in Figure A.2C. This refinement and all subsequent 3D classification and refinement routines were performed using Relion-2.0beta (Kimanius et al., 2016) on Amazon Web Services using EM-packages-in-the-cloud-v4.0-GPU (Cianfrocco and Leschziner, 2015). Next, particles were re-extracted at a pixel size of 1.2 Å/pixel (324 x 324 pixels) and subjected to 3D classification without alignment, using orientations determined in the previous 3D refinement step. After classifying into 3 groups over 15 iterations, 10 more iterations of classification were performed using a local angular search range of 10 degrees. From this classification, one class was selected for further refinement (45,219 particles) to obtain a 9.48 Å structure using gold-standard FSC=0.143 because the two other classes did not have high resolution features present. With this refined 3D structure, we classified the particles into 2 groups over 15 iterations, followed by 10 iterations of local angular search ranges of 10 degrees. This
resulted in one class containing high resolution features that was used for a final round of 3D refinement (25,520 particles). After this last 3D refinement step, the overall resolution was calculated to be 7.7 Å applying a $B$-factor of -50 Å$^2$ after combining the half-maps and masking during post-processing (Figure A.2D). However, due to the presence of flexible regions of the structure, we calculated local resolution and filtered the map using Blocres in Bsoft (Heymann and Belnap, 2007), which displayed a range of resolutions from 6 – 10 Å (Figure A.2E).

For the Dyn$^{WB-M}$:Lis1 dataset (see also Figure A.3 and Supplementary table A.1), 414,277 particles were picked from 4,826 micrographs using FindEM (Roseman, 2004) with templates generated from forward projections at 25 degree angular increments of EMDB: 6013 (Toropova et al., 2014) (dynein motor domain without nucleotide). Using these particle coordinates, particles were extracted from micrographs that were aligned using MotionCor2 (Zheng et al., 2017) in Relion-1.4 (Scheres, 2012) using defocus values calculated by CTFFIND4 (Rohou and Grigorieff, 2015) on MotionCor2 aligned micrographs. Micrographs were discarded if CTF confidence fits from CTFFIND4 did not go beyond 10 Å Particles were extracted using a box size of 64 x 64 pixels and a pixel size of 4.8 Å/pixel. Prior to 2D classification, all particles that had gold particulates (as defined by size and pixel values) were removed from the extracted particle stack. This produced a dataset that had 223,981 particles that were subsequently classified into 250 classes using Relion-1.4 (Figure A.3B). After this classification, particles that belong to homogenous classes were selected for further 3D analysis (107,273 particles). Prior to 3D analysis, particles were re-extracted at a box size of 128 x 128 pixels and a pixel size of 2.4 Å/pixel. After performing 3D classification into 3 classes (Figure A.3C) using EMDB6016 as a starting model, filtered to 60 Å, we obtained a single class that could be determined to an overall resolution 10.2 Å with a $B$-factor of -800 Å$^2$ using Relion-1.4 (Figure A.3D). Local resolution assessment using
Blocres in Bsoft (Heymann and Belnap, 2007) displayed a range of resolutions from 9–13 Å (Figure A.3E), however the map was filtered to a single value of 10.2 Å with a $B$-factor of -800 Å$^2$ using Relion-1.4.

All figures were generated using UCSF Chimera.

**Model building using Rosetta**

The initial model for dynein was generated based on homology detection to the *S. cerevisiae dyn1* sequence using Hidden Markov Model as implemented in HHpred (https://toolkit.tuebingen.mpg.de/hhpred), using the top 3 scoring homologous models (PDB: 4RH7 (Schmidt et al., 2015), 3VKG (Kon et al., 2012), and 4AKG (Schmidt et al., 2012)). This model was split into three parts: 1) Linker -> AAA4(Stalk CC1), 2) AAA4(Stalk CC2) -> AAA5 Large, 3) AAA5S -> C-terminus, and each was refined using Rosetta with cryo-EM maps Dyn$^{wt}$-M:Lis1 and Dyn$^{WB-M}$:Lis1 (Wang et al., 2016). In each case 200 models were generated, and the RMSD values for the top five models are shown in Figures A.2H and A.3H, with most RMSD values being <1 Å for C$\alpha$ backbone atoms. Finally, the top-scoring model from each part was combined for a final refinement to ensure inter-domain contacts were satisfied.

**C$\alpha$ distance calculations**

For C$\alpha$ distance measurements and comparisons, atomic coordinates were used for only large and small AAA domains in the dynein ring. PDB coordinates from the previously published structure of human dynein-2 with ADP.Vi (PDB 4RH7) (Schmidt et al., 2015) were used to create a homology model using the sequence from *S. cerevisiae* with SWISS-MODEL (Biasini et al., 2014). Using these coordinates, distances between C$\alpha$ atoms were calculated and displayed using
UCSF Chimera (Pettersen et al., 2004). For each distance measurement the lines shown represent the distance between the Cα atoms, and the thickness of the linearly scaled with the distance between atoms. Program is available upon request to the authors.

**Single-molecule motility assay on dynamic microtubules**

Single-molecule motility assays on dynamic MTs were performed using the TIRF microscopy set up described above. Flow-chambers were prepared as described above using biotin-PEG-functionalized coverslips (Microsurfaces). Brightly-labeled, biotinylated and GMPCPP-stabilized MT seeds were prepared as described (Roberts et al., 2014). Flow chambers were incubated sequentially with the following solutions, interspersed with two washes with assay buffer (BRB80 [80 mM PIPES-KOH pH 6.8, 1 mM magnesium chloride, 1 mM EGTA], 0.5 mg/mL casein and 1 mM DTT): (1) 0.8% pluronic F-127 and 5 mg/mL casein in water (6 min incubation); (2) 0.5 mg/mL streptavidin in BRB80 (3 min incubation); (3) a fresh dilution of MT seeds in assay buffer (3 min incubation); and (4) the final imaging solution containing 2.5-5 pM dynein-TMR, 1 nM Kip2, 5 nM Bim1, 50 nM Bik1, 25 nM Lis1, 15 µM tubulin (~7.5% Alexa488 labeled and ~92.5% unlabeled), 1 mM Mg-ATP, 1 mM Mg-GTP, 0.1% methylcellulose, 71.5 mM β-mercaptopethanol and an oxygen scavenger system in assay buffer. Two-color sequential TIRF movies of MTs and dynein were imaged every 3 sec for a total of 10 min. For each frame, Alexa488-tubulin and TMR-dynein were exposed for 100 ms with the 488 nm laser and for 200 ms with the 561 nm laser, respectively.
Microtubule recruitment assay of weak microtubule binding dynein variants

MT recruitment assay was performed using the TIRF microscopy set up described above. Flow chambers were incubated with the following solutions, with two washes of assay buffer (BRB80, 20µM taxol, 0.5 mg/mL casein and 1 mM DTT) in between: (1) 0.5 mg/mL streptavidin in BRB80 (3 min incubation); (2) a fresh dilution of taxol-stabilized Alexa488-labeled MTs in assay buffer (3 min incubation); and (3) the final imaging solution containing 100pM Dyn\textsuperscript{weak-variant}-TMR, 2 nM Kip2, 5 nM Bim1, 50 nM Bik1, 25 nM Lis1, 71.5 mM β-mercaptoethanol and an oxygen scavenger system in assay buffer. The weak MT binding dynein variants contains the following additional mutations: K3166A, K3117A, E3122A, R3124A (Redwine et al., 2012). The final solution containing dynein was incubated for an additional 5 min in the flow chamber at room temperature to reach steady-state before imaging. Dynein was imaged every 1 sec for a total of 5 sec. Each sample was imaged at 4 different fields of view.

Lis1 affinity capture to determine Lis1-dynein binding affinities

Sixteen μL of magnetic SNAP-Capture beads (NEB) were incubated with increasing concentrations of SNAP-Lis1 (0-600 nM) in modified TEV buffer for 1 hour at room temperature with agitation. The supernatant was removed, the beads were washed with 1 ml of modified TEV buffer followed by 1 ml of TEV buffer supplemented with 1 mM DTT, 0.1% NP40, 2 mM MgCl\textsubscript{2}, 1 mM ATP, and 1 mM NaVO\textsubscript{4}. 20 nM Dyn\textsuperscript{(variant)-M} was incubated with the beads conjugated to Lis1 for 30 min at room temperature with agitation. The supernatant was removed, ran on a 4-12% Bis Tris gel, and stained with Sypro Red (Thermo Fisher) to visualize the fraction of dynein depleted.
Sequence alignment

Protein sequences of dynein were obtained from UniProt. Sequence alignments were performed with Clustal Omega web services (http://www.ebi.ac.uk/Tools/msa/clustalo/) and annotated using Jalview (http://www.jalview.org/).

Yeast in vivo dynein localization assay

To quantify dynein localization during mitosis, yeast strains containing 3xGFP-labeled dynein and tdTomato-labeled SPB marker, SPC110, were used. Overnight cultures grown from a single colony were diluted to OD<sub>600</sub> of 0.1 in 10 mL YPD. Diluted cultures were then grown for 2-3 hours with rotation at 30°C to reach mid-log phase (OD<sub>600</sub> 0.6-0.8). 100-200 μL of mid-log phase culture were spun down using a table-top centrifuge, the media was discarded and the cells were resuspended in 6 μL of phosphate-saline buffer with calcium and magnesium. The resuspended cells were then added to freshly-made synthetic complete media agarose pad on glass slide. No. 1-1/2 coverslips (Corning) were placed on top of the sample and sealed with nail polish. Imaging was performed with a spinning-disk confocal (Yokogawa, CSU10) inverted microscope (Nikon, Eclipse TE2000-E) equipped with a 100X 1.40 N.A. oil-immersion objective (Nikon, Plano Apo), and an electron multiplying CCD (Andor Technology, iXon DV887). The excitation and emission paths were filtered using appropriate single bandpass filter cubes (Chroma). Images were collected for 15 x 500 nm Z-sections (7.5 μm total Z stack). For each Z section, a bright field image, a 3xGFP-labeled dynein image via 488 nm laser excitation, and a tdTomato-labeled SPB image via 568 nm laser excitation were collected. Illumination and image acquisition is controlled by iQ2.6 imaging software (Andor Technology).
Quantification and Statistical Analysis

*Single-molecule motility assay on taxol-stabilized or dynamic microtubules*

Dynein velocity was calculated from kymographs generated using an ImageJ macro as described (Roberts et al., 2014). In the assay with dynamic MTs, MT plus ends were assigned as the ends with faster growth rate. The directionality of individual dynein runs was subsequently assigned as a plus-end run if it moved toward MT plus end or a minus-end run if it moved in the opposite directions. Each pixel corresponds to 157 nm in our single-molecule assays. Only runs that lasted at least 4 frames were included in the analysis. Bright aggregates, which were less than 5% of the population, were excluded from the analysis. Statistical analyses for velocities were done using unpaired t-test with Welch’s correction in Prism7 (GraphPad). Statistical comparisons of the percentage of plus-end moving events, minus-end moving events or non-motile events were performed using Mann-Whitney test in Prism7. Exact value of n and evaluation of statistical significance are described in the corresponding figure legends.

*Single-molecule microtubule binding assay*

Dynein binding density on MTs and recruitment to MTs by Kip2 was calculated using ImageJ. A minimum projection of 5 movie frames of dynein was generated to minimize counting non-specific binding events. In the MT decoration assay with ATP, a single-frame snapshot of dynein was used due to dynein motility in the presence of ATP. Intensity profiles of dynein spots were generated over a 5-pixel wide line drawn perpendicular to the long axis of the MT. Intensity peaks at least 2-fold higher than the background intensity were counted as dynein spots bound to MTs. Bright aggregates that were 5-fold brighter than neighboring intensity peaks were not counted as dynein spots. The total number of dynein spots was divided by the total MT length in each field of view.
to calculate the binding density. Normalized binding density was calculated by dividing by the average binding density of dynein without Lis1 collected on the same coverslip (see above) in each nucleotide condition. Statistical significance was determined using an unpaired t-test with Welch’s correction in Prism7. The exact value of n and evaluation of statistical significance are described in the corresponding figure legends.

_Yeast in vivo dynein localization assay_

Only yeast cells with large buds and two SPB foci were included in the analysis. Maximum intensity projections of the GFP-Dynein and tdTomato-SPC110 channels were generated. Dynein and SPB foci were identified using the ImageJ plugin, _Find Maxima_, and a maxima cutoff of at least 1.5-fold higher than the neighboring background pixel intensity value. Dynein foci were separated into two categories: localized at SPB and not localized at SPB. The latter category includes cortical and MT plus-end-localized dynein. We cannot differentiate between these two populations because MTs were not imaged (or labeled in our strains). Statistical comparisons of the average number of dynein foci per cell were done using a Mann-Whitney test in Prism7. The exact value of n and evaluation of statistical significance are described in the corresponding figure legends.

_Data Availability_

Cryo-EM maps and Rosetta models for the structures of Dyn<sup>wt</sup>:Lis1 (PDB ID: 5VH9, EMDB: EMD-8673) and Dyn<sup>WB</sup>:Lis1 (PDB ID: 5VLJ, EMDB: EMD-8706) have been deposited.
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Chapter 3

Lis1 promotes the formation of maximally activated dynein complexes
3.1 Contributions

3.2 Abstract
Cytoplasmic dynein-1 (dynein) is a microtubule-based motor that facilitates the long-distance transport of many different cargos toward the minus end of microtubules. Human dynein does not move processively on its own. Instead, it must form a complex with dynactin and a coiled-coil-containing activating adaptor, such as BICD2, to achieve motility. Complexes containing two dynein dimers move faster. Another highly conserved dynein regulator, Lis1, is also required for nearly all of dynein’s functions. In vitro Lis1 increases the velocity of activated human dynein complexes, but the mechanistic basis for this remains unclear. Using in vitro reconstitution of pure proteins and single-molecule imaging, we have found that this increase in velocity is due to Lis1 recruiting an additional dynein dimer to the complex. We hypothesize that Lis1 has a general role in the formation of optimally activated dynein complexes.
3.3 Introduction

The microtubule cytoskeleton and its associated motors are responsible for the long-distance transport of cellular cargos in humans and many other eukaryotic organisms. MTs are polarized structures that have plus ends generally oriented toward the plasma membrane and minus ends originating from microtubule organizing centers usually found near the center of the cell. Cytoplasmic dynein-1 (dynein) is a microtubule-based motor that moves towards the minus end. It is responsible for the transport of hundreds of different cargos, including organelles, vesicles, RNAs and viruses, as well as having roles in cell division (Reck-Peterson et al., 2018). Mutations in the dynein machinery cause a variety of neurological diseases (Lipka et al., 2013).

Dynein is tightly regulated by ubiquitous regulators such as dynactin, activating adaptors and Lis1 and this regulation is crucial for fine-tuning dynein motor to its diverse set of functions. Dynactin and activating adaptors are essential for activating mammalian dynein, which exists in autoinhibited states and rarely exhibits processive movement on its own (McKenney et al., 2014; Schlager et al., 2014a; Torisawa et al., 2014; Zhang et al., 2017). Binding of dynactin and activating adaptors to dynein relieves autoinhibition and converts dynein into a highly processive motor (McKenney et al., 2014; Schlager et al., 2014a; Zhang et al., 2017). Dynactin has been implicated in almost every dynein-dependent role in cells (Schroer, 2004). Activating adaptors serve not only to activate dynein but also to bind it to cargo (Reck-Peterson et al., 2018). Recently it was shown that a second dynein dimer can be recruited to these activated dynein complexes, which allows them to move faster (Grotjahn et al., 2018; Urnavicius et al., 2018).

Lis1 is another conserved regulator of dynein and mutations in Lis1 gene result in Type-1 lissencephaly, a neurodevelopmental disease characterized by a smooth cerebral phenotype (Reiner et al., 1993). Lis1 has been linked to many dynein functions, including
localizing/maintaining dynein at MT plus ends (Lee et al., 2003; Sheeman et al., 2003; Splinter et al., 2012), initiating dynein transport from plus ends (Egan et al., 2012; Lenz et al., 2006; Moughamian et al., 2013), and enabling dynein to move against high load (McKenney et al., 2010; Reddy et al., 2016; Yi et al., 2011). Deletion or depletion of Lis1 has generally been shown to reduce dynein based transport (Dix et al., 2013; Klinman and Holzbaur, 2015; Moughamian et al., 2013; Pandey and Smith, 2011; Shao et al., 2013; Smith et al., 2000; Yi et al., 2011), although in one case Lis1 depletion was found to cause increased transport (Vagnoni et al., 2016). Lis1 is a dimer of two β-propellers with which it binds directly to the dynein motor domain at two distinct sites (DeSantis et al., 2017; Huang et al., 2012; Toropova et al., 2014). In vitro experiments in yeast have revealed two opposing modes of regulation by Lis1, as it can both increase and decrease dynein’s velocity (DeSantis et al., 2017).

Even though regulation of dynein alone by Lis1 has been explored in mechanistic details in vitro, it remains relatively obscure how Lis1 regulates dynein in the presence of its other essential regulators, dynactin and activating adaptor. Recently, it has been shown that Lis1 increases the velocity of activated dynein complexes formed with dynein, dynactin and activating adaptor BicD2 (Baumbach et al., 2017; Gutierrez et al., 2017). However, how Lis1 exerts this effect is unknown. Here we use in vitro reconstitution, single molecule imaging and cryo-electron microscopy to understand the mechanism of Lis1’s regulation of dynein-dynactin-activating adaptor complexes. Based on our data, we conclude that Lis1 aids in the formation of maximally activated dynein complexes containing two dynein dimers.
3.4 Results

Lis1 increases the microtubule binding and velocity of dynein-dynactin-BicD2S complex

To study the regulation of Lis1 on mammalian dynein-dynactin-activating adaptor complexes, we mixed full-length human dynein and Lis1 purified from insect cells, dynactin complex from HEK-293T cells and an activating adaptor BicD2 from bacteria and assayed their microtubule binding and motility behavior in single-molecule experiments (Figure 3.1A). Since full-length BicD2 is known to be auto-inhibited, we used a well-characterized BicD2 truncation from 25-398 amino acid residues (BicD2S herein), which has been shown to be sufficient to activate dynein in the presence of dynactin in vitro as well as in cells (Figure 3.1B) (Hoogenraad et al., 2003; McKenney et al., 2014; Schlager et al., 2014a; Splinter et al., 2012).

We first tested the effect of Lis1 on the microtubule binding of dynein alone in a single-molecule assay as described previously (DeSantis et al., 2017). Lis1 increased the microtubule binding density of dynein alone by ~1.3-fold (Figure 3.1C). This is consistent with the regulatory effect of Lis1 on the microtubule binding affinity of yeast dynein (DeSantis et al., 2017; Huang et al., 2012) as well as the motor domain of rat dynein (McKenney et al., 2010).

Next, we characterized the effect of Lis1 on activated dynein-dynactin-BicD2S complexes (DDBS-WT). We assembled DDBS-WT complexes by mixing dynein, dynactin and BicD2S at 1:2:10 molar ratio. We first measured the effect of Lis1 on the microtubule binding of DDBS-WT complexes. We counted the binding density of BicD2S foci on microtubules as DDBS-WT complexes because BicD2S bound to microtubules minimally without the presence of both dynein and dynactin (Figure B.1). Lis1 increased the microtubule binding density of BicD2S foci of DDBS-WT complexes by ~5.1-fold (Figure 3.1D). We next tested the effect of Lis1 on DDBS-WT motility in a single-molecule assay. In agreement with previous studies, Lis1 significantly
increased the velocity of processive DDBS-WT complexes (Figure 3.1E) (Baumbach et al., 2017; Gutierrez et al., 2017). Taken together, these results show that Lis1 increases the microtubule binding as well as the velocity of dynein-dynactin-BicD2S complexes.

**Figure 3.1. Lis1 increases the microtubule binding and velocity of activated dynein complexes.** (A) Cartoons of the constructs used in this study. (B) Schematic of the BicD2S construct used in this study. (C) Normalized dynein binding density on microtubules in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1. Data was normalized so that the binding density was 1 in the absence of Lis1. (D) Normalized DDBS binding density on microtubules in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1, measured by BicD2S foci. Data was normalized so that the binding density was 1 in the absence of Lis1. (E) Average velocity of DDBS complexes in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1.
Functional dissection of known Lis1 binding sites on dynein and dynein binding sites on Lis1

We next set out to dissect which of the known Lis1 binding sites mediate the effect of Lis1 on the microtubule binding and velocity of DDBS complexes. Previous structural studies of yeast dynein monomer and Lis1 have revealed that there are two highly conserved Lis1 binding sites on dynein motor domain (Figure 3.2A) (DeSantis et al., 2017; Huang et al., 2012; Toropova et al., 2014). The first binding site, which will be referred to as Site1, has been shown to induce tight microtubule binding state of yeast dynein. We mutated the corresponding mutations of Site1, K2898A, E2902G, E2903S and E2904G, in human dynein and tested the effect of Lis1 on dynein alone with Site1 mutations (Dyn-Site1) as well as DDBS complexes with Site1 mutations (DDBS-Site1). Similar to previous findings in yeast system, Lis1 no longer increased the microtubule binding of Dyn-Site1 (Figure 3.2B). Surprisingly, Lis1 still increased the microtubule binding density of BicD2S foci of DDBS-Site1 complexes as well as the velocity of processive DDBS-Site1 complexes (Figure 3.2 C, D). These results suggest that the residues identified in yeast for Site 1 are required to increase the microtubule binding of dynein alone but not responsible for the Lis1-mediated increase in the microtubule binding and velocity of activated dynein complexes.

We next tested the role of the second Lis1 binding site (Site2 herein), which is required for Lis1-mediated weak microtubule binding state of yeast dynein (DeSantis et al., 2017). We mutated the corresponding Site2 mutations, E3196A, Q3198A, N3202A, in human dynein. Similar to the yeast system, Lis1 increased the microtubule binding of dynein alone with Site2 mutations (Dyn-Site2) by ~1.5-fold (Figure 3.2B). In addition, mutating Site2 did not disrupt the Lis1-mediated increase in the microtubule binding and velocity of activated dynein-dynactin-BicD2S complexes.
Figure 3.2. Functional dissection of known Lis1 binding sites on dynein’s motor domain and dynein binding sites of Lis1. (A) Schematic of the two known Lis1 binding sites from yeast, indicating location of mutations in dynein variants. (B) Average dynein binding density on microtubules with dynein variants in the absence of Lis1 (solid bars), the presence of 300 nM Lis1 (hatched bars), and the presence of 300nM Lis1-5A (cross-hatched bars). Data was normalized so that the density was 1 in the absence of Lis1. Data in semi-transparent grey reproduced from Figure 3.1 for reference. (C) Average DDB binding density on microtubules with dynein variants in the absence of Lis1 (solid bars), the presence of 300 nM Lis1 (hatched bars), and the presence of 300nM Lis1-5A (cross-hatched bars). Measured by BicD2S foci. Data was normalized so that the density was 1 in the absence of Lis1. Data in semi-transparent grey reproduced from Figure 3.1 for reference. (D) Average velocity of DDBS complexes with dynein variants in the absence of Lis1 (solid bars), the presence of 300 nM Lis1 (hatched bars), and the presence of 300nM Lis1-5A (cross-hatched bars). p values: ns, not significant; *, <0.05; **, <0.01; ***, <0.001, ****, <0.0001. Data are shown as mean and standard error of mean.
Figure 3.2 (continued).
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with Site2 mutations (DDBS-Site2) (Figure 3.2C, D). These results suggest that the Lis1 binding Site2 residues identified in yeast system do not account for Lis1’s ability to increase the microtubule binding of dynein alone and activated dynactin complexes nor the velocity of activated dynein complexes.

Since none of the Lis1 binding sites on dynein seemed to be required for the Lis1-mediated increase in the velocity of DDBS complexes, we mutated the known dynein binding sites on Lis1, R275A, R301A, R378A, W419A and K437A (Lis15A) (Toropova et al., 2014). Consistent with previous findings in yeast system, Lis15A no longer increased the microtubule binding of dynein alone (Figure 3.2B). We also found that Lis15A had no effect on the microtubule binding of BicD2S foci of DDBS-WT complexes (Figure 3.2C). However, Lis15A still increased the velocity of DDBS-WT to a similar extent as wild-type Lis1 (Figure 3.2D). Taken together, the known dynein binding site on Lis1 is required for the Lis1-mediated increase in the microtubule binding of dynein alone as well as activated dynein complexes but not for the Lis1-mediated increase in the velocity of dynein-dynactin-BicD2S complexes.

**Lis1 promotes the recruitment of a second dynein dimer to dynein-dynactin-BicD2S complex**

We then sought to understand how Lis1 increases the velocity of DDBS complexes. Previous studies have shown that Lis1 promotes dynein-dynactin association in cells as well as in cell extracts (Dix et al., 2013; Wang et al., 2013). Therefore, we hypothesized that Lis1 promotes the formation of dynein-dynactin-BicD2S complexes. To test our hypothesis, we measured the DDBS complex formation using an in vitro immunoprecipitation assay. We mixed an equal molar amount of dynein and dynactin with 7.5-fold molar excess of BicD2S conjugated to magnetic beads via Halo tags. In the absence of Lis1, we only saw ~1% of dynein was depleted (Figure 3.3A). The
Figure 3.3. Lis1 promotes the recruitment of second dynein dimers to activated dynein complexes. (A) Percent depletion of dynein by BicD2S conjugated to beads in the absence (light grey) and presence (dark grey) of dynactin and in the absence (solid bars) and presence (hatched bars) of 150 nM Lis1. (B) Average velocity of activated dynein complexes with different ratios of dynein:dynactin in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1. Data in semi-transparent grey reproduced from Figure 3.1 for reference. (C) Schematic of possible two color DDBS complexes. (D) Percentage of two-color colocalized runs with activated dynein complexes with different ratios of dynein:dynactin in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1. p values: ns, not significant; *, <0.05; **, <0.01; ***, <0.001, ****, <0.0001. Data are shown as mean and standard error of mean.

The addition of Lis1 increased the percentage of dynein depletion to ~65% (Figure 3.3A). To ensure that Lis1 is promoting the formation of tripartite complex, we measured the percent depletion of
dynein without dynactin and observed very little depletion either in the presence or absence of Lis1 (Figure 3.3A). Taken together, this suggests that Lis1 promotes the formation of dynein-dynactin-BicD2S complexes.

Recent structural studies have shown that activated dynein-dynactin-BicD2S complexes can contain either one dynein dimer or two dynein dimers per complex (Grotjahn et al., 2018; Urnavicius et al., 2018). The majority of complexes contains only one dynein dimer. It has been shown that dynein-dynactin-activating adaptor complexes containing two dynein dimers move with faster velocity (Urnavicius et al., 2018). We therefore hypothesized that Lis1 promotes the recruitment of a second dynein dimer to form a maximally activated DDBS complex. Single-molecule motility measurements of DDBS mentioned above as well as previous single molecule studies of DDBS were done by assembling DDBS complex with 2-fold molar excess of dynactin over dynein (Schlager et al., 2014a; Zhang et al., 2017). We wondered if the assembly of DDBS complexes with limiting dynein concentration hindered the formation of DDBS complex with two dynein dimers. Therefore, we assembled DDBS complex at 2 dynein to 1 dynactin molar ratio and measured its velocity in single-molecule motility assay. We observed a significant increase in the velocity of these DDBS-WT complexes compared to those assembled with 1 dynein to 2 dynactin molar ratio (Figure 3.3B). Lis1 further increased the velocity of DDBS-WT complexes assembled with 2 dynein to 1 dynactin molar ratio (Figure 3.3B).

We then proceeded to test the recruitment of two dynein complexes directly in single-molecule motility assay by mixing an equal molar amount of two dynein preparations labelled with two different fluorophores, TMR and Alexa647. If all moving dynein complexes contained two dynein dimers, we would expect 50% of processive events to be two-color colocalized runs (Figure 3.3C). However, in our experiments, the labeling efficiency of TMR was ~94% and
Alexa647 was ~99%. Therefore, the maximum amount of two-color colocalized runs would be ~47%. Similar to previous findings, DDBS-WT complexes formed by assembling with 1 dynein to 2 dynactin molar ratio only had ~17% processive events that had both TMR and Alexa647 signals. The addition of Lis1 significantly increased the number of colocalized runs to ~34% (Figure 3.3D, B.2). For DDBS-WT complexes assembled with 2dynein to 1 dynactin molar ratio, we also observed the increase in the number of colocalized DDBS-WT runs to ~37%. Lis1 did not significantly change the number of colocalized runs of these complexes. Taken altogether, we conclude that Lis1 promotes the recruitment of a second dynein dimer to form a maximally activated dynein-dynactin-BicD2S complex.

**Lis1 does not frequently colocalize with maximally activated dynein-dynactin-BicD2S complexes**

We next asked if Lis1 needs to remain bound to DDBS complexes with two dynein dimers to stabilize the complex during processive runs. To test this, we labeled Lis1 with TMR and investigated the colocalization of TMR-Lis1 with DDBS-WT complex labeled with Alexa647 on dynein. For our previous single-molecule motility assays with unlabeled Lis1, we used 300nM Lis1. However, 300nM TMR-Lis1 introduced too high background signal to be able to clearly observe its signals in our single-molecule motility assay. Therefore, we used 50nM TMR-Lis1, which significantly increased the velocity of DDBS-WT complexes with minimal background signal. (Figure 3.4A). At this concentration, we observed only ~14% of DDBS-WT processive runs were colocalized with TMR-Lis1 (Figure 3.4C). Surprisingly, DDBS-WT runs colocalized with TMR-Lis1 were slower than those with no detectable TMR-Lis1 signals (Figure 3.4B). In addition, we observed that the disappearance of TMR-Lis1 signals from DDBS-WT runs coincided
Figure 3.4. Lis1 does not frequently colocalize with processive dynein complexes. (A) Average velocity of DDBS complexes in the absence (solid bars) and presence (hatched bars) of 50 nM TMR-Lis1. (B) Average velocity of DDBS complexes colocalized with TMR-Lis1 signals (magenta) and without detectable TMR-Lis1 signals (green). (C) Representative kymographs with the dynein and Lis1 channels shown in black and white and the merged image shown in
with velocity increase (Figure 3.4C). However, we were not able to test the significance of this observation because such events were rare. These results suggest that Lis1 does not seem to be stably bound to DDBS complexes and Lis1 binding to moving complexes seems to hinder their motility.

**Lis1 is able to promote the complex formation and increase the velocity of dynein-dynactin-BicD2S complexes formed with dynein mutants that are relieved from an autoinhibited phi-particle conformation**

Recent cryo-EM studies have revealed a model for the activation of dynein by dynactin and an activating adaptor (Figure 3.5A) (Urnavicius et al., 2018; Zhang et al., 2017). In the absence of dynactin and an activating adaptor, dynein exists in two autoinhibited states termed phi and open conformations. The binding of dynactin and an activating adaptor such as BicD2S relieves the autoinhibition of dynein and activates it into a processive motor capable of long-distance and directional movement along microtubules. It has also been shown that relieving the predominant phi-conformation in dynein promotes the complex formation of dynein-dynactin-BicD2S complexes (Zhang et al., 2017). We wondered if Lis1 can still affect the DDBS complex formation with dynein mutants that are relieved from the autoinhibited phi-particle state. To test this, we mutated the previously shown mutations in dynein, K1610E and R1567E, to disrupt the formation of phi-dynein. These mutants are referred to as Dyn-Open. We first compared the binding affinity of Lis1 to Dyn-WT versus Dyn-Open and found that Lis1 bound Dyn-Open with higher affinity compared to Dyn-WT (Figure 3.5B). To understand this further, we docked Lis1 density on the
Figure 3.5. Effect of Lis1 on a dynein mutant incapable of forming an autoinhibited phi conformation. (A) Schematic of model of dynein activation by dynactin and activating adaptor. (B) Determination of the binding affinity of Lis1 for Dyn-WT (grey) and Dyn-Open (yellow). (C) Lis1 cryo-EM density docked onto the phi dynein cryo-EM structure (EMDB: EMD-3698). (D) Percent depletion of Dyn-WT (grey) and Dyn-Open (yellow) by BicD2S conjugated to beads in the absence (solid bars) and presence (hatched bars) of 150 nM Lis1. Data in semi-transparent grey reproduced from Figure 3.3 for reference. (E) Average velocity of DDBS complexes with Dyn-WT (grey) and Dyn-Open (yellow) in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1. Data in semi-transparent grey reproduced from Figure 3.1 for reference. (F) Percentage of two-color colocalized runs with activated dynein complexes with Dyn-WT (grey) and
(continued) Dyn-Open (yellow) in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1. Data in semi-transparent grey reproduced from Figure 3.3 for reference. p values: ns, not significant; *, <0.05; **, <0.01; ***, <0.001, ****, <0.0001. Data are shown as mean and standard error of mean.

cryo-EM structure of dynein in the phi-particle conformation at the primary Lis1 binding site on dynein’s motor ring (Figure 3.5C). We observed that Lis1 density sterically clashed with dynein in the phi-particle information. This suggests that the phi-particle conformation of dynein reduces the binding affinity of Lis1.

Next, we tested the effect of Lis1 on dynein-dynactin-BicD2S complex formation with Dyn-Open using in vitro immunoprecipitation assay mentioned above. In the presence of dynactin, BicD2S conjugated to magnetic beads pulled down Dyn-Open more efficiently than Dyn-WT (Figure 3.5D). Thus, Dyn-Open forms dynein-dynein-BicD2S complexes more efficiently than Dyn-WT, consistent with a previous study (Zhang et al., 2017). However, the amount of dynein depletion for Dyn-Open in the absence of Lis1 was much lower than that for Dyn-WT in the presence of Lis1. This suggests that the complex formation of Dyn-Open is not optimal. We measured the depletion of Dyn-Open by BicD2S and dynactin in the presence of Lis1 and we found that Lis1 significantly increased the amount of depletion of Dyn-Open from ~20% to ~60% (Figure 3.5D).

From these results, we predicted that dynein-dynactin-BicD2S complexes formed with Dyn-Open (DDBS-Open) would have faster velocity and higher number of two dynein dimer complexes compared to Dyn-WT and Lis1 would further increase these parameters of DDBS-Open. To test our predictions, we first measured the velocity of DDBS-Open with and without Lis1. As predicted, in the absence of Lis1, DDBS-Open moved with faster velocity than DDBS-
WT and Lis1 further increased the velocity of DDBS-Open (Figure 3.5E). We next tested the amount of DDBS-Open complex with two dynein dimers using an equimolar ratio of two dynein preparations labelled with two different fluorophores, TMR and Alexa647 as mentioned above. We observed that the amount of two-color colocalized runs in DDBS-Open complex was significantly higher than DDBS-WT complex and Lis1 further increased the amount of colocalized runs (Figure 3.5F). These results were consistent with our predictions. Taken altogether, our results show that Lis1 increases the velocity of dynein-dynactin-BicD2S complexes formed with dynein mutants relieved from the autoinhibited phi-particle conformation by promoting the recruitment of two dynein dimers to the complex.

3.5 Discussion

Previous studies have shown that Lis1 increases the velocity of DDBS complexes (Baumbach et al., 2017; Gutierrez et al., 2017). However, the mechanism by which Lis1 exerts this effect is unclear. Here, our results show that Lis1 increases the velocity of DDBS complexes by promoting the formation of maximally activated complexes containing two dynein dimers (Figure 3.3D). The emerging model of dynein motility shows that dynein requires dynactin and an activating adaptor to be able to move processively along microtubules (McKenney et al., 2014; Schlager et al., 2014a; Zhang et al., 2017). Therefore, the ability of Lis1 to promote the association of dynein, dynactin and an activating adaptor highlights the role of Lis1 as an essential dynein regulator. Indeed, it has been shown that depletion or reduction of Lis1 reduces dynein-mediated transport of various cargos in cells (Dix et al., 2013; Egan et al., 2012; Lenz et al., 2006; Moughamian et al., 2013; Pandey and Smith, 2011).
We also observed that Lis1 does not seem to frequently co-migrate with DDBS complexes (Figure 3.4C). This is consistent with previous study in Aspergillus where Lis1 is required for the initiation of endosome movement but absent from moving endosomes (Egan et al., 2012). We found that occasional DDBS runs that comigrated with Lis1 were slower (Figure 3.4B). In rare examples, we observed an increase in the velocity of DDBS runs when Lis1 colocalization disappears (Figure 3.4C). It is possible that Lis1 binding to DDBS complexes hinders their motility. Intriguingly, it has been shown that depletion of Lis1 in adult Drosophila wing neurons increases the frequency and velocity of mitochondria (Vagnoni et al., 2016). This suggests that Lis1 can hinder dynein-mediated transport of mitochondria in this system. Future work will aim to understand this rare phenomenon in vitro and the factor needed to enrich this phenomenon. One such possible factor is Nude/Nudel, which has been proposed to act as a tether for Lis1 to bind to dynein in budding yeast (Huang et al., 2012).

How might Lis1 promote the formation of maximally activated dynein complexes? Recent structural study has shown that dynein exists in two distinct autoinhibited states, phi-dynein and open-dynein, in the absence of dynactin and an activating adaptor (Zhang et al., 2017) (Figure 3.5A). In these states, dynein motor domains are inverted and hence unable to walk processively on microtubules. We demonstrated that dynein mutant incapable of forming the phi-dynein autoinhibited state forms more maximally activated DDBS complexes with two dynein dimers than the wildtype dynein (Figure 3.5F). Lis1 furthers increases the formation of maximally activated DDBS complexes formed with this mutant (Figure 3.5F). It has previously shown that this mutant is still autoinhibited in the open-dynein state (Zhang et al., 2017). We propose that Lis1 assists in the reorientation of inverted dynein motor domains to parallel conformations to promote the formation of maximally activated DDBS complexes. We also found that Lis1 binds
to a dynein mutant incapable of forming phi-conformation with higher affinity than the wildtype dynein (Figure 3.5B). When we modeled the Lis1 density to the EM structure of phi-dynein, we observed that Lis1 density is sterically incompatible at its primary binding site on the dynein motor domain. Therefore, it is conceivable that Lis1 binding to dynein could assist in the opening of phi-particle. Future EM structures of dynein with Lis1 will be required to test these hypotheses.

Structural studies of Lis1 regulation on yeast dynein has revealed Lis1 binds to dynein in two distinct binding sites on the dynein motor domain (DeSantis et al., 2017; Huang et al., 2012; Toropova et al., 2014). Surprisingly, mutating the corresponding Lis1 binding sites of human dynein does not abolish the ability of Lis1 to increase the velocity of DDBS complexes (Figure 3.2C). The simplest explanation would be that these Lis1 binding sites are not responsible for the Lis1-mediated increase in the velocity of DDBS complexes. However, these binding sites were determined using sequence conservation between yeast dynein and human dynein. It is possible that there are additional residues in these sites of human dynein. Another possibility is that Lis1 exerts this effect via other potential Lis1 binding sites on the tail region or dynein intermediate chain previously identified using yeast two-hybrid and pulldown experiments (Tai et al., 2002). Future structural studies of human dynein with Lis1 will address these possibilities.

We have also shown that Lis1 increases the microtubule binding of full-length dynein as well as DDBS complexes (Figure 3.1C-D). This is similar to the tight microtubule binding effect previously observed with yeast dynein and human dynein motor domain (DeSantis et al., 2017; Huang et al., 2012; McKenney et al., 2010; Toropova et al., 2014). Lis1-mediated increase in the microtubule binding of full-length dynein is mediated by the previously identified Lis1 binding site at the junction of the AAA3-4 domain of dynein motor ring (Figure 3.2B). However, mutating the same Lis1 binding site doesn’t abolish the Lis1-mediated increase in the microtubule binding
of DDBS complexes. It is possible that Lis1 increases the microtubule binding of DDBS complexes by promoting the complex formation. The aforementioned structural studies of human dynein with Lis1 will be required to dissect this multifaceted regulation of dynein by Lis1.

3.6 Methods

Cloning and plasmid construction

The pDyn1 plasmid (the pACEBac1 expression vector containing insect cell codon optimized DHC fused to a His-ZZ-LTLT tag on the N-terminus and a C-terminal SNAPf tag) and the pDyn2 plasmid (the pIDC expression vector with codon optimized IC2C, LIC2, TcTex1, LC8, and Robl) were recombined in vitro with a Cre recombinase (New England Biolabs) to generate the pDyn3 plasmid. The presence of all six dynein chains were verified by PCR. pDyn1, pDyn2 and the pFastBac plasmid with codon-optimized human full-length Lis1 fused to an N-terminal His-ZZ-LTLT tag were gifts from Andrew Carter. The BICD2S construct (25-398aa) was amplified from a human cDNA library generated from RPE1 cells, fused to a ZZ-LTLT-Halo tag on the N-terminus and inserted into a pET28a expression vector. All additional tags were added via Gibson assembly and all mutations and truncations were made via site-directed mutagenesis (Agilent).

Protein expression and purification

Human full-length dynein and Lis1 constructs were expressed in Sf9 cells as described previously (Baumbach et al., 2017; Schlager et al., 2014a). Briefly, the pDyn3 plasmid containing full-length human dynein genes or the pFastBac plasmid containing full-length Lis1 construct was transformed into DH10EmBacY chemically competent cells with 42°C heat shock for 15 seconds followed by incubation at 37°C for 5 hours in SOC media. The cells were then plated on LB-agar
plates containing kanamycin (50 μg/ml), gentamicin (7 μg/ml), tetracyclin (10 μg/ml), BluoGal (100 μg/ml) and IPTG (40 μg/ml) and successful clones were identified in a blue/white color screening after 48 hours. For full-length human dynein constructs, white colonies were additionally tested for the presence of all six dynein genes using PCR. The correct white colonies were inoculated overnight in LB media containing kanamycin (50 μg/ml), gentamicin (7 μg/ml) and tetracyclin (10 μg/ml) at 37°C. Bacmid DNA was extracted from overnight cultures using an isopropanol precipitation method as described previously (Zhang et al., 2017). 2mL of Sf9 cells at 0.5x10^6 cells/mL were transfected with 2μg of fresh bacmid DNA and FuGene HD transfection reagent (Promega) at a 3:1 transfection reagent to DNA ratio according to manufacturer’s instructions. After three days, the supernatant containing the V0 virus was harvested by centrifugation at 1000 x g for 5 minutes at 4°C. To generate V1, 1mL of the V0 virus was used to transfect 50mL of Sf9 cells at 1x10^6 cells/mL. After three days, the supernatant containing the V1 virus was harvested by centrifugation at 1000 x g for 5 minutes at 4°C and stored in the dark at 4°C until use. For protein expression, 4mL of the V1 virus was used to transfect 400mL of Sf9 cells at 1x10^6 cells/mL. After three days, cells were harvested by centrifugation at 3500 x g for 10 minutes at 4°C. The pellet was resuspended in 10mL of ice-cold PBS and pelleted again. The pellet was flash frozen in liquid nitrogen and stored at -80°C until protein purification.

Protein purification steps were done at 4°C unless otherwise indicated. Full-length dynein was purified from frozen Sf9 pellets transfected with the V1 virus as described previously (Schlager et al., 2014a). Frozen cell pellets from 400mL culture were resuspended in 40mL of Dyn-lysis buffer (50 mM HEPES [pH 7.4], 100 mM sodium chloride, 1 mM DTT, 0.1 mM Mg-ATP, 0.5 mM Pefabloc, 10% (v/v) glycerol) supplemented with 1 cOmplete EDTA-free protease inhibitor cocktail tablet (Roche) per 50 mL and lysed using a Dounce homogenizer (10 strokes
with loose plunger and 15 strokes with tight plunger). The lysate was clarified by centrifuging at 183,960 x g for 88 min in Type 70 Ti rotor (Beckman). The clarified supernatant was incubated with 4 mL of IgG Sepharose 6 Fast Flow beads (GE Healthcare Life Sciences) for 3-4 hr on a roller. The beads were transferred to a gravity flow column, washed with 200 mL of Dyn-lysis buffer and 300 mL of TEV buffer (50 mM Tris–HCl [pH 8.0], 250 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 1 mM DTT, 0.1 mM Mg-ATP, 10% (v/v) glycerol). For fluorescent labeling of C-terminal SNAPf tag, dynein-coated beads were labeled with 5 µM SNAP-Cell-TMR (New England Biolabs) in the column for 10 min at room temperature and unbound dyes were washed with 300 mL of TEV buffer at 4°C. The beads were then resuspended and incubated in 15 mL of TEV buffer supplemented with 0.5 mM Pefabloc and 0.2 mg/mL TEV protease overnight on a roller. The supernatant containing cleaved proteins were concentrated using a 100K MWCO concentrator (EMD Millipore) to 500 µL and purified via size exclusion chromatography on a TSKgel G4000SWXL column (TOSOH Bioscience) with GF150 buffer (25 mM HEPES [pH7.4], 150 mM KCl, 1mM MgCl2, 5 mM DTT, 0.1 mM Mg-ATP) at 1 mL/min. The peak fractions were collected, buffer exchanged into a GF150 buffer supplemented with 10% glycerol, concentrated to 0.1-0.5 mg/mL using a 100K MWCO concentrator (EMD Millipore) and flash frozen in liquid nitrogen.

Lis1 constructs are purified from frozen cell pellets from 400 mL culture. Lysis and clarification steps were similar to full-length dynein purification except Lis1-lysis buffer (30 mM HEPES [pH 7.4], 50 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 300 mM potassium chloride, 1 mM DTT, 0.5 mM Pefabloc, 10% (v/v) glycerol) supplemented with 1 cOmplete EDTA-free protease inhibitor cocktail tablet (Roche) per 50 mL was used. The clarified supernatant was incubated with 0.5 mL of IgG Sepharose 6 Fast Flow beads (GE Healthcare Life
Sciences) for 2-3 hr on a roller. The beads were transferred to a gravity flow column, washed with 20 mL of Lis1-lysis buffer, 100 mL of modified TEV buffer (10 mM Tris–HCl [pH 8.0], 2 mM magnesium acetate, 150mM potassium acetate, 1 mM EGTA, 1 mM DTT, 10% (v/v) glycerol) supplemented with 100 mM potassium acetate, and 50 mL of modified TEV buffer. For fluorescent labeling of Lis1 constructs with N-terminal Halo tags, Lis1-coated beads were labeled with 200 µM SNAP-Cell-TMR (New England Biolabs) for 2.5 hr at 4°C on a roller and unbound dyes were washed with 200 mL of modified TEV buffer supplemented with 250 mM potassium acetate. Lis1 was cleaved from IgG beads via incubation with 0.2 mg/mL TEV protease overnight on a roller. Cleaved proteins were filtered by centrifuging with Ultrafree-MC VV filter (EMD Millipore) in a tabletop centrifuge and flash frozen in liquid nitrogen.

Dynactin was purified from stable HEK293 cell lines expressing p62-Halo-3xFlag as described previously (Redwine et al., 2017). Briefly, frozen pellets collected from 160 15cm plates were resuspended in 80mL of Dynactin-lysis buffer (30 mM HEPES [pH 7.4], 50 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 1 mM DTT, 10% (v/v) glycerol) supplemented with 0.5 mM Mg-ATP, 0.2% Triton X-100 and 1 cOmplete EDTA-free protease inhibitor cocktail tablet (Roche) per 50 mL and rotated slowly for 15 min. The lysate was clarified by centrifuging at 66,000 x g for 30 min in Type 70 Ti rotor (Beckman). The clarified supernatant was incubated with 1.5 mL of anti-Flag M2 affinity gel (Sigma-Aldrich) for overnight on a roller. The beads were transferred to a gravity flow column, washed with 50 mL of wash buffer (Dynactin-lysis buffer supplemented with 0.1 mM Mg-ATP, 0.5 mM Pefabloc and 0.02% Triton X-100), 100 mL of wash buffer supplemented with 250 mM potassium acetate, and again with 100 mL of wash buffer. For fluorescent labeling of Halo tag, dynactin-coated beads were labeled with 5 µM Halo-JF646 (Janelia) in the column for 10 min at room temperature and unbound dyes were washed with 100
mL of wash buffer at 4°C. Dynactin was eluted from beads with 1 mL of elution buffer (wash buffer with 2 mg/mL of 3xFlag peptide). Elution was collected, filtered by centrifuging with Ultrafree-MC VV filter (EMD Millipore) in a tabletop centrifuge and diluted to 2 mL in Buffer A (50 mM Tris-HCl [pH 8.0], 2 mM MgOAc, 1 mM EGTA, and 1 mM DTT) and injected onto a MonoQ 5/50 GL column (GE Healthcare and Life Sciences) at 1 mL/min. The column was pre-washed with 10 CV of Buffer A, 10 CV of Buffer B (50 mM Tris-HCl [pH 8.0], 2 mM MgOAc, 1 mM EGTA, 1 mM DTT, 1 M KOAc) and again with 10 CV of Buffer A at 1 mL/min. To elute, a linear gradient was run over 26 CV from 35-100% Buffer B. Pure dynactin complex eluted from ~75-80% Buffer B. Peak fractions containing pure dynactin complex were pooled, buffer exchanged into a GF150 buffer supplemented with 10% glycerol, concentrated to 0.02-0.1 mg/mL using a 100K MWCO concentrator (EMD Millipore) and flash frozen in liquid nitrogen.

Halo-BicD2S construct was expressed in BL-21[DE3] cells (NEB) at OD 0.6 with 0.1 mM IPTG for 16 hr at 18°C. Frozen cell pellets from 2 L culture was resuspended in 60mL of BicD2-lysis buffer (30 mM HEPES [pH 7.4], 50 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 1 mM DTT, 0.5 mM Pefabloc, 10% (v/v) glycerol) supplemented with 1 cOmplete EDTA-free protease inhibitor cocktail tablet (Roche) per 50 mL and 1 mg/mL lysozyme. The resuspension was incubated on ice for 30 min and lysed by sonication. The lysate was clarified by centrifuging at 66,000 x g for 30 min in Type 70 Ti rotor (Beckman). The clarified supernatant was incubated with 2 mL of IgG Sepharose 6 Fast Flow beads (GE Healthcare Life Sciences) for 2 hr on a roller. The beads were transferred to a gravity flow column, washed with 100 mL of BicD2-lysis buffer supplemented with 150 mM potassium acetate and 50mL of cleavage buffer (50 mM Tris–HCl [pH 8.0], 150 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 1 mM DTT, 0.5 mM Pefabloc, 10% (v/v) glycerol). The beads were then resuspended and incubated in 15 mL of
cleavage buffer supplemented with 0.2 mg/mL TEV protease overnight on a roller. The supernatant containing cleaved proteins were concentrated using a 50K MWCO concentrator (EMD Millipore) to 1 mL, filtered by centrifuging with Ultrafree-MC VV filter (EMD Millipore) in a tabletop centrifuge, diluted to 2 mL in Buffer A (30 mM HEPES [pH 7.4], 50 mM potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 10% (v/v) glycerol and 1 mM DTT) and injected onto a MonoQ 5/50 GL column (GE Healthcare and Life Sciences) at 1 mL/min. The column was pre-washed with 10 CV of Buffer A, 10 CV of Buffer B (30 mM HEPES [pH 7.4], 1 M potassium acetate, 2 mM magnesium acetate, 1 mM EGTA, 10% (v/v) glycerol and 1 mM DTT) and again with 10 CV of Buffer A at 1 mL/min. To elute, a linear gradient was run over 26 CV from 0-100% Buffer B. The peak fractions containing Halo-BicD2S were collected and concentrated to using a 50K MWCO concentrator (EMD Millipore) to 0.2 mL. For fluorescent labeling Halo tags, the concentrated peak fractions of Halo-BicD2S were incubated with 5μM of Halo-Alexa488 dyes (Promega) for 10 min at room temperature. Unbound dyes were removed by PD-10 desalting column (GE Healthcare and Life Sciences) according to the manufacturer’s instructions. The labeled Halo-BicD2S sample was concentrated to using a 50K MWCO concentrator (EMD Millipore) to 0.2 mL, diluted to 0.5 mL in GF150 buffer and further purified via size exclusion chromatography on a Superose 6 Increase 10/300 GL column (GE Healthcare and Life Sciences) with GF150 buffer at 0.5 mL/min. The peak fractions were collected, buffer exchanged into a GF150 buffer supplemented with 10% glycerol, concentrated to 0.2-1 mg/mL using a 50K MWCO concentrator (EMD Millipore) and flash frozen in liquid nitrogen.
**Single molecule TIRF microscopy**

Single-molecule imaging was performed with an inverted microscope (Nikon, Ti-E Eclipse) equipped with a 100x 1.49 N.A. oil immersion objective (Nikon, Plano Apo) and a ProScan linear motor stage controller (Prior). The microscope was equipped with a LU-NV laser launch (Nikon), with 405 nm, 488 nm, 532 nm, 561 nm and 640 nm laser lines. The excitation and emission paths were filtered using appropriate single bandpass filter cubes (Chroma). For two-color colocalization imaging, the emission signals were further filtered and split using W-view Gemini image splitting optics (Hamamatsu). The emitted signals were detected with an electron multiplying CCD camera (Andor Technology, iXon Ultra 897). Illumination and image acquisition is controlled by NIS Elements Advanced Research software (Nikon).

Single-molecule motility and microtubule binding assays were performed in flow chambers assembled as described previously (Case et al., 1997) using the TIRF microscopy set up described above. Either biotin-PEG-functionalized coverslips (Microsurfaces) or No. 1-1/2 coverslips (Corning) sonicated in 100% ethanol for 10 min were used for the flow-chamber assembly. Taxol-stabilized microtubules with ~10% biotin-tubulin and ~10% fluorescent-tubulin (Alexa405, 488 or 647 labeled) were prepared as described previously (Huang et al., 2012). Flow chambers were assembled with taxol-stabilized microtubules by incubating sequentially with the following solutions, interspersed with two washes with assay buffer (30 mM HEPES [pH 7.4], 2 mM magnesium acetate, 1 mM EGTA, 10% glycerol, 1 mM DTT) supplemented with 20 µM Taxol in between: (1) 1 mg/mL biotin-BSA in assay buffer (3 min incubation); (2) 0.5 mg/mL streptavidin in assay buffer (3 min incubation) and (3) a fresh dilution of taxol-stabilized microtubules in assay buffer (3 min incubation). After flowing in microtubules, the flow chamber was washed twice with assay buffer supplemented with 1 mg/mL casein and 20 µM Taxol.
To assemble dynein-dynactin-BicD2S complexes, purified dynein (10-20 nM concentration), dynactin and BicD2S were mixed at 1:2:10 molar ratio or 2:1:20 molar ratio as mentioned in the main text and incubated on ice for 10 min. These dynein-dynactin-BicD2S complexes or dynein alone were then incubated with Lis1 or modified TEV buffer (to buffer match for experiments without Lis1) for 10 min on ice. The mixtures of dynein, dynactin, BicD2S and Lis1 were then flowed into the flow chamber assembled with taxol-stabilized microtubules. The final imaging buffer contained the assay buffer supplemented with 20 µM taxol, 1 mg/mL casein, 71.5 mM β-mercaptoethanol, an oxygen scavenger system, and 1 mM Mg-ATP. The final concentration of dynein in the flow chamber was 0.5-1 pM for experiments with dynein-dynactin-BicD2S complexes and 0.3-0.5 pM for dynein alone experiments. The final concentration of Lis1 was 300 nM for experiments with unlabeled Lis1 and 50 nM for experiments with TMR-labeled Lis1. For single-molecule motility assay, microtubules were imaged first by taking a single-frame snapshot. Dynein and/or BicD2S labeled with fluorophores (TMR, Alexa647 or Alexa488) was imaged every 300 msec for 3 min. At the end, microtubules were imaged again by taking a snapshot to check for stage drift. Movies showing significant drift were not analyzed. Each sample was imaged no longer than 15 min. For single-molecule microtubule binding assays, the final imaging mixture containing dynein was incubated for an additional 5 min in the flow chamber at room temperature to reach steady-state before imaging. After 5 min incubation, microtubules were imaged first by taking a single-frame snapshot. Dynein and/or BicD2S labeled with fluorophores (TMR, Alexa647 or Alexa488) was imaged by taking a single-frame snapshot. Each sample was imaged at 4 different fields of view and there were between 5 and 10 microtubules in each field of view. In order to compare the effect of Lis1 on microtubule binding, the samples with and without
Lis1 were imaged in two separate flow chambers made on the same coverslip on the same day with the same stock of polymerized tubulin as mentioned previously (DeSantis et al., 2017).

**Single-molecule motility assay analysis**

Kymographs were generated from motility movies and dynein velocity was calculated from kymographs using ImageJ macros as described (Roberts et al., 2014). Only runs that were longer than 4 frames (1.2 s) were included in the analysis. Bright aggregates, which were less than 5% of the population, were excluded from the analysis. For two-color colocalization analysis, the kymographs from each channel were generated and merged in ImageJ and the number of colocalized runs was determined manually. Data plotting and statistical analyses was performed in Prism7 (GraphPad).

**Single-molecule microtubule binding assay analysis**

Intensity profiles of dynein or BicD2S spots from a single-frame snapshot were generated over a 5-pixel wide line drawn perpendicular to the long axis of microtubules in ImageJ. Intensity peaks at least 2-fold higher than the neighboring background intensity were counted as dynein or BicD2S spots bound to microtubules. Bright aggregates that were 5-fold brighter than neighboring intensity peaks were not counted. The average binding density was calculated as the total number of dynein or BicD2S spots divided by the total microtubule length in each snapshot. Normalized binding density was calculated by dividing by the average binding density of dynein or BicD2S without Lis1 collected on the same coverslip (see above). Data plotting and statistical analyses was performed in Prism7 (GraphPad).
Immunoprecipitation assays

Complex formation pulldowns with BicD2S were performed using 15 µL of Magne HaloTag Beads (Promega) in 2mL Protein Lo-Bind Tubes (Eppendorf). Beads were washed twice with 1mL of GF150 without ATP supplemented with 10% glycerol and 0.1%NP40. BicD2S was diluted in this buffer to 75 nM. 25uL of diluted to BicD2S was added to the beads and gently shaken for one hour. Once the hour was up 20 µL of supernatant was taken for a gel to confirm complete depletion of BicD2S. The beads were then washed once with 1mL GF150 with 10% glycerol and 0.1% NP40 and once with 1mL of binding buffer (30 mM HEPES [pH 7.4], 2 mM magnesium acetate, 1 mM EGTA, 10% glycerol, 1 mM DTT, 1mg/mL casein, 0.1% NP40, 1mM ADP) supplemented with 15.7 mM KCl and 8.3 mM KOAc. 10 nM dynein, 10nM dynactin and 150nM Lis1 were diluted in binding buffer which resulted in 15.7 mM KCl and 8.3 mM KOAc. For dropout experiments of dynactin or Lis1 the protein dilutions were supplemented with equivalent amounts of their purification buffers. 25 µL of the dynein, dynactin and Lis1 mixture was added to the beads pre-bound with BicD2S and gently shaken for 45 minutes. After incubation, 20 µL of the supernatant was taken, and 6.67 µL of NuPAGE® LDS Sample Buffer (4X) and 1.33 µL of Beta-mercaptoethanol was added to each. The samples were boiled for 5 minutes before being ran on a 4-12% NuPAGE Bis-Tris gel at 4C. Depletion was determined using densitometry in ImageJ.

Lis1 binding curves were determined as above with minor variations. 25 µL of beads were used, and washed twice with 1mL modified TEV buffer. 0, 30,  60, 90, 120, 300 and 600nM Lis1 was bound to beads which were then washed with 1 mL of modified TEV buffer and 1 mL of binding buffer supplemented with 30mM KCl and 6mM KOAc. 10nM of dynein was diluted in binding buffer supplemented with salt to 30mM KCl and 6mM KOAc. Binding and determination of depletion was carried out as above.
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Chapter 4

The human cytoplasmic dynein interactome reveals novel activating adaptors of motility
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4.2 Abstract
In human cells, cytoplasmic dynein-1 is essential for long-distance transport of many cargos, including organelles, RNAs, proteins, and viruses, towards microtubule minus ends. To understand how a single motor achieves cargo specificity, we identified the human dynein interactome or “transportome” by attaching a promiscuous biotin ligase (“BioID”) to seven components of the dynein machinery, including a subunit of the essential cofactor dynactin. This method reported spatial information about the large cytosolic dynein/dynactin complex in living cells. To achieve maximal motile activity and to bind its cargos, human dynein/dynactin requires “activating adaptors”, of which only five have been described. We developed methods to identify new activating adaptors in our BioID data, and discovered that ninein and ninein-like are a new family of dynein activating adaptors. Analysis of the protein interactomes for six activating adaptors, including ninein and ninein-like, suggests that each dynein activating adaptor has multiple cargos.
4.3 Introduction

Microtubules and their motors are the primary means of long-distance intracellular transport in humans and many other eukaryotic organisms. Mutations in the transport machinery cause both neurodevelopmental and neurodegenerative diseases (Lipka et al., 2013). Microtubules are polar structures, with dynamic “plus” ends typically found near the cell periphery and “minus” ends anchored in internal microtubule organizing centers. Dynein motors move towards the microtubule minus end, whereas most kinesins move in the opposite direction. The human genome contains 15 dynein genes (Vale, 2003), but only cytoplasmic dynein-1 (DYN1H1; “dynein” hereafter) is involved in long-distance, minus-end-directed transport in the cytoplasm. Dynein transports dozens of distinct cargos including organelles, ribonucleoprotein complexes, proteins and viruses (Kardon and Vale, 2009). A major outstanding question in the field is to understand how dynein achieves temporal and spatial specificity for cargo interactions.

Most cytoskeletal motors that transport cargos over long distances in cells are processive motors, capable of taking multiple steps along their track. While dimers of the *S. cerevisiae* dynein heavy chain move processively in the absence of cofactors (Reck-Peterson et al., 2006), mammalian dynein requires the 1.1 MDa dynactin complex and a coiled coil-containing activating adaptor (“activating adaptor” hereafter) for robust processive motility (McKenney et al., 2014; Schlager et al., 2014a; Trokter et al., 2012). Activating adaptors have a second function; they also link dynein/dynactin to cargo (Figure 4.1A) (Cianfrocco et al., 2015).

Currently, there are five proteins that likely function as dynein activating adaptors. The activating adaptors BICD2 and HOOK3 have been definitively shown, using purified components, to activate dynein/dynactin motility *in vitro* (McKenney et al., 2014; Schlager et al., 2014a; Schroeder and Vale, 2016). HOOK1, Spindly (SPDL1), and RAB11FIP3 are also likely activating
adaptors based on their ability to co-purify and co-migrate with dynein/dynactin in in vitro motility assays (McKenney et al., 2014; Olenick et al., 2016). Other proteins may be activating adaptors based on their homology to BICD and HOOK family activating adaptors, including BICD1, BICDL1, BICDL2, HOOK2, and the HOOK domain-containing proteins CCDC88A/girdin, CCDC88B/gipie and CCDC88C/daple (Hoogenraad and Akhmanova, 2016; Simpson et al., 2005). These activating adaptors all contain long stretches of predicted coiled coil and share very little sequence homology (Gama et al., 2017); currently it is not possible to identify activating adaptors based on sequence alone. Central to understanding how dynein performs so many tasks is to determine if it has additional activating adaptors.

Here we used new proteomics tools to address major unanswered questions about dynein-based transport. What is the dynein protein interactome? How many activating adaptors does dynein have in a given cell type? Which cargos do activating adaptors link to? Does each cargo have its own activating adaptor? To answer these questions, we used proximity-dependent labeling in living human cells. Traditionally, protein-protein interaction discovery using immunoprecipitation followed by mass spectrometry has been confined to relatively stable interactions. However, recently developed methods such as BioID (Roux et al., 2012) and APEX (Rhee et al., 2013) allow the discovery of weak and short-lived interactions in living cells, in addition to more stable interactions. The BioID method relies on expressing a protein of interest fused to a promiscuous biotin ligase that releases activated biotin-AMP in the absence of substrate (Roux et al., 2012). Biotin-AMP covalently modifies the primary amines of proximal proteins within a nanometer-scale labeling radius (Kim et al., 2014). Biotinlyated proximal proteins are identified by isolation with streptavidin followed by tandem mass spectrometry (MS/MS). For
example, this approach has been used to map protein interactions at human centrosomes and cilia (Gupta et al., 2015), focal adhesions (Dong et al., 2016) and the nuclear pore (Kim et al., 2014).

Using these methods we describe the human dynein/dynactin interactome. We developed methods to identify dynein activating adaptors within these datasets and identified two new activating adaptors that constitute a novel activating adaptor family. Finally, to determine the candidate cargos of six distinct activating adaptors we elucidated their individual interactomes. Our results suggest that each dynein activating adaptor has multiple cargos. We propose that activating adaptors provide the first layer of defining cargo specificity for cytoplasmic dynein, but that refinement of cargo selection will require additional factors.

4.4 Results

Identification of the dynein/dynactin interactome

To identify the human dynein/dynactin interactome, we began by biochemically characterizing dynein and dynactin subunits fused to BioID that were stably expressed in HEK-293 cells. The 1.4 MDa dynein holoenzyme is composed of dimers of heavy chains (HC; DYNC1H1), intermediate chains (IC1 or IC2; DYNC1I1 and 2), light intermediate chains (LIC1 or LIC2; DYNC1LI1 and 2), and three types of light chains: Roadblock (RB; DYNLRB1 and 2), LC8 (DYNLL1 and 2), and TCTEX (DYNLT1 and 2) (Figure 4.1A and Figure C.1). We first generated a cell line stably expressing IC2 with C-terminal BioID G2 (“BioID” here) (Kim et al., 2016a) and 3×FLAG tags. Immunoprecipitations confirmed that IC2-BioID was incorporated into the dynein/dynactin complex (Figure 4.1B—E). Gel filtration analysis of IC2 immunoprecipitates revealed that 51% of the BioID-tagged IC2 was incorporated into the dynein complex (Figure 4.1E). We obtained similar results when BioID was fused to the C-terminus of the p62 dynactin
Figure 4.1. Validation of BioID-tagged dynein and dynactin subunits. (A) A cartoon of the dynein/dynactin/activating adaptor complex based on cryo-EM structural studies (Chowdhury et al., 2015; Urnavicius et al., 2015) with proteins drawn to scale. (B) BioID-3×FLAG or IC2-BioID-3×FLAG were immunoprecipitated from stable HEK-293 cell lines using α-FLAG antibodies. A Sypro Red stained SDS-PAGE gel of the immunoprecipitates is shown. (C) MS/MS analysis of the immunoprecipitates from (B). Core dynein subunit dNSAF (distributed normalized spectral abundance factor) (Zhang et al., 2015) values are displayed as a gray scale heat map. (D) Immunoprecipitations were performed as in (B) with mild (M) or harsh (H) detergent conditions (see Materials and Methods). Harsh detergent conditions disrupt IC2 incorporation into the dynein/dynactin complex as shown by Western blots with α-HC and α-p150 (dynactin subunit) antibodies. (E) IC2-BioID was immunoprecipitated from a stable HEK-293 cell line using α-FLAG antibodies and fractionated by gel filtration FPLC chromatography. Fractions were analyzed by Western blotting with α-FLAG and α-HC antibodies. The signal intensity for IC2-BioID-3×FLAG (magenta) and HC (gray) in each fraction is plotted as a fraction of the summed intensity of all fractions. The elution volumes of molecular weight standards are indicated (dashed lines). (F) BioID-3×FLAG or p62-BioID-3×FLAG were immunoprecipitated from stable HEK-293 cell lines using α-FLAG antibodies. Immunoprecipitations were performed with mild (M) or harsh (H) detergent concentrations. Harsh detergent conditions disrupt p62 incorporation into the dynein/dynactin complex. (G) p62-BioID-3×FLAG was immunoprecipitated from a stable HEK-293 cell line using α-FLAG antibodies and analyzed as described in (E) with α-FLAG and α-p150 antibodies. The signal intensities for p62 (magenta) and p150 (gray) are plotted as a fraction of the summed intensity of all fractions. The elution volumes of molecular weight standards are indicated (dashed lines).
subunit. The stably expressed p62-BioID-3×FLAG subunit incorporated into the dynactin complex as shown by immunoprecipitations (Figure 4.1F), and gel filtration analysis of these immunoprecipitations revealed that 47% was incorporated into the high molecular weight dynactin complex (Figure 4.1G).

To perform BioID experiments, we lysed cells in the presence of additional detergents (see Materials and Methods), which disrupt both the dynein and dynactin complexes (Figure 4.1D and F). Disruption of the complexes makes it likely that our BioID experiments identified only proximal proteins that were modified with biotin prior to cell lysis. All BioID experiments with tagged dynein or dynactin subunits were performed in quadruplicate using a label-free quantitative proteomics approach to calculate the enrichment of each identified protein relative to a soluble BioID alone control (Figure 4.2A) (Zhang et al., 2015). “Hits” were proteins with greater than 3-fold enrichment and p-values greater than 0.05 relative to the control. We first characterized the IC2 subunit of dynein, which is known to be centrally located within the tripartite dynein/dynactin/activating adaptor complex based on cryo-electron microscopy (cryo-EM) structural studies (Figure 4.1A) (Chowdary et al., 2018; Urnavicius et al., 2015). Our IC2 BioID dataset identified all dynein subunits, as well as a number of dynactin subunits (Figure 4.2B-D and Supplementary files C.1 and C.2). In addition, the dataset contained the known activating adaptors BICD2, HOOK1, and HOOK3, as well as BICD1, a homolog of BICD2 that is a likely activating adaptor (Figure 4.2D and Supplementary files C.1 and C.2). The only known dynein activating adaptors that we did not identify were Spindly and RAB11FIP4. Spindly regulates mitotic-specific dynein functions in human cells (Gassmann et al., 2010; Ying et al., 2009), likely the reason we did not identify it in an unsynchronized cell population. RAB11FIP3 is poorly expressed in HEK-293T cells (Huttlin et al., 2015) (Table 4.1). These experiments show that the dynein IC is well
positioned within the dynein/dynactin/activating adaptor complex for the BioID-based identification of activating adaptors.

Figure 4.2. BioID with the dynein IC reports on activated dynein/dynactin/activating adaptor complexes in living human cells. (A) BioID experimental design. For each stably expressed BioID-tagged subunit reported in this study, quadruplicate samples were prepared, analyzed, and compared to a quadruplicate BioID only control. Fold enrichment was calculated as the ratio of dNSAF between the BioID-tagged subunit and the BioID control. (B) Biotinylated
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proteins were isolated from cells stably expressing either IC2-BioID or BioID by streptavidin affinity purification. A Sypro Red stained SDS-PAGE gel is shown. (C) MS/MS analysis of the immunoprecipitates from (B). Core dynein subunit dNSAF (Zhang et al., 2015) values are displayed as a heat map. (D) A volcano plot showing enrichment versus significance of proteins identified in IC2-BioID experiments relative to control (BioID alone) experiments. A quadrant (dashed magenta line) bounded by a p-value of 0.05 and 3-fold enrichment contained dynein (dark blue) and dynactin (light blue) subunits, as well as the known activating adaptors BICD2, HOOK1, and HOOK3, and the candidate activating adaptor BICD1 (yellow).

Table 4.1. Total protein expression levels of activating adaptors or candidate activating adaptors or adaptors in HEK-293T cells. The number of peptides or phosphopeptides from HEK-293T cells (Huttlin et al., 2015) is shown. Activating adaptors or candidate activating adaptors identified in our secondary screen are highlighted in bold.

<table>
<thead>
<tr>
<th>Activating adaptor or candidate activating adaptor</th>
<th>Peptides</th>
<th>Phospho-peptides</th>
</tr>
</thead>
<tbody>
<tr>
<td>BICD1</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>BICD2</td>
<td>151</td>
<td>6</td>
</tr>
<tr>
<td>BICDL1</td>
<td>not present</td>
<td></td>
</tr>
<tr>
<td>BICDL2</td>
<td>not present</td>
<td></td>
</tr>
<tr>
<td>HOOK1</td>
<td>183</td>
<td>13</td>
</tr>
<tr>
<td>HOOK2</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>HOOK3</td>
<td>130</td>
<td>0</td>
</tr>
<tr>
<td>CCDC88A (girdin)</td>
<td>247</td>
<td>51</td>
</tr>
<tr>
<td>CCDC88B (gipie)</td>
<td>not present</td>
<td></td>
</tr>
<tr>
<td>CCDC88C (daple)</td>
<td>55</td>
<td>17</td>
</tr>
<tr>
<td>SPDL1 (CCDC99)</td>
<td>107</td>
<td>0</td>
</tr>
<tr>
<td>RAB11FIP3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>NIN</td>
<td>114</td>
<td>20</td>
</tr>
<tr>
<td>NINL</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>TRAK1</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>TRAK2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>HAP1</td>
<td>not present</td>
<td></td>
</tr>
<tr>
<td>RILP</td>
<td>not present</td>
<td></td>
</tr>
</tbody>
</table>
To further explore the ability of BioID to report on the spatial organization of the dynein/dynactin/activating adaptor complex, we tagged additional dynein and dynactin subunits with BioID. Specifically, we generated five additional HEK-293 cell lines stably expressing BioID fused to the IC1, LIC1, LIC2, RB1, and TCTEX1 dynein subunits and analyzed these along with the tagged dynein IC2 and dynactin p62 subunits. Each BioID fusion protein incorporated into their respective complexes based on their ability to co-immunoprecipitate with dynein and dynactin (Figure 4.3A and B). Validating our approach, a protein-protein interaction network consisting of the hits shared between BioID-tagged subunits revealed that 13 of 20 hits present in three or more datasets were dynein/dynactin subunits and activating adaptors (Figure C.2 and Supplementary file C.3).

Analyses of the dynein/dynactin hits enriched in each subunit dataset were also consistent with recent structural studies (Figure 4.3C) (Chowdhury et al., 2015; Urnavicius et al., 2015). IC1 and IC2 BioID samples detected more dynactin subunits than either LIC1 or 2, consistent with the dynein LIC being further away from dynactin compared to the IC (Figure 4.3C). With respect to activating adaptors, we found that the IC1, LIC1 and LIC2 dynein subunits and the p62 dynactin subunit identified dynein activating adaptors (Figure 4.3C and Supplementary files C.1 and C.3). This finding is consistent with the current structural model of the dynein/dynactin/activating adaptor complex (Chowdhury et al., 2015; Urnavicius et al., 2015). Thus, BioID provides spatial information about the large dynein complex, which is capable of moving in the cytoplasm. Importantly, these results also show that BioID experiments with the dynein IC and LIC subunits and dynactin p62 subunit can be used to identify activating adaptors, providing a method to discover dynein activating adaptors in other cell types or tissues.
Figure 4.3. BioID reports on the spatial organization of the dynein/dynactin/activating adaptor complex. (A and B) Dynein (IC1, IC2, LIC1, LIC2, RB1, TCTEX1) and dynactin (p62) subunits tagged with BioID-3×FLAG were immunoprecipitated (for 16 hours in A or 2 hours in B) from stable HEK-293 cell lines using α-FLAG antibodies. All subunits incorporated into the dynein/dynactin complex based on Western blots with α-HC and α-p150 antibodies. (C) BioID experiments were performed with cells expressing the indicated dynein and dynactin subunits (magenta and magenta arrows). Other dynein and dynactin subunits enriched in the BioID experiments are shaded light gray (2-3 fold) or dark gray (≥3-fold), p<0.05, Student’s two-tailed t-test.

Ninein and ninein-like constitute a new family of dynein activating adaptors

To identify novel dynein activating adaptors in the dynein/dynactin interactome, we performed a secondary screen (Figure 4.4A). Because all known activating adaptors contain long stretches of coiled coil (Figure 4.4B), we pooled datasets with known activating adaptors present (IC1, IC2, LIC1, LIC2, and p62) and selected a set of proteins with predicted coiled coils of at least 100 amino acids. We then expressed each predicted coiled coil domain tagged with GFP and
Figure 4.4. A secondary screen identifies candidate activating adaptors of dynein/dynactin motility. (A) A schematic of our secondary screen. (B) Location of predicted coiled coils (rectangles) in known and candidate dynein/dynactin activating adaptors. (C, D) Candidate and known (BICD2 and HOOK3) activating adaptors tagged with 3×FLAG were immunoprecipitated with α-FLAG antibodies from HEK-293 cells. Western blots with α-HC and α-p150 antibodies
were used to determine which proteins co-immunoprecipitated dynein and dynactin. (E—H) The candidate NIN (1-693) and NINL (1-702) activating adaptors, as well as the known BICD2 (1-422) and HOOK3 (1-552) activating adaptors were tagged with GFP and 3×FLAG and were immunoprecipitated with α-FLAG antibodies from HEK-293 cells. The motility of immunoprecipitated dynein/dynactin/activating adaptor complexes was monitored by GFP fluorescence using TIRF microscopy. Kymographs (left) and velocity histograms (right) with mean velocity (± S.D.) shown, n is greater than 102.

3×FLAG in HEK-293 cells (Figure C.3). A hallmark of known activating adaptors is their ability to co-immunoprecipitate dynein and dynactin (McKenney et al., 2014; Olenick et al., 2016). Four proteins analyzed in our secondary screen, ninein (NIN), ninein-like (NINL), dapple (CCDC88C) and girdin (CCDC88A), co-immunoprecipitated dynein and dynactin, as did our positive controls BICD2 and HOOK3 (Figure 4.4C-D and C.3). Some construct optimization was necessary to determine the dynein/dynactin interacting region of each candidate activating adaptor and we used the literature to guide this process (Casenghi, 2005; Schroeder and Vale, 2016) (Figure 4.4 C-D and C.4A).

To determine whether these candidate activating adaptors were part of activated dynein/dynactin complexes, we next performed in vitro single-molecule motility assays. We immunoprecipitated GFP-tagged BICD2 (aa 1-422), HOOK3 (aa 1-552), NIN (aa 1-693), NINL (aa 1-702), dapple (aa 1-545) and girdin (aa 1-542) from HEK-293 cells and observed the motility of any co-purifying dynein and dynactin on microtubules using total internal reflection fluorescence (TIRF) microscopy. Our positive controls, BICD2 and HOOK3, exhibited robust processive motility, as did NIN and NINL (Figure 4.4 E-H). In contrast, dapple and girdin showed only a very modest ability to isolate activated dynein/dynactin complexes (Figure C.4B-C). Because reconstituted purified dynein and dynactin occasionally show processive runs in the
absence of an activating adaptor (McKenney et al., 2014; Schlager et al., 2014a), we cannot yet conclude if daple and girdin are bona fide dynein activating adaptors.

The gold standard assay for dynein activating adaptors is to reconstitute dynein/dynactin/activating adaptor motility from purified components (McKenney et al., 2014; Schlager et al., 2014a). To this end, we purified dynein and dynactin individually from HEK-293 cell lines stably expressing either IC2 or p62 tagged with SNAP or Halo tags (for fluorophore labeling) and 3×FLAG (for purification) (Figure 4.5A and C.5A). The coiled coil domains of BICD2, NIN, and NINL were tagged with GFP and purified from E. coli (Figure C.5A). After reconstituting the complexes, we used near-simultaneous three-color TIRF microscopy to visualize the motility of single dynein/dynactin/activating adaptor complexes on microtubules. As expected, BICD2 activated and co-migrated with processively moving dynein and dynactin (Figure 4.5B). Both NIN and NINL also activated and co-migrated with moving dynein/dynactin complexes (Figure 4.5C and D). In the absence of an activating adaptor dynein/dynactin is largely stationary, with some diffusive and rare processive runs observed (Figure 4.5E and C.5B). Together, our results show that the BioID method can identify dynein activating adaptors, including the members of a new family of activating adaptors we discovered here: NIN and NINL.

**Identification of the interactomes of six dynein activating adaptors**

A major goal in the transport field is to determine the molecular rules that govern cargo recognition and specificity. This is especially critical for dynein, which moves all microtubule minus-end-directed cargos in the cytoplasm. How many cargos does each activating adaptor recognize? Does each activating adaptor allow dynein/dynactin to recognize a specific subset of cargo, or is there overlap in the number of activating adaptors that can recognize any given cargo? To address
Figure 4.5. **NIN and NINL are novel activating adaptors of dynein/dynactin motility.** (A) A schematic of the components added to the single-molecule motility assay. (B—E). Dynein (IC2-TMR), dynactin (p62-Atto647) and GFP-tagged activating adaptors (BICD2) or candidate activating adaptors (NIN and NINL) were purified separately, mixed, and the motility of the complex along microtubules was monitored by nearly simultaneous three-color TIRF microscopy. Kymographs of each imaging channel (left) and velocity histograms (right) with mean velocity (± S.D.) are shown, n is greater than 146. NIN had a slower velocity in this assay compared to Figure 4G. We attribute this to difficulties in purifying the truncated NIN protein.
these questions, and to provide a starting point for future exploration of activating adaptor-cargo interactions, we used BioID to identify the interactomes of six dynein activating adaptors. We made both N- and C-terminal BioID fusions with each activating adaptor because, for the known activating adaptors BICD2 and HOOK3, their N-termini interact with dynein/dynactin and their C-termini bind to cargos or cargo adaptor proteins (Cianfrocco et al., 2015). We generated HEK-293 cell lines stably expressing full-length BICD1, BICD2, HOOK1, HOOK3, NIN, and NINL with BioID tags at either their N- or C-termini, and used MS/MS to detect activating adaptor proximal proteins from these twelve cell lines (Figure 4.6A and Supplementary files C.1 and C.4).

As with our earlier experiments, we used detergent conditions (see Materials and Methods) that made it likely we only identified proteins that were directly biotinylated and considered hits to be proteins with greater than 3-fold enrichment and p-values greater than 0.05 relative to a soluble BioID control.

BICD1 and 2, the best structurally characterized dynein activating adaptors, are known to be elongated structures (Liu et al., 2013; Terawaki et al., 2015; Urnavicius et al., 2015). Given this, and the likely elongated nature of other activating adaptors, we reasoned that BioID would be ideally suited to report on the spatially separated functional differences between the N- and C-termini of activating adaptors. We analyzed the N- and C-terminal BioID datasets from all six activating adaptors. We contrasted the N- and C-terminal datasets separately, in both cases seeking to reveal activating adaptor-specific interactions and those shared between multiple activating adaptors. The shared interactions were used to construct interaction networks revealing the connections between activating adaptors (Figure 4.6B). Overall, in comparison to N-terminal datasets, the C-terminal datasets had more unique hits (except for NIN), more hits shared between activating adaptors, and more total hits (Figure 4.6C).
**Figure 4.6. Dynein activating adaptors have distinct proteomes.** (A) Location of predicted coiled coils in dynein activating adaptors, with minimal activating regions shown (orange rectangles). (B) Enriched and significant hits from N- and C-terminal datasets of six activating adaptors were used to construct two separate protein-protein interaction networks. Hits specific to an activating adaptor family (color-coded according to their respective activating adaptors), and hits shared between activating adaptor families (HOOK/BICD, purple; BICD/NIN, yellow; NIN/HOOK, cyan) are shown. White spheres (“3-family”) represent hits enriched in at least one
activating adaptor from each family. For this figure enrichment is $\geq 3$ fold, significance is $p < 0.05$, Student’s two-tailed t-test; and average spectral counts are $\geq 2$. The location of dynein and dynactin subunits and select hits discussed in the text are indicated. (C) The number of total, unique (occurring in a single activating adaptor N- or C-terminal dataset), and shared (occurring in multiple activating adaptor N- or C-terminal datasets) hits for individual activating adaptor N- and C-termini are shown.

We next identified proteins that were found in all activating adaptor families (BICD1/2, HOOK1/3, and NIN/NINL). When we performed this analysis for the N-terminal datasets only four out of 225 unique proteins were present in at least one dataset from each activating adaptor family (Figure 4.6B, white circles). Strikingly, this included three dynein subunits (HC, LIC1, and LIC2), highlighting that the shared function associated with the N-termini of activating adaptors is their interaction with dynein. When we performed this analysis with the C-terminal datasets we found 21 out of 547 unique proteins were present in each activating adaptor family (Figure 4.6B). Gene ontology (GO) enrichment analysis (Blake et al., 2015) of these 21 proteins revealed an association with cellular locations that correlate with microtubule minus ends (“ciliary basal body”, “microtubule organizing center”, and “centrosome”) (Supplementary file C.5). Other GO terms that were enriched included “F-actin capping complex”, “intraciliary transport particle B”, and “ciliary tip”. In contrast to the N-terminal dataset we did not detect any dynein subunits in the C-terminal dataset. Overall, this data highlights the power of the BioID technique to report on the distinct protein interactions of different regions of the dynein activating adaptors.

We next contrasted all 12 activating adaptor datasets (Figure C.6 and Supplementary files C.1 and C.4). This analysis allowed for the removal of hits shared between the N- and C-termini of activating adaptors and focus on C-terminal-specific activating adaptor interactions, as this is the region of cargo interaction for characterized activating adaptors (Cianfrocco et al., 2015). Each
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activating adaptor had dozens of C-terminal specific hits (Figure C.6 and Supplementary files C.1 and C.4). These proteins are candidates for activating adaptor-specific cargos, cargo adaptors, or proteins that regulate how dynein connects to its cargo. GO term enrichment analysis of these activating adaptor-specific hits revealed several trends. The BICD2 C-terminal interactome was enriched for GO terms relating to cortical actin cytoskeleton structures, including adherens junctions and focal adhesions (Supplementary file C.5), consistent with previous studies that have linked dynein to these cortical actin-based structures (Ligon et al., 2001; Rosse et al., 2012). The HOOK3 C-terminal interactome was enriched for GO terms relating to clathrin coated vesicles and both the NIN and NINL C-terminal interactomes were enriched for GO terms generally related to structures found at microtubule minus ends (Supplementary file C.5).

We also analyzed the shared interactions of activating adaptors within the same family (e.g. BICD1/2, HOOK1/3 and NIN/NINL). Activating adaptors within families share significant sequence similarity (global identity, global similarity: BICD1/BICD2 = 54.6%, 65.2%; HOOK1/HOOK3 = 57.0%, 74.2%; NIN/NINL = 21.1%, 34.9%). Reflecting this protein conservation, activating adaptors from the same protein family had more C-terminal-specific overlap than activating adaptors from different families (Table 4.2). The BICD activating adaptor family was enriched for GO terms associated with the actin cytoskeleton. The HOOK family with GO terms related to kinesin motors and the NIN family with GO terms related to microtubule minus ends (Supplementary File C.5).

Validating our approach, our analysis of activating adaptor- and activating adaptor family-specific hits identified several known activating adaptor-cargo interactions. HOOK1 and HOOK3 are members of the FHF complex, which is involved in endosomal sorting (Xu et al., 2008). We identified proteins in this complex (AKTIP/FTS and FAM160A2/FHIP), as well as two proteins
Table 4.2. Specific pairwise overlap between activating adaptor C-terminal BioID datasets.

Twelve activating adaptor BioID datasets were contrasted (6 N-terminal and 6 C-terminal) to determine for each activating adaptor which of its C-terminal hits were specifically shared with other datasets. Those shared with N-terminal datasets were removed. The specific pairwise overlap of the remaining hits with each activating adaptor is reported (n and %). Input n = BICD1 (92), BICD2 (87), HOOK1 (39), HOOK3 (37), NIN (74), NINL (53). Only pairwise overlap is represented in this analysis; overlap with multiple activating adaptors (e.g. BICD1 overlap with both BICD2 and HOOK1) is not shown.

<table>
<thead>
<tr>
<th></th>
<th>BICD1</th>
<th>BICD2</th>
<th>HOOK1</th>
<th>HOOK3</th>
<th>NIN</th>
<th>NINL</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>BICD1</td>
<td>44</td>
<td>50.6</td>
<td>4</td>
<td>10.3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.8</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>BICD2</td>
<td>44</td>
<td>47.8</td>
<td>4</td>
<td>10.3</td>
<td>7</td>
<td>18.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HOOK1</td>
<td>4</td>
<td>4.3</td>
<td>4</td>
<td>4.6</td>
<td>14</td>
<td>37.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1.9</td>
</tr>
<tr>
<td>HOOK3</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>8.0</td>
<td>14</td>
<td>35.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1.9</td>
</tr>
<tr>
<td>NIN</td>
<td>5</td>
<td>5.4</td>
<td>6</td>
<td>6.9</td>
<td>3</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>27</td>
<td>50.9</td>
</tr>
<tr>
<td>NINL</td>
<td>5</td>
<td>5.4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>27</td>
<td>36.5</td>
</tr>
</tbody>
</table>

that are homologous to FAM160A2 (FAM160A1, FAM160B1) as specifically enriched in the HOOK1 and HOOK3 datasets. FAM160A1 and FAM160A2 share sequence identity (global identity 36.4%, global similarity 50.5%), and FAM160A2 was reported to interact with HOOK3 and AKTIP/FTS in a recent high-throughput proteomics study (Huttlin et al., 2015). In addition, we identified C-terminal-specific interactions of HOOK1 and HOOK3 with the kinesins KIF1C and KIF5B, as well as the KIF5B associated light chains, KLC2 and KLC4. Although Hook proteins are not known to interact with kinesins in humans, studies in filamentous fungi have linked dynein, Hook, and kinesin (Bielska et al., 2014; Zhang et al., 2014). We also identified RIMBP3, a known HOOK1 interacting protein involved in spermatogenesis, as a HOOK1 C-terminal-specific hit (Zhou et al., 2009). In the BICD2 interactome, we identified RANBP2, a well-characterized BICD2-interacting protein that is responsible for targeting dynein/dynactin/BICD2 to nuclear pore complexes (Splinter et al., 2010). The NINL C-terminal interactome was
specifically enriched for MICAL3, a protein that interacts with Rab8 and is localized to the base of primary cilia in a NINL-dependent manner (Bachmann-Gagescu et al., 2015).

We were intrigued by the presence of kinesin, including the kinesin-3 KIF1C, in the HOOK datasets (Supplementary file C.4). Although Hook proteins are not known to interact with kinesins in humans, studies in filamentous fungi have linked dynein, Hook, and kinesin (Bielska et al., 2014). We used co-immunoprecipitation experiments to verify the interaction of HOOK3 with the dynein heavy chain, FAM160A2/FHIP, and KIF1C (Figure C.7). Our BioID data had identified the interaction of HOOK3 with KIF1C and FAM160A2/FHIP as C-terminal-specific and the interaction with dynein/dynactin as N-terminal-specific. In agreement with our BioID data, immunoprecipitation experiments showed that the interaction of KIF1C and FAM160A2/FHIP with HOOK3 was specific to the C-terminus of HOOK3 (553–718) (Figure C.7), while dynein’s interaction was specific to the N-terminus of HOOK3 (aa 1–552) (McKenney et al., 2014). This data further validates the BioID approach and highlights how BioID can identify spatially restricted interactions. In addition, this data suggests that HOOK3 may represent a new class of dynein activating adaptor, one that not only activates dynein/dynactin, but can also recruit the opposite polarity motor KIF1C.

4.5 Discussion

We applied proximity-dependent biotinylation to identify the dynein/dynactin/activating adaptor transportome. Our data show that BioID reports on the spatial organization of both the tripartite dynein/dynactin/activating adaptor complex, as well as the domain organization of dynein activating adaptors. Using a secondary screen of our dynein/dynactin BioID data, we developed an approach to identify novel dynein activating adaptors. We identified ninein and ninein-like as
a new family of dynein activating adaptors and two Hook-related proteins, girdin and daple, as candidate dynein/dynactin activating adaptors. Our analysis of the activating adaptor interactomes suggests that there are dozens of unique interactions for each activating adaptor, as well as shared interactions particularly among activating adaptors of the same class. We propose that these proteins represent novel dynein cargos, cargo adaptors or regulators of motor-cargo interactions and that each activating adaptor will link dynein to multiple cargos.

**BioID provides spatial information about the large cytosolic dynein transport machinery**

We tagged seven distinct dynein or dynactin subunits with the BioID tag. Our analysis of their interactomes suggests that BioID can provide spatial information about the large dynein machinery, capable of moving in the live cells we used for our experiments. The recent cryo-EM structures of the dynein/dynactin/activating adaptor complex (Chowdhury et al., 2015; Urnavicius et al., 2015) allowed us to roughly map the interactions we identified. The interactomes of each dynein or dynactin subunit identified other dynein and dynactin subunits that were located in close proximity based on these structural studies. Important for future discovery efforts, we found that proteins that were in the vicinity of the activating adaptor (the dynein ICs and LICs and the p62 subunit of dynactin) had interactomes containing activating adaptors. Thus, tagging these proteins with proximity-dependent biotinylation tags will allow future efforts to identify dynein activating adaptors in other cell types and tissues. We also found that each activating adaptor, all of which contain long stretches of predicted coiled coil and likely have elongated structures, had largely non-overlapping protein interactions depending on whether their N- or C-terminus was tagged with BioID. Our data agrees with published data showing that the N-termini of activating adaptors
interact with dynein/dynactin and that the C-termini with cargos or cargo adaptors (Cianfrocco et al., 2015).

**BioID identifies ninein and ninein-like as members of a new class of dynein/dynactin activating adaptors.**

Our secondary screen of predicted coiled coil-containing proteins identified in the dynein/dynactin interactome identified four proteins that could co-immunoprecipitate with dynein and dynactin: NIN, NINL, girdin and dple. Further analysis of these proteins demonstrated that NIN and NINL activated dynein/dynactin motility in single-molecule motility assays, while girdin and dple did not. Here, we focused on predicted coiled coil-containing proteins for their ability to activate dynein/dynactin motility. Future analysis of the hits found in the dynein/dynactin interactome could identify additional positive or negative regulators of dynein motor activity. It is also possible that there will be dynein activating adaptors lacking large stretches of coiled coil, which were not assessed in our secondary screen.

Both NIN and NINL localize to the centrosome, are involved in microtubule nucleation, and have been shown previously to immunoprecipitate with dynein/dynactin (Casenghi, 2005; Casenghi et al., 2003; Delgehyr et al., 2005; Wang et al., 2015). The ability of NIN and NINL to activate dynein suggests that they control their own, as well as any associated proteins, recruitment to the centrosome or other sites of microtubule nucleation. NINL has also been implicated in dynein-based vesicle trafficking (Dona et al., 2015), in support of the idea that each activating adaptor has multiple cargos (see below).

Girdin and dple are Hook-related proteins (Simpson et al., 2005), which also act as guanine nucleotide exchange factors for small G proteins (Aznar et al., 2015, 2016). While both
robustly co-immunoprecipitated dynein and dynactin, they did not conclusively activate dynein/dynactin motility. We used girdin and daple constructs that were identical in length to a HOOK3 construct that could activate motility. However, it is possible that longer girdin or daple constructs will be required for activation or that post-translational modifications regulate their ability to activate dynein/dynactin motility. For example, both daple and girdin are phosphoproteins (Table 4.1) (Huttlin et al., 2015). It is also possible that girdin and daple regulate dynein by blocking the ability of motility-inducing activating adaptors to bind to dynein. CCDC88B/gipie is related to girdin and daple and interacts with dynein and dynactin (Ham et al., 2015). We did not identify gipie in our screen, likely because it is not expressed in HEK-293T cells (Table 4.1) (Huttlin et al., 2015). Future studies of these Hook-related proteins will be aimed at exploring if and how they regulate dynein/dynactin activity.

**Activating adaptors have many new candidate cargos**

Our findings suggest that the number of dynein activating adaptors is much smaller than the number of dynein cargos, strongly implying that each activating adaptor links dynein to multiple cargos. There are hints of this concept in the literature as BICD2 interacts with both Rab6 and RanBP2 (Hoogenraad and Akhmanova, 2016), and in *Drosophila* the RNA binding protein egalitarian (Dienstbier et al., 2009). Consistent with this, our GO analysis of the interactomes of six distinct dynein activating adaptors suggests that each of these activating adaptors is involved in multiple dynein-based functions. Overall, our data imply a tiered mode of dynein regulation in which activating adaptors, such as members of the BICD, HOOK and NIN families constitute the first step in cargo recognition, but additional layers must be required to achieve cargo specificity.
Our data raise a number of interesting questions for future exploration. How are activating adaptors released from dynein/dynactin? Which factors mediate this? Given that the dynein/dynactin machinery may be relatively invariant compared to activating adaptors, are activating adaptors exchanged? And, if so which factors mediate this? Are there proteins that bind to the same region of dynein/dynactin as activating adaptors, but don’t activate motility? Finally, are activating adaptors promiscuous and if so what is the balance of stochastic versus regulated motor-cargo interactions? Our dynein transport machinery transportome provides a rich dataset to address these fundamental questions.

4.6 Materials and Methods

Molecular cloning and generation of stable cell lines

All plasmids used in this study were constructed by PCR and Gibson isothermal assembly. BioID G2 (Kim et al., 2016b) was the kind gift of Kyle Roux (Sanford School of Medicine, University of South Dakota). ORFs (isoforms indicated where applicable) were obtained from several sources. IC1 (isoform 2, 628 aa), IC2 (isoform 2C, 612 aa), LIC1, Roadblock (isoform 1, 96 aa), TCTEX1, and p62 (isoform 1, 460 aa) were amplified from a RPE1 cell cDNA library (generated in the Reck-Peterson lab). LIC2 (isoform 1, 492 aa) and HOOK1 (isoform 1, 728 aa) were obtained from the Harvard Medical School PlasmID Repository, BICD2 (isoform 1, 824 aa) from Thermo Fisher Scientific, BICD1 (isoform 1, 975 aa) from Genescript, HOOK3 from GE Dharmacon, and NIN was the kind gift of Dr. Yi-Ren Hong (Department of Biochemistry, Kaohsiung Medical University, Taiwan). NINL (isoform 1, 1382 aa) was synthesized in segments (IDT) and assembled by Gibson isothermal assembly. For constitutive expression, ORFs were inserted into pCDNA5/FRT (Invitrogen). IC1, IC2, LIC1, LIC2, and p62 were constructed as C-terminal fusions.
with BioID (e.g. pcDNA5-FRT-IC1-5×GA-BioID-3×FLAG); Roadblock1 and TCTEX1 were constructed as N-terminal fusions (e.g. pcDNA5-FRT-BioID-5×GA-Roadblock1-3×FLAG); and activating adaptors (BICD1, BICD2, HOOK1, HOOK3) were constructed as both N- and C-terminal fusions. To obtain inducible expression, NIN-BioID, BioID-NIN, NINL-BioID, BioID-NINL, and a BioID control were inserted into pcDNA5/FRT/TO (Invitrogen). All constructs had 5×glycine-alanine linkers added between BioID and the ORFs to provide flexibility between the modules. All constructs were sequence verified and expression was verified by Western blotting with an anti-FLAG M2-HRP antibody (Sigma).

For all experiments, HEK-293 stable cell lines were maintained at 37°C with 5% CO2 in Dulbecco’s Modified Eagle Medium (DMEM, Corning) supplemented with 10% fetal bovine serum (FBS, Gibco) and 1% Penicillin/Streptomycin (PenStrep, Corning). T-Rex HEK293 cells (Thermo Fisher), which constitutively express the Tet repressor, were used for all stable cell lines. Stable cell lines were generated by transfection with Lipofectamine 2000 (Thermo Fisher) and a combination of the appropriate pcDNA5 construct and pOG44, which expresses Flipase. After recovery from transfection, cells were grown in DMEM containing 10% FBS, 1% PenStrep, and 50 µg/mL Hygromycin B. Colonies were isolated, expanded, and screened for expression of the fusion proteins by Western Blotting with an anti-FLAG M2-HRP antibody (A8592, Sigma; see “Western analysis and antibodies” below for details).

**Protein sequence analysis**

Protein sequences were downloaded from UniProt (Apweiler et al., 2017). Multiple sequence alignments were calculated with Clustal Omega, and pairwise alignments used to calculate percent identity and similarity between proteins were calculated with EMBOSS Needle (Li et al., 2015).
**BioID: cell growth and sample preparation**

To initiate a BioID experiment, low passage cells were plated at 20% confluence in 15 cm dishes as 4 replicates, with each replicate consisting of 8 x 15 cm plates. After 24 hours, biotin was added to the media to a final concentration of 50 µM, and the cells were incubated for an additional 16 hours. Tetracycline was added to tetracycline-inducible stable cell lines (1 µg/mL final concentration) at the same time as biotin. After decanting the media, cells were dislodged from each plate by pipetting with ice-cold PBS. Cells were centrifuged at 1000 x g for 2 minutes and the PBS was decanted. Cells were washed once more with ice cold PBS before proceeding to cell lysis. Cells were resuspended and lysed in 10 mL modified RIPA buffer (25 mM Tris-HCl, pH 8.0; 150 mM NaCl, 1% (v/v) NP-40, 0.5% (w/v) sodium deoxycholate, 0.1% (w/v) SDS, 1 mM DTT, and protease inhibitors (Roche cOmplete Protease Inhibitor Cocktail) by gentle rocking for 5-10 minutes at 4°C. The cell lysate was clarified via centrifugation at 66,000 x g for 30 min in a Type 70 Ti rotor (Beckman) at 4°C. The clarified lysate was retrieved and dialyzed twice against dialysis buffer (50 mM Tris-HCl, pH 8.0; 150 mM NaCl, 1 mM DTT, 0.01% Triton X-100) for 2 hours per exchange. The dialysate was retrieved, supplemented with fresh protease inhibitors, and combined with 1 mL streptavidin-conjugated beads (Dynabeads MyOne Streptavidin T1, Thermo Fisher Scientific) and incubated overnight at 4°C with gentle rocking. Bead/lysate mixtures were collected on a magnetic stand into a single 2 mL round-bottom microcentrifuge tube. The beads were then washed 4 times with 2 mL RIPA buffer, with immobilization and solution removal performed on the magnetic stand. To elute bound immobilized proteins, the beads were boiled for 10 minutes at 100°C in 100 µL elution buffer (50 mM Tris, pH 6.8, 2% SDS (w/v), 20 mM DTT, 12.5 mM EDTA, 2 mM biotin). Typically, 10 µL was analyzed by SDS-PAGE and Sypro Red staining and the remaining eluate (90 µL) was diluted to a final volume of 400 µL with 100 mM...
Tris-HCl, pH 8.5. 100% trichloroacetic acid was added to a final concentration of 20% and the solution was incubated overnight at 4°C. The precipitate was collected by centrifugation at maximum speed in a microcentrifuge for 30 minutes at 4°C. The supernatant was removed, the pellet was washed with 500 µL ice cold 100% acetone, and was centrifuged at maximum speed in a microcentrifuge for 10 minutes at 4°C. The acetone was removed, and the wash was repeated. After removing the final acetone wash, the pellet was dried in a laminar flow cabinet for 30-60 minutes.

**Mass spectrometry**

*Preparation of peptide mixtures*

TCA-precipitated protein samples from streptavidin affinity purifications or FLAG immunoprecipitations were solubilized in 30 µl of freshly made 0.1 M Tris-HCl, pH 8.5, 8 M urea, 5 mM TCEP (Tris [2-Carboxylethyl]-Phosphine Hydrochloride, Pierce). After 30 minutes at room temperature, freshly made 0.5 M 2-Chloroacetamide (Sigma) was added to a final concentration of 10 mM, and the samples were left at room temperature for another 30 minutes in the dark. Endoproteinase Lys-C (Roche) was first added at an estimated 1:100 (wt/wt) enzyme to protein ratio, for at least 6 hours at 37°C. Urea was then diluted to 2 M with 0.1 M Tris-HCl, pH 8.5, CaCl₂ was added to 0.5 mM, and modified trypsin (Promega), 1:100 (wt/wt), was added for over 12 hours at 37°C. All enzymatic digestions were quenched by the addition of formic acid to 5% final concentration.
Data Acquisition

Each trypsin-digested sample was analyzed independently by Multidimensional Protein Identification Technology (MudPIT) as described previously (Washburn et al., 2001; Wolters et al., 2001). Peptide mixtures were pressure-loaded onto a 250 µm fused-silica column packed first with 2 cm of 5 µm C18 reverse phase particles (Aqua, Phenomenex), followed by 3 cm of 5 µm strong cation exchange material (Partisphere SCX, Whatman). The loaded microcapillary columns were then connected to a 100 µm fused-silica column pulled to a 5 µm tip using a P 2000 CO2 laser puller (Sutter Instruments) packed with 8 cm of 5 µm C18 reverse phase particles. Loaded and assembled microcapillaries were placed in line with either a LTQ ion trap mass spectrometer (Thermo Fisher Scientific; for all datasets except Figure 4.2D) or a Velos Orbitrap Elite mass spectrometer (Thermo Fisher Scientific; for Figure 4.2D), both of which were interfaced with quaternary Agilent 1100 quaternary pumps (Agilent Technologies). Overflow tubing was used to decrease the flow rate from 0.1 mL/min to about 200–300 nL/min. During the course of fully automated chromatography, ten 120-minute cycles of increasing salt concentrations followed by organic gradients slowly released peptides directly into the mass spectrometer (Florens and Washburn, 2006). Three different elution buffers were used: 5% acetonitrile, 0.1% formic acid (Buffer A); 80% acetonitrile, 0.1% formic acid (Buffer B); and 0.5 M ammonium acetate, 5% acetonitrile, 0.1% formic acid (Buffer C). The last two chromatography steps consisted in a high salt wash with 100% Buffer C followed by the acetonitrile gradient. The application of a 2.5 kV distal voltage electrosprayed the eluting peptides directly into LTQ linear ion trap mass spectrometers equipped with a nano-LC electrospray ionization source (ThermoFinnigan). For LTQ MS runs, each full MS scan (from 400 to 1600 m/z) was followed by five MS/MS events using data-dependent acquisition where the 1st most intense ion was isolated and fragmented by...
collision-induced dissociation (at 35% collision energy), followed by the 2nd to 5th most intense ions. For Orbitrap Elite MS runs, full MS spectra were recorded on the peptides over a 400 to 1,600 m/z range, followed by 10 tandem mass (MS/MS) events sequentially generated in a data-dependent manner on the first to tenth most intense ions selected from the full MS spectrum (at 35% collision energy). Dynamic exclusion was enabled for 90 sec.

**Data Analysis**

RAW files were extracted into ms2 file format (McDonald et al., 2004) using RAW_Xtract (J.R. Yates, Scripps Research Institute). MS/MS spectra were queried for peptide sequence information on a 157-node dual processor Beowulf Linux cluster dedicated to SEQUEST analyses (Eng, 1994). MS/MS spectra were searched without specifying differential modifications against a protein database consisting of 55508 human proteins (downloaded from NCBI on 2014-02-04), and 177 usual contaminants (such as human keratins, IgGs, and proteolytic enzymes). In addition, to estimate false discovery rates, each non-redundant protein entry was randomized. The resulting “shuffled” sequences were added to the database and searched at the same time as the “forward” sequences. To account for carboxamidomethylation by CAM, +57 Da were added statically to cysteine residues for all the searches.

Results from different runs were compared and merged using CONTRAST (Tabb et al., 2002). Spectrum/peptide matches were only retained if peptides were at least 7 amino acids long and fully tryptic. The DeltCn had to be at least 0.08, with minimum XCorrs of 1.8 for singly-, 2.5 for doubly-, and 4.5 for triply-charged spectra, and a maximum Sp rank of 10. Finally, combining all runs, proteins had to be detected by at least 2 such peptides, or 1 peptide with 2 independent spectrB. Proteins that were a subset of others were removed.
NSAF7 (Tim Wen) was used to create the final report on all detected proteins across the different runs, calculate their respective distributed Normalized Spectral Abundance Factor (dNSAF) values, and estimate false discovery rates (FDR).

Spectral FDR is calculated as:

\[
\text{FDR} = \frac{2 \times \text{Shuffled Spectral Counts}}{\text{Total Spectral Counts}} \times 100
\]

Protein level FDR is calculated as:

\[
\text{Protein FDR} = \frac{\text{Shuffled Proteins}}{\text{Total Proteins}} \times 100
\]

Under these criteria the overall FDRs at the spectra and peptide levels were less than 1%.

To estimate relative protein levels, dNSAFs were calculated for each non-redundant protein, as described (Florens et al., 2006; Mosley et al., 2009; Paoletti et al., 2006; Zhang et al., 2010b; Zybailov et al., 2006). Average dNSAFs were calculated for each protein using replicates with non-zero dNSAF values. Selected average dNSAF values for proteins detected in FLAG immunoprecipitations and streptavidin affinity purifications (Figures 2.1C and 2.2C) were visualized using Multi Experiment Viewer. Enrichment of proteins in streptavidin affinity purifications from BioID-tagged stable cell lines relative to a control BioID stable cell line were calculated as the ratio of average dNSAF (ratio = avg. dNSAF_{ORF-BioID} / avg. dNSAF_{BioID}). The volcano plot in Figure 2D was generated by plotting the log2(fold enrichment) against the –log10(p-value), where the p-value (2-tailed Student’s t-test) was generated by comparing the replicate dNSAF values of IC2-BioID to the BioID control. Mapping of dynein/dynactin subunits detected in dynein core subunit BioID datasets was performed by first calculating fold enrichment and p-values. Hits within the dynein/dynactin complex were mapped if they had either 2-3 fold or >3-fold enrichment and had p-values < 0.05 (Figure 4.3C).
To compare and contrast BioID datasets (core [Figure C.2], activating adaptor NT [Figure 4.6B], activating adaptor CT [Figure 4.6B], and combined activating adaptor NT-CT [Figure C.6]) we first sorted proteins based on enrichment and significance. Protein hits with >3-fold enrichment, p-values < 0.05 (Students two-tailed t-test), and average spectral counts > 2 from activating adaptor datasets were used for all analysis. One replicate each for NIN-BioID and HOOK3-BioID were discarded due to extremely low overall spectral counts, and one replicate for BioID-BICD1 was lost due to a faulty LC column. Hits were contrasted to generate categorized lists of hits (http://bioinformatics.psb.ugent.be/webtools/Venn/). For network analysis, we constructed protein-protein interaction networks using Cytoscape (Figure C.2, 2.6B, C.6; cytoscape.org).

For the core dynein/dynactin subunit network we contrasted 7 datasets (IC1-BioID, IC2-BioID, LIC1-BioID, LIC2-BioID, BioID-TCTEX1, BioID-RB1, and p62-BioID) to determine the proteins unique to each dataset and those shared between multiple datasets. Those shared between datasets were used to construct the network (Figure C.2).

Similarly, we constructed networks comprising the 6 N-terminal activating adaptor datasets (NT: BioID-BICD1, BioID-BICD2, BioID-HOOK1, BioID-HOOK3, BioID-NIN, BioID-NINL), 6 C-terminal activating adaptor datasets (CT: BICD1-BioID, BICD2-BioID, HOOK1-BioID, HOOK3-BioID, NIN-BioID, NINL-BioID) (Figure 4.6B and Supplementary file C.4 [“NT hits” tab and “CT hits” tab]), and a combination of all 12 NT and CT datasets (Figure C.6 and Supplementary file C.4 [“NT-CT combined hits” tab]). Activating adaptor NT-specific hits (Supplementary file C.4 [“NT hits” tab, “NT Specific” columns]) were tabulated. The remaining shared hits (Supplementary file C.4 [“NT hits” tab, “NT Shared” columns]) were assigned their respective activating adaptor interactions and then used to create a network. The same process was
repeated to construct a CT-network. Activating adaptor CT-specific hits (Supplementary file C.4 [“CT hits” tab, “CT Specific” columns]) were tabulated. The remaining shared hits (Supplementary file C.4 [“CT hits” tab, “CT Shared” columns]) were assigned their respective activating adaptor interactions and then used to create a network. To construct the complete NT-CT network all 12 activating adaptor datasets were contrasted to determine the unique and shared hits for each activating adaptor NT and CT (Supplementary file C.4 [“NT-CT hits” tab, “NT Specific”, “CT Specific”, “NT Shared” and “CT Shared” columns]). Shared hits were used to construct the 12-way network. Hits used for network analysis refer to proteins with designated NCBI gene names. Predicted proteins lacking NCBI gene names were omitted from this analysis. All networks were organized using the Cytoscape “yFiles Layouts-Organic” option. Regions of the interaction map were color coded and then selected for gene ontology analysis using the “cellular component” option (GO, geneontology.org). The GO terms with p-values < 0.05 were tabulated (Supplementary file C.5).

**Immunoprecipitations**

For small-scale immunoprecipitations (Figures 2.1D, 2.1F, 2.3A and 2.3B) from stable cell lines, cells were split into 10 cm dishes at 40% confluence the day before harvesting. For immunoprecipitations from transiently transfected cells (Figures 2.4C and D and Figure C.3), cells were plated on 10 cm dishes at 10-15% confluence the day before transfection. Transfections were performed with Lipofectamine 2000 (Invitrogen) and 2 µg of transfection-grade DNA (Invitrogen Purelink midi prep kit) per dish in OPTI-MEM mediB. After 6 hours the media was exchanged for DMEM containing 10% FBS and 1% PenStrep. Cells were then grown for 24-48 hours before lysate preparation. For both approaches (transient or stable cell lines), cell collection, lysis, and
immunoprecipitation conditions were the same. Cells were collected by decanting the media and washing the cells off the dish with ice-cold PBS. Cells were collected by centrifugation at 1000 x g for 2 minutes, washed again with PBS, and then transferred with PBS to Eppendorf tubes for lysis. After spinning 2000 x rpm in a microcentrifuge for 1 min and removing the PBS, cells were lysed in 500 µL of either “mild” detergent buffer (all immunoprecipitations except “harsh” detergent samples in Figure 4.1D, F) (“mild” detergent buffer = 25 mM Tris-HCl, pH 8.0; 50 mM potassium acetate, 1 mM magnesium acetate, 1 mM EGTA, pH 8.0; 0.2% Triton X-100, 10% glycerol, 0.5 mM ATP, 1 mM DTT, 1X protease inhibitor cocktail (cOmplete, Roche) or a modified RIPA buffer containing high concentrations of detergent (“harsh” detergent samples, Figure 4.1D and F, “harsh” detergent buffer = 50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 0.1% SDS (wt/v), 0.5% sodium deoxycholate (wt/v), 1% NP40 (v/v), 0.5 mM ATP, 1 mM DTT, 1X protease inhibitor cocktail) with gentle mixing at 4°C for 20 minutes. All lysates were centrifuged at maximum speed in a 4°C microcentrifuge for 15 minutes. The clarified lysate was retrieved and added to 50 µL packed volume of anti-FLAG M2 agarose (Sigma) and incubated for either 2 (Figures 2.3B, 2.4C and D and Figure C.3) or 16 hours (Figures 2.1D and F) at 4°C. Cells were washed four times in the appropriate lysis buffer, and elutions were performed with 50 µL of lysis buffer supplemented with 0.4 mg/mL 3×FLAG peptide.

One large scale FLAG-immunoprecipitation experiment was carried out (Figure 4.1B and C) in order to analyze the composition of dynein complexes isolated from cells expressing IC2-BioID-3×FLAG (Figure 4.1B and C). This experiment followed “mild” detergent lysis conditions described above. Four replicates of 8 x 15 cm plates were prepared from BioID-3×FLAG and IC2-BioID-3×FLAG stable cell lines. Each replicate was lysed in 10 mL “mild” detergent buffer by mixing gently at 4°C for 20 minutes. The mixture was centrifuged at 66,000 x g for 30 min in a
Type 70 Ti rotor (Beckman) at 4°C. The lysate was recovered and incubated with 250 µL packed volume anti-FLAG agarose for 16 hours at 4°C with gentle mixing. Beads were collected by centrifugation at 1000 rpm in a microcentrifuge for 2 minutes and washed 4 times with lysis buffer. Proteins were eluted with 250 µL lysis buffer containing 0.4 mg/mL 3×FLAG peptide at 4°C for 30 minutes. Eluates were precipitated with TCA as described above. MS/MS analysis was performed as described above.

We used FLAG-immunoprecipitation combined with FPLC to determine the percent incorporation of BioID-tagged subunits into their respective complexes. Cells expressing either IC2-BioID-3×FLAG or p62-BioID-3×FLAG were collected from 8 x15 cm plates as described above. Cells were lysed in 10 mL “mild” detergent lysis buffer and centrifuged as described. The lysate was added to 200 µL packed Anti-FLAG M2 Affinity Gel (Sigma-Aldrich) for 16 hours at 4°C with gentle mixing. After washing in batch twice with 50 mL “mild” detergent lysis buffer, elutions were performed with 250 µL of lysis buffer with 0.5 mg/mL 3×FLAG peptide at 4°C for 30 minutes. A Superose 6 Increase 10/300 GL was equilibrated in “mild” detergent lysis buffer containing 5 % glycerol. Molecular weight standards analyzed first, and consisted of a mixture of thyroglobulin (669 kDa), beta-amylase (200 kDa), alcohol dehydrogenase (150 kDa), albumin (66 kDa), and carbonic anhydrase (29 kDa). 200 µL of each BioID fusion protein eluate were then run separately, and 1 mL fractions were collected for each. Selected fractions were mixed with 10 µL packed Anti-FLAG M2 Affinity Gel (Sigma-Aldrich) and incubated with mixing at 4°C for 2 hours. This mixture was then centrifuged briefly, the supernatant was removed, and the resin was boiled in 2X SDS sample buffer. Released proteins were analyzed by Western blotting with anti-FLAG, anti-dynein heavy chain, and anti-p150 dynactin antibodies (see “Western analysis and antibodies, below, for details). Image intensities of bands were quantified using FIJI. Peak anti-
FLAG Western band signal intensities of the low molecular weight (= free) and high molecular weight (= incorporated) IC2- and p62-containing species were used to calculate the percent incorporation of IC2 and p62 into the dynein and dynactin complexes, respectively (Figure 4.1E and G). The percent incorporation was calculated as intensity_{incorporated}/(intensity_{free} + intensity_{incorporated}). To construct the graphs in Figure 4.1E and G the intensity of each fraction was divided by the sum of the intensities for all fractions and plotted against the elution volume.

**Western analysis and antibodies**

Lysates and eluates were run on 4-12% polyacrylamide gels (NuPage, Invitrogen) and transferred to PVDF (Immobilon-P, Millipore) for 1.5 hours at 300 mA constant current. Blots were blocked for 10 minutes with TBST + 5% dry milk (w/v), and immunoblotted with appropriate antibodies. All antibodies were diluted in TBST + 5% milk (w/v). Primary antibodies were incubated overnight at 4°C, while secondary antibodies were incubated for 1 hour at room temperature. Antibodies used were anti-FLAG conjugated HRP (A8592, Sigma, 1:5000 dilution), rabbit anti-dynein heavy chain (R325, Santa Cruz Biotechnology, 1:500-1:1000 dilution), mouse anti-p150 dynactin (610474, BD Biosciences, 1:500-1:1000 dilution), rabbit anti-BICD2 (ab117818, Abcam, 1:5000 dilution), goat anti-rabbit HRP (sc-2030, Santa Cruz Biotechnology, 1:5000 dilution) and goat anti-mouse HRP (sc-2031, Santa Cruz Biotechnology, 1:5000 dilution). Westerns were visualized with Supersignal West Pico Chemiluminescent reagent (Thermo Fisher) and a VersaDoc imaging system (BioRad). Image intensity histograms were adjusted and images were converted to 8-bit with FIJI before being imported into Adobe Illustrator to make figures.
Secondary screen

For the secondary screen described in Figure 4.4, we pooled BioID datasets from the core dynein/dynactin subunits where at least one known activating adaptor (BICD1, BICD2, HOOK1, or HOOK3) was enriched. Proteins were selected for coiled coil analysis if they had a dNSAF_{ORF-BioID}/dNSAF_{BioID} ratio greater than 3, were present in 3 of 4 replicates, and contained a predicted coiled coil of at least 100 aB. Predicted coiled coil sequences were extracted from UniProt; those from nuclear proteins, dynein/dynactin subunits, and a single protein that was entirely coiled coil (GOLGA4), were discarded. Each coiled coil was then codon optimized for synthesis and expression in mammalian cells, synthesized (IDT), and cloned by isothermal assembly into pcDNA5/FRT/TO as fusions with super folder (sf) GFP (e.g. pcDNA5/FRT/TO-sfGFP-CC_x-3×FLAG). A negative control was used consisting of sfGFP-3×FLAG alone, and two known activating adaptor coiled coil constructs were used as positive controls (sfGFP-BICD2 [1-422]-3×FLAG, sfGFP-HOOK3 [1-552]-3×FLAG). Transient transfections, “mild” detergent immunoprecipitations and Western blot analysis were performed as described above.

The length of expression constructs for the positive hits (NINL, daple and girdin), and NIN, a protein closely related to NINL were further optimized (Figure 4.4C and D). Although our initial girdin construct (sfGFP-girdin [1-425]-3×FLAG) immunoprecipitated dynein/dynactin, it was expressed as a truncated protein (open triangle, Figure 4.4D). Informed by a recent study of Hook proteins (both daple and girdin contain a Hook domain) (Schroeder and Vale, 2016), we made longer girdin and daple constructs (1-542 and 1-545, respectively). Since girdin was truncated, yet still produced a FLAG positive Western signal, we reasoned that GFP was proteolytically cleaved from the construct in cells. To circumvent this, we moved the sfGFP module to the C-terminus of girdin (girdin [1-542]-sfGFP-3×FLAG). This construct was not proteolyzed, as was the case with
a longer version of daple (sfGFP-daple [1-545]-3×FLAG); both constructs immunoprecipitated dynein/dynactin (Figure 4D). In our secondary screen NINL (373-702) immunoprecipitated dynein/dynactin (Figure 4—figure supplement 1A), while a construct from the closely related protein, NIN (353-580), did not. Based upon a previous report (Casenghi, 2005), we generated longer versions of NIN (1-693) and NINL (1-702); both immunoprecipitated dynein/dynactin (Figure 4.4C).

**Protein purification**

Dynein and dynactin were purified from stable HEK293 cell lines expressing IC2-SNAPf-3xFLAG or p62-HALO-3xFLAG, respectively. Cell lines were constructed using the FLP/FRT system (Thermo Fisher) as outlined above. Between 60-100 80% confluent, 15 cm plates were harvested per purification. Cells were collected by pipetting with ice-cold PBS and centrifuged at 1000 x g for 2 minutes to pellet. Cells were washed once more with ice-cold PBS. Cell pellets were either snap-frozen in liquid nitrogen in 50mL conical tubes or immediately lysed for protein purification. To lyse, cell pellets were resuspended in lysis buffer (25 mM HEPES pH 7.4, 50 mM KOAc, 2 mM MgOAc, 1 mM EGTA, 10% glycerol (v/v), and 1 mM DTT) supplemented with 0.2% Triton X-100, 0.5 mM Mg-ATP, and 1X protease inhibitors (Roche cOmplete Protease Inhibitor Cocktail). To ensure complete lysis, resuspended cells were slowly rotated lengthwise at 4°C for 15 min. The lysate was clarified via centrifugation at 66,000 x g for 30 min in a Type 70 Ti rotor (Beckman) at 4°C. The clarified supernatant was mixed with 0.75-1 mL of Anti-FLAG M2 Affinity Gel (Sigma-Aldrich) overnight at 4°C. During incubation, the slurry was rotated about its long axis in a full 50 mL falcon tube. Beads were collected by gravity flow and washed with 50 mL wash buffer (lysis buffer with 0.02% Triton X-100 and 0.5 mM Mg-ATP) supplemented
with protease inhibitors (Roche cOmplete Protease Inhibitor Cocktail). Beads were then washed with 50 mL high salt wash buffer (25 mM HEPES, pH 7.4, 300 mM KOAc, 2 mM MgOAc, 10% glycerol, 1mM DTT, 0.02% Triton X-100, 0.5 mM Mg-ATP, and 1X protease inhibitor (Roche cOmplete Protease Inhibitor Cocktail) and then with 100 mL wash buffer.

To label with a fluorophore the beads were resuspended in 1 mL wash buffer and incubated with either 5 μM SNAP-Cell TMR Star (New England BioLabs) (to label IC2) or 5 μM Halo-Atto647N (Promega) (to label p62) for 10 min at room temperature. Unreacted dye was removed from beads with 50-80 mL of wash buffer. Protein complexes were eluted with 0.5-1 mL of elution buffer (wash buffer with 2 mg/mL 3xFLAG peptide). Elution was collected, diluted to 2 mL in Buffer A (50 mM Tris pH 8, 2 mM MgOAc, 1 mM EGTA, and 1 mM DTT) and injected onto a MonoQ 5/50 GL column (GE Healthcare and Life Sciences) at 0.5 mL/min. The column was washed with 20 CV of Buffer A at 1 mL/min. To elute, a linear gradient was run over 40 CV into Buffer B (50 mM Tris pH 8, 2 mM MgOAc, 1 mM EGTA, 1 mM DTT, 1 M KOAc). Pure dynein complex elutes from ~60-70% Buffer B, while pure dynactin complex elutes around ~70-80% Buffer B. Peak fractions were pooled and concentrated, Mg-ATP was added to 0.1 mM and glycerol was added to 10%. Samples were then snap frozen in 2µl aliquots.

Activating adaptor and potential activating adaptors were cloned into pet28a vectors with an N-terminal StrepII-sfGFP tag. Mouse BICD2 (mBICD2) (aa 25-400) was a gift from Rick McKenney (University of California, Davis), while NIN (aa 1-693) and NINL (aa 1-702) were sub-cloned from ORFs outlined above. All constructs were transformed into BL21-CodonPlus (DE3)-RIPL cells (Agilent). 2L of cells were grown at 37°C in LB media to a 600 nm optical density of 0.4-0.8 before the temperature was reduced to 18°C and expression was induced with 0.5 mM IPTG. After 16-18 hours, cells were harvested via centrifugation for 6 min at 4°C at 6,000
rpm in a Beckman-Coulter JLA 8.1000 fixed angle rotor. Pellets were resuspended in 30-40 mL of lysis buffer with 0.5 mM PefaBloc SC (Sigma-Aldrich) and 1mg/mL lysozyme and incubated at 4°C for 30 min. Cells were lysed via sonication (Branson Digital Sonifier) and clarified via centrifugation at 66,000 x g for 30 min in a Type 70 Ti rotor (Beckman) at 4°C. Supernatant was loaded onto a 5 mL StrepTrap column (GE Healthcare) and washed with 50-100 mL of lysis buffer. Activating adaptors were then eluted with 25-50 mL of elution buffer (lysis buffer with 3 mM d-Desthiobiotin). Finally, all activating adaptors were purified via size exclusion chromatography on either a Superdex 200 Increase 10/300 GL or a Superose 6 Increase 10/300 GL column (GE Healthcare and Life Sciences) that had been equilibrated with degassed lysis buffer. Peak fractions were collected and used for single molecule motility experiments immediately or snap-frozen in 2-20 µL aliquots. Care was taken not to concentrate the activating adaptors as we observed that this led to aggregation and inactivity.

**Single-molecule motility assays and data analysis**

Two types of single-molecule motility assays were performed. Owing to the presence of sfGFP on each construct from the secondary screen described above, we were able to use a TIRF-based motility assay to determine if dynein/ dynactin present in coiled coil immunoprecipitations was activated. Here, the “mild” detergent elution was imaged in a single-molecule motility assay (see “Immunoprecipitation” section above for sample preparation details). In this experiment, microtubules were labeled with HiLyte 647 tubulin (Cytoskeleton, Inc.) for visualization.

In the second type of single-molecule assay, purified ~6 nM dynein (labeled with TMR), ~60 nM dynactin (labeled with Atto-647N) and ~24-260 nM bacterially expressed and purified activating adaptor (labeled with sfGFP) were mixed together for ten minutes at 4°C before
imaging. Immediately before imaging, the dynein/dynactin/activating adaptor complexes were diluted 1:20-1:80 in imaging buffer (see below for composition). In this experiment, microtubules were labeled with Alexa Fluor 405 tubulin (Thermo Fisher).

Each type of single-molecule motility assay was performed in flow chambers. Biotinylated and PEGylated coverslips (Microsurfaces) were used to reduce non-specific binding. Microtubules contained ~10% biotin-tubulin for attachment to streptavidin-coated cover slip and ~10% HiLyte 647 tubulin (Cytoskeleton, Inc.) or ~10% Alexa Fluor 405 (Thermo Fisher) tubulin for visualization. The imaging buffer used consisted of lysis buffer supplemented with 0.75-1 mg/mL casein, 1 mM Mg-ATP, 71.5 mM βME (beta-mercaptoethanol) and an oxygen scavenger system (0.4% glucose, 45 μg/ml glucose catalase (Sigma-Aldrich), and 1.15 mg/ml glucose oxidase (Sigma-Aldrich)). Images were recorded every 0.5 sec for 10 min. Each individual sample was imaged no longer than 35 min.

Motility assays were performed with an inverted Nikon Ti-E Eclipse microscope equipped with 100x 1.4 N.B. oil immersion Plano Apo Nikon objective. The xy position of the stage was controlled by ProScan linear motor stage controller (Prior). The microscope was equipped with an MLC400B laser launch (Agilent) equipped with 405 nm (30 mW), 488 nm (90 mW), 561 nm (90 mW), and 640 nm (170 mW) laser lines. The excitation and emission paths were filtered using appropriate filter cubes (Chroma). The emitted signals were detected with an iXon Ultra electron multiplier CCD camera (Andor Technology). Illumination and image acquisition is controlled by NIS Elements Advanced Research software (Nikon).

The velocity of moving particles was calculated form kymographs generated in ImageJ as described (Roberts et al., 2014). For the “mild” detergent immunoprecipitation experiments, particles moving in the 488 channel (activating adaptor) were used for velocity calculations. For
the motility experiments with purified components, the 561 channel (dynein) was used for quantification of velocity. Velocities were only calculated from molecules that moved processively for greater than 5 frames. Non-motile or diffusive events were not considered in velocity calculation.

Processive events were defined as events that move uni-directionally and do not exhibit directional changes greater than 600 nm. Diffusive events were defined as events that exhibit at least one bi-directional movement greater than 600 nm in each direction. Single-molecule movements that change apparent behavior (e.g. shift from non-motile to processive) were counted as multiple events.
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Chapter 5

Concluding discussion and future directions
Dynein is a microtubule-based motor protein that transports various intracellular cargos such as organelles, membrane-bound vesicles, protein aggregates and ribonucleoprotein complexes toward microtubule minus-ends. It also carries out several important mitotic functions such as kinetochore-microtubule attachment, spindle pole focusing and spindle checkpoint silencing. Although previous structural, biochemical and biophysical studies have revealed the detailed mechanisms of how dynein uses elegant allosteric communication between its ATPase cycle and microtubule affinity to walk along microtubules, it remains unclear how dynein carries out its diverse sets of functions. The key to understanding this question is to dissect the mechanisms of how dynein’s activity is altered by its essential regulators: Lis1, dynactin and activating adaptors. In this chapter, I will summarize our findings on how dynein is regulated by Lis1, dynactin and activating adaptors and discuss future directions our insights have led to.

5.1 Multi-modal regulation of dynein by Lis1

Lis1 is an essential and ubiquitous dynein regulator and involved in almost all dynein activities. However, there is a large gap in our understanding of how Lis1 functions in cells and our mechanistic understanding of Lis1 regulation of dynein in vitro. In chapter 2 and 3, we set out to narrow this gap and uncovered multiple modes of Lis1 regulation on yeast dynein as well as human dynein. We showed that Lis1 can induce both high and low microtubule binding states of yeast dynein. In the case of human dynein, we showed that Lis1 can increase its microtubule binding and promote the formation of maximally activated dynein-dynactin-activating adaptor complexes containing two dynein dimers. The Lis1-mediated increase in the microtubule binding of both human and yeast dynein are mediated via the same conserved Lis1 binding site on dynein’s AAA+ ring. However, it is still unclear whether yeast Lis1’s ability to decrease dynein’s microtubule
binding is conserved in the human system or if human Lis1’s ability to promote the complex formation of dynein, dynactin and activating adaptors is conserved in the yeast system. There are a number of experiments that can be done to address these outstanding questions. In vitro reconstitution experiments of yeast dynein, dynactin, a candidate coiled-coil containing adaptor Num1 (Lammers and Markus, 2015) and Lis1 can be used to reveal if Lis1 can promote the complex formation of dynein, dynactin and Num1 in the yeast system. In the human system, in vitro studies of Lis1’s effect on dynein’s microtubule binding using mutagenesis and nucleotide analogs (as described in chapter 2) can be used to dissect if Lis1 can induce two opposing microtubule binding states of dynein.

The key question to answer next is what determines the regulatory modes of Lis1 on dynein. In order to answer this question, it is necessary to understand the mechanistic details of the multiple modes of Lis1 regulation. In chapter 2, we showed that Lis1’s two opposing modes of regulation on dynein’s microtubule binding was determined by two distinct Lis1 binding sites on dynein’s motor domain. The stoichiometry of Lis1’s β-propellers bound to these sites dictates whether Lis1 increases or decreases dynein’s microtubule binding. This stoichiometry is further determined by the nucleotide state of AAA3. An important future experiment will be to dissect what controls the nucleotide state of AAA3. One possible mechanism is that cellular environments with altered local concentration of ATP or ADP can bias the nucleotide occupancy of AAA3. Photo-caged ATP or ADP could be used to directly test this hypothesis in vitro as well as in cells (Ellis-Davies, 2007). Another possible mechanism is that backward force exerted on dynein from cargos could influence the nucleotide state of AAA3. Optical trap experiments could be used to carefully characterize the nucleotide state of AAA3 against opposing pulling force on dynein.
In comparison, the mechanism of how human Lis1 promotes the formation of maximally activated dynein-dynactin-activating adaptor complexes is less clear. However, our results from chapter 3 hint at potential mechanisms. We have shown that Lis1 binds to open-dynein mutants incapable of forming the phi-conformation with higher affinity. This suggests that Lis1 binding can either release the phi-autoinhibited state or stabilize dynein in the open conformation (Figure 5.1). Although these open-dynein mutants can form more maximally activated complexes with dynactin and activating adaptors than the wild-type dynein, we have shown that Lis1 further promotes the formation of maximally activated complexes with these mutants. A previous structural study has shown that the motor domains of open-dynein mutants primarily exist in inverted orientations and that the binding of dynactin-activating adaptors reorients them into a parallel orientation (Zhang et al., 2017). Our results suggest that Lis1 may assist in the reorientation of inverted dynein motor domains of open-dynein mutants (Figure 5.1). Cryo-EM structural studies as well as single-molecule FRET-based studies of full-length dynein with Lis1 could be used to directly probe this proposed model of the Lis1-mediated release of dynein from its autoinhibited states.

One open question is where Lis1 binds human dynein to mediate its regulation. We made mutations based on our yeast dynein-Lis1 structures in chapter 3 and did not observe changes in the ability of human Lis1’s ability to promote the formation of maximally activated dynein complexes. It seems likely that give the high evolutionary conservation of dynein, dynactin and Lis1 from yeast to human that these sites will be functionally conserved. Structures of the human dynein-Lis1 complex will be required to determine precisely which amino acids to mutate if the general Lis1 binding sites are indeed conserved. However, it is possible that additional Lis1 binding sites on the dynein-dynactin complex exist. For example, previous co-
immunoprecipitation and yeast two-hybrid experiments have suggested that Lis1 can interact with the tail domains and intermediate chains of dynein, and the p50 subunits of dynactin (Tai et al., 2002). Our cryo-EM structures of yeast dynein and Lis1 were solved with a truncated form of dynein lacking the tail domain or accessory chains. Therefore, the aforementioned cryo-EM structures of full-length dynein with Lis1 as well as the dynein-dynactin-activating adaptor complex with Lis1 might identify additional Lis1 binding sites. If there are additional Lis1 binding sites, these structural studies will inform mutagenesis strategies to disrupt any new Lis1 binding sites and mechanistically dissect the role of these sites in single-molecule and biochemical assays.

Figure 5.1. Proposed model for the Lis1-mediated release of dynein autoinhibition. Dynein exists in two autoinhibited states: phi-dynein and open-dynein. In order to be fully relieved from autoinhibition, open-dynein must reorient from an inverted form to a parallel form (Zhang et al., 2017). We propose that Lis1 binding to dynein relieves dynein from its autoinhibited states and promotes the formation of open-dynein in parallel form.

In addition to understanding the mechanistic basis of multiple modes of Lis1 regulation, it is important to determine if there are other factors that can fine-tune the regulatory modes of Lis1 regulation. Two such candidate factors are two homologs, NudE and Nudel (Bradshaw and
Hayashi, 2016; Cianfrocco et al., 2015; Kardon and Vale, 2009). They are dimeric coiled-coil containing proteins that can interact with both dynein and Lis1 (McKenney et al., 2011; Wang and Zheng, 2011; Zyłkiewicz et al., 2011). Several genetic and cell biological studies have implicated that NudE and Nudel are involved in many Lis1 regulatory roles of dynein functions (Cianfrocco et al., 2015; Kardon and Vale, 2009). They have been shown to act as a tether for Lis1 binding to dynein in vitro (Huang et al., 2011; Wang et al., 2013). In vitro reconstitution studies of dynein, dynactin, activating adaptors, Lis1 and NudE/Nudel will be required to dissect whether NudE/Nudel can dictate the regulatory modes of Lis1 on dynein. In addition, the BioID technique can be used to identify novel dynein regulators that can influence Lis1’s regulatory modes. Posttranslational modifications of dynein, Lis1, NudE and Nudel could also affect the switch between Lis1 regulatory modes as well as the interplay between different dynein regulators. There have been several studies that show the effect of phosphorylation of dynein and its regulators on dynein localization and binding to its regulators (Addinall et al., 2001; Gao et al., 2015; Sapir et al., 1999; Whyte et al., 2008). Therefore, systematic studies of the role of posttranslational modifications of dynein, Lis1, NudE and Nudel will be necessary to understand the interplay between different dynein regulators.

Most importantly, our results on the multiple modes of Lis1 regulation provide new paradigms to understand the complex role of Lis1 regulation in cells. For example, in the yeast model system, Lis1 is required for transporting dynein to microtubule plus-ends by kinesin, as well as for maintaining dynein at microtubule plus-ends once it is transported (Lee et al., 2003; Li et al., 2005; Markus et al., 2009, 2011; Sheeman et al., 2003). Although the previously known function of Lis1 to increase dynein’s microtubule binding can explain why it is required to keep dynein at microtubule plus ends, this function cannot be reconciled with Lis1’s role in promoting
the microtubule plus-end transport of dynein by kinesin. One would expect that keeping dynein tightly bound to microtubules would be unproductive towards the goal of promoting dynein transport to microtubule plus ends by kinesin. However, the role of Lis1 in this process can be explained by our discovery of Lis1’s ability to induce a weak microtubule binding state in dynein. Using CRISPR technology, dynein with mutations at different Lis1 binding sites could be introduced in cells to further probe the physiological consequences of these mutations on various dynein functions. Along with the aforementioned structural and mechanistic studies of multiple modes of Lis1 regulation, these in vivo studies will undoubtedly reveal the complex regulatory roles of Lis1 on dynein functions in cells.

5.2 Factors determining dynein’s cargo specificity

In chapter 4, we set out to answer the fundamental question of what determines the cargo specificity of dynein. To do so, we determined the protein interactome of dynein in HEK293-T cells by fusing a promiscuous biotin ligase (BioID) to the components of the dynein transport machinery and determining their interacting partners using mass spectrometry. We identified new dynein activating adaptors using this approach. Dynein activating adaptors have emerged to play important dual roles in dynein-mediated transport: (i) to activate dynein’s motility by forming dynein-dynactin-activating adaptor complexes and (ii) to link these complexes to their cargos (Reck-Peterson et al., 2018). In our dynein interactome dataset, we identified previously known activating adaptors: BICD1, BICD2, HOOK1 and HOOK3, as well as novel activating adaptors: NIN and NINL. We also identified three candidate activating adaptors: CCDC88A, CCDC88B and CCDC88C. However, we did not detect other known activating adaptors (BICDL1, BICDL2, SPDL1 and RAB11FIP3) in our dataset. Looking closely into the proteome of HEK293-T cells
used for our experiments, we found that BICDL1 and BICDL2 are not expressed and RAB11FIP3 is poorly expressed compared to the other activating adaptors. SPDL1 is expressed well in HEK293-T cells, however, it has been previously shown that SPDL1 regulates dynein during mitosis (Gassmann et al., 2010; Ying et al., 2009). These results suggest that the expression levels of dynein activating adaptors and/or the interaction between dynein and activating adaptors is tightly controlled in different cell types as well as during different cell cycle stages. Therefore, future experiments comparing the interactome of the dynein transport machinery during cellular differentiation, mitosis or in different cell types could be powerful ways to determine how dynein achieves cargo specificity and how its function is fine-tuned according to cellular needs. This should be achievable using new variants of the biotin ligase: TurboID and miniTurbo, both of which have faster kinetics requiring only a 10-minute incubation with biotin (as opposed to ~12 hours) (Branon et al., 2018).

We also identified the protein interactome of six dynein activating adaptors in HEK293-T cells and discovered that each dynein activating adaptor has many candidate cargos. This suggests that activating adaptors are the first layer for determining dynein’s cargo specificity. This raises an essential question to address in order to decode the molecular rules that determine dynein’s cargo recognition and specificity. What are the additional factors/adaptors that regulate dynein-cargo interactions? Our interactome of dynein activating adaptors provides a rich dataset and starting point to identify such factors. The most promising and exciting candidate hits are the AKIP and FAM160 family proteins (FAM160A1, FAM160A2, FAM160B1, FAM160B2) identified in both the HOOK1 and HOOK3 protein interactomes. The interaction between HOOK family proteins, AKTIP (FTS) and FAM160A2 (FHIP) has been previously identified and shown to link dynein to early endosomes (Guo et al., 2016; Nielsen et al., 1999; Xu et al., 2008). It is possible
that different homologs of the FAM160 family further dictate the cargo specificity of dynein activated by HOOK family activating adaptors. Proteomic, cell biological and structural studies could be used to further test this idea.

It is important to determine whether the interactions between dynein and activating adaptors are promiscuous or regulated. In the case of BICD2, the formation of dynein-dynactin-BICD2 complexes is regulated. BICD2 is autoinhibited and this autoinhibition is relieved upon the binding of the cargo adaptors, Rab6 (Hoogenraad et al., 2001, 2003; Huynh and Vale, 2017). BICDL1, on the other hand, doesn’t seem to be autoinhibited and is able to bind dynein-dynactin complexes and activate dynein motility in the absence of other cargo adaptors (Urnavicius et al., 2018). This suggests that the activities of different dynein activating adaptors are different and perhaps optimized for diverse sets of dynein functions. In the future, it will be essential to dissect if other dynein activating adaptors are autoinhibited using biochemical and single-molecule assays.

In chapter 3, we have also shown that Lis1 promotes the complex formation of dynein, dynactin and a truncated form of BICD2. Is this regulatory effect of Lis1 on the interaction between dynein, dynactin and an activating adaptor universal regardless of the identity of activating adaptors or the presence of additional cargo adaptors such as Rab6? Do other dynein regulators such as NudE and Nudel have effects on the complex formation of dynein, dynactin and activating adaptors? In vitro reconstitution experiments will be able to answer these questions. Finally, posttranslational modifications could affect the interactions between dynein and activating adaptors and more sensitive mass spectrometry analysis will be require to determine the posttranslational modification states of the dynein transport machinery.
5.3 Interplay between opposite-polarity motors

My thesis has primarily focused on the regulation of dynein to carry out its diverse functions. However, in cells, many cargos are associated with both dynein and kinesin, and exhibit bidirectional motility along microtubules (Egan et al., 2012; Hendricks et al., 2010; Schlager et al., 2010). In agreement with these findings, we identified several kinesins as the potential interacting partners of all six dynein activating adaptors in chapter 4. This result was particularly striking in the HOOK1 and HOOK3 datasets, where we observed an enrichment of GO terms related to kinesin motors. We showed that HOOK3 could interact with the kinesin-3 family member, KIF1C, via its carboxy-terminus in addition to its interaction with dynein-dynactin on its amino-terminus. In addition, it has been shown that BICD2 interacts with kinesin-1 (Grigoriev et al., 2007) and BICDL1 with KIF1C (Schlager et al., 2010). Taken together, these results suggest that some activating adaptors can interact with both dynein and kinesin and raise several interesting questions. Can activating adaptors facilitate the simultaneous binding of dynein and dynactin? If so, which factors dictate the directionality of the movement of dynein-kinesin complexes? If not, which factors regulate the binding of dynein or kinesin to activating adaptors? To answer these questions, in vitro reconstitutions with purified dyneins, kinesins and activating adaptors will be necessary. In addition, we have shown that Lis1 promotes the association of dynein, dynactin and BICD2 in chapter 3. Given that BICD2 can also interact with kinesin-1, does Lis1 bias the binding of dynein to BICD2 over kinesin? Does Lis1 affect the binding of dynein to other activating adaptors over kinesin? In vitro reconstitution experiments of dynein, dynactin, activating adaptors and kinesins could directly answer these questions.

The two opposing modes of Lis1 regulation on dynein’s microtubule binding shown in chapter 2 could differentially regulate the directionality of the dynein-kinesin complexes according
to cellular needs. We have demonstrated such effects in the context of recycling dynein to microtubule plus ends by kinesin in the yeast system. Our lab showed that in the presence of Lis1 and two microtubule plus-end proteins (CLIP170 and EB1), dynein is transiently transported to the microtubule plus ends by kinesin (Roberts et al., 2014). During this transport, Lis1 and CLIP170 couple the opposite-polarity motors, dynein and kinesin. CLIP170 and EB1 together increase the processivity of kinesin to overcome dynein’s minus-end-directed motility. In chapter 2, we showed that the novel Lis1 binding site, which mediates the weak microtubule binding state of dynein, is required for this kinesin-mediated plus-end transport of dynein in yeast system. It has been shown that kinesin transports dynein to microtubule plus ends in filamentous fungi (Zhang et al., 2010a) and mammalian neurons (Twelvetrees et al., 2016). Future cellular imaging experiments could be used to determine if this novel regulatory mode of Lis1 we discovered in the yeast system is used in filamentous fungi and mammalian neurons for kinesin-driven transport of dynein to microtubule plus ends.

5.4 Concluding remarks

In summary, the results I presented in this thesis highlight that dynein regulation is incredibly sophisticated and provide novel insights towards a molecular understanding of how dynein is tightly regulated to perform its diverse set of functions. Our findings of the multi-modal regulation of dynein by Lis1 provide novel paradigms to further explore how Lis1 can fine-tune dynein activity in response to cellular needs. The rich protein interactome of the dynein transport machinery we identified provides a major resource to bridge the disconnect between our mechanistic understanding of how dynein walks along microtubules and our knowledge of dynein’s diverse functions in cells.
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Figure A.1. Affinity measurements for the binding of different dynein constructs to Lis1 and kymographs for those constructs with and without Lis1. (A) Determination of the binding affinity of Lis1 to Dyn\textsuperscript{wt-M} (grey), Dyn\textsuperscript{WA-M} (light green), and Dyn\textsuperscript{WB-M} (dark green) in the presence of 1 mM ATP-Vi. (n=3 technical replicates per each data point). (B) Sample kymographs for Dyn\textsuperscript{wt}, Dyn\textsuperscript{WA} and Dyn\textsuperscript{WB} in the absence, or presence of 300 nM Lis1.
Figure A.2. Cryo-EM structure and model validation of $\text{Dyn}^{\text{wt-M}}:\text{Lis1}$. (A) Representative drift-corrected cryo-EM micrograph. (B) Representative 2D class averages. (C) 3D alignment and classification strategy (see Methods in Chapter 2 for details). (D) Fourier Shell Correlation (FSC)
(continued) for 3D reconstruction (Gold-Standard FSC) and atomic model against cryo-EM map (Model vs. map). (E) Local resolution analysis of cryo-EM structure calculated by Bsoft. (F) Euler angle distribution. (G) Example cryo-EM densities with the final Rosetta model docked in. (H) RMSD among the top five Rosetta models. Orange box indicates region shown in (I). (I) Zoomed-in view of the cryo-EM density corresponding to the large domain of AAA5, with the top five Rosetta models docked in. This region has the highest RMSD among the Rosetta models. (J) The Dyn^{wt-M}:Lis1 map was filtered to 20Å to reveal more of the N-terminal density of the linker domain, which is indicated by the purple arrow. The linker was segmented and is colored in purple.
Figure A.3. Cryo-EM structure and model validation of Dyn^{WB-M}:Lis1. (A) Representative drift-corrected cryo-EM micrograph. (B) Representative 2D class averages. (C) 3D alignment and classification strategy (see Methods in Chapter 2 for details). (D) Fourier Shell Correlation (FSC) for 3D reconstruction (Gold-Standard FSC) and atomic model against cryo-EM map (Model vs. map). (E) Local resolution analysis of cryo-EM structure calculated by Bsoft. (F) Euler angle
(continued) distribution. (G) Example cryo-EM densities with the final Rosetta model docked in. (H) RMSD among the top five Rosetta models. (I) The Dyn\textsuperscript{WB-M}:Lis1 map was filtered to 20Å to reveal more of the N-terminal density of the linker domain, which is indicated by the purple arrow. The linker was segmented and is colored in purple.

**Figure A.4. Stoichiometry analysis of DynWB-M:Lis1 complexes.** Stoichiometry analysis of Dyn\textsuperscript{WB-M}:Lis1 complexes purified by size-exclusion chromatography. Band intensities were quantified to determine amount of Dyn\textsuperscript{WB-M} and Lis1 in the peak fraction.
Figure A.5. Binding affinity and velocity comparisons for Dyn\textsuperscript{wt-M} and Dyn\textsuperscript{EQN-M} with and without Lis1. (A) Sample kymographs for Dyn\textsuperscript{EQN} in the absence, or presence of 300 nM Lis1. (B) Determination of the binding affinity of Lis1 to Dyn\textsuperscript{wt-M} (black – data previously shown in Figure S1A) and Dyn\textsuperscript{EQN-M} (yellow) in the presence of 1 mM ATP-Vi (n=3 per each data point). (C) Sample kymographs for Dyn\textsuperscript{WB/EQN} in the absence, or presence of 300 nM Lis1. (D) Average velocities for Dyn\textsuperscript{WB} and Dyn\textsuperscript{WB/EQN} in the absence (solid bars) and presence (hatched bars) of 300 nM Lis1 (n>185 events per data point). (E) Normalized binding densities of Dyn\textsuperscript{WB} and Dyn\textsuperscript{WB/EQN}
(continued) in the absence (solid bars) or presence (hatched bars) of 300 nM Lis1, in the presence of ATP (left) or ATP-Vi (right) (n=12 fields of view per data point). Binding densities were normalized by setting those in the absence of Lis1 to 100%.

Figure A.6. Velocity measurements for Dyn<sup>wt</sup> and Dyn<sup>EQN</sup> and binding density measurements for Dyn<sup>weak/wt</sup> and Dyn<sup>weak/EQN</sup> in plus-end recruitment assay. (A) Minus-end and plus-end velocities of Dyn<sup>wt</sup> (grey) and Dyn<sup>EQN</sup> (yellow) on dynamic microtubules in the presence of Lis1, Kip2, Bik1 and Bim1 (n>50 events per data point). Statistical significance was calculated using unpaired t-test with Welch’s correction. P-values: ns, not significant; **, <0.01. Data are shown as mean and standard error of mean. (B) Microtubule binding densities of Dyn<sup>weak/wt</sup> (light grey) and Dyn<sup>weak/EQN</sup> (light yellow) in the presence of Lis1, Kip2, Bik1 and Bim1 (left) or in the presence of Kip2, Bik1 and Bim1 (right) (n=8 fields of view per data point).
A.2 Supplementary tables for Chapter 2

Supplementary table A.1. Summary of cryo-EM data collection and cryo-EM structure determination of Dyn\textsuperscript{wt-M}:Lis1 and Dyn\textsuperscript{WB-M}:Lis1.

<table>
<thead>
<tr>
<th>Data collection information</th>
<th>Dyn\textsuperscript{wt-M} : Lis1</th>
<th>Dyn\textsuperscript{WB-M} : Lis1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microscope</td>
<td>FEI Talos Arctica</td>
<td>FEI Talos Arctica</td>
</tr>
<tr>
<td>Voltage (kV)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Detector</td>
<td>Gatan K2 Summit</td>
<td>Gatan K2 Summit</td>
</tr>
<tr>
<td>Pixel size (Å)</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Defocus range (µm)</td>
<td>1.5-4.0</td>
<td>2.5-5.5</td>
</tr>
<tr>
<td>Movies</td>
<td>5614</td>
<td>4826</td>
</tr>
<tr>
<td>Frames/movie</td>
<td>53</td>
<td>25</td>
</tr>
<tr>
<td>Dose rate (electrons/pixel.s)</td>
<td>10.285</td>
<td>10.00</td>
</tr>
<tr>
<td>Total dose (electrons/Å\textsuperscript{2})</td>
<td>82</td>
<td>50</td>
</tr>
<tr>
<td>Number of particles</td>
<td>25,520</td>
<td>27,807</td>
</tr>
<tr>
<td>Map-sharpening B-factor (Å\textsuperscript{2})</td>
<td>-50</td>
<td>-800</td>
</tr>
<tr>
<td>Final overall resolution (Å)</td>
<td>7.7</td>
<td>10.2</td>
</tr>
</tbody>
</table>
Supplementary table A.2. Summary of velocity and binding data.

<table>
<thead>
<tr>
<th></th>
<th>Average velocity +/- SE (nm/s)</th>
<th>Apparent K\textsubscript{d} +/- SE (nM) for Lis1 in the presence of 1mM ATP-Vi</th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the absence of nucleotides (Apo)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt}</td>
<td>89.16 +/- 4.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{wt} + 300 nM Lis1</td>
<td>39.55 +/- 2.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WA}</td>
<td>18.50 +/- 0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WA} + 300 nM Lis1</td>
<td>0.22 +/- 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WB}</td>
<td>4.77 +/- 0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WB} + 300 nM Lis1</td>
<td>8.73 +/- 0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{EQN}</td>
<td>81.40 +/- 4.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{EQN} + 300 nM Lis1</td>
<td>42.31 +/- 1.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WB/EQN}</td>
<td>4.96 +/- 0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyn\textsubscript{WB/EQN} + 300 nM Lis1</td>
<td>3.28 +/- 0.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the presence of 1mM ATP-Vi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt-M}</td>
<td>49.78 +/- 6.1</td>
</tr>
<tr>
<td>Dyn\textsubscript{WA-M}</td>
<td>40.95 +/- 5.1</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB-M}</td>
<td>55.25 +/- 7.5</td>
</tr>
<tr>
<td>Dyn\textsubscript{EQN-M}</td>
<td>196.30 +/- 30.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the presence of 1mM ATP-Vi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt}</td>
<td>0.033 +/- 0.002</td>
</tr>
<tr>
<td>Dyn\textsubscript{WA}</td>
<td>0.50 +/- 0.06</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB}</td>
<td>0.50 +/- 0.03</td>
</tr>
<tr>
<td>Dyn\textsubscript{EQN}</td>
<td>0.035 +/- 0.003</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB/EQN}</td>
<td>0.48 +/- 0.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the presence of 1mM ATP-Vi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt}</td>
<td>0.037 +/- 0.004</td>
</tr>
<tr>
<td>Dyn\textsubscript{WA}</td>
<td>0.24 +/- 0.03</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB}</td>
<td>0.36 +/- 0.01</td>
</tr>
<tr>
<td>Dyn\textsubscript{EQN}</td>
<td>0.040 +/- 0.002</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB/EQN}</td>
<td>0.34 +/- 0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the presence of 1mM ADP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt}</td>
<td>0.53 +/- 0.03</td>
</tr>
<tr>
<td>Dyn\textsubscript{WA}</td>
<td>1.8 +/- 0.2</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB}</td>
<td>1.6 +/- 0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Microtubule binding density +/- SE (pM\textsuperscript{-1} μm\textsuperscript{-1}) in the absence of nucleotides (Apo)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyn\textsubscript{wt}</td>
<td>1.48 +/- 0.03</td>
</tr>
<tr>
<td>Dyn\textsubscript{WA}</td>
<td>1.8 +/- 0.1</td>
</tr>
<tr>
<td>Dyn\textsubscript{WB}</td>
<td>2.9 +/- 0.1</td>
</tr>
</tbody>
</table>
### Supplementary table A.3. S. cerevisiae strains used in Chapter 2.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPY1</td>
<td>W303a (MATα, his3-11,15, ura3-1, leu2-3,112, ade2-1, trp1-1)</td>
</tr>
<tr>
<td>RPY799</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-SNAP-gs-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY816</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1099</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1167</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1302</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1385</td>
<td>MATa lys2-801 leu2-Δ1 his3-Δ200 trp1-Δ63 DYN1-3XGFP::::TRP1, ura3-52::CFP-TUB1::URA3, SPC110-tdTomato::SpHis5, ura3Δ::KanMX</td>
</tr>
<tr>
<td>RPY1536</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1547</td>
<td>W303a pep4Δ::HIS5, prb1Δ, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1630</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1635</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1653</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1654</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1705</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1707</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1708</td>
<td>MATa lys2-801 leu2-Δ1 his3-Δ200 trp1-Δ63 DYN1-3XGFP::::TRP1, ura3-52::CFP-TUB1::URA3, SPC110-tdTomato::SpHis5, ura3Δ::KanMX</td>
</tr>
<tr>
<td>RPY1713</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
<tr>
<td>RPY1717</td>
<td>MATa lys2-801 leu2-Δ1 his3-Δ200 trp1-Δ63 DYN1-3XGFP::::TRP1, ura3-52::CFP-TUB1::URA3, SPC110-tdTomato::SpHis5, ura3Δ::KanMX</td>
</tr>
<tr>
<td>RPY1725</td>
<td>W303a pep4Δ::HIS5, prb1Δ, PAC11-13xMYC-TRP1, P_GAL1-8HIS-ZZ-PAC1, dyn1Δ::cgLEU2, ndl1Δ::Hygro (^R)</td>
</tr>
</tbody>
</table>
A.3 Legends for supplementary files of Chapter 2

Supplementary file A.1. Movie of morph between AAA ring conformations of Dyn$^{wt-M}$:Lis1 and Dyn$^{WB-M}$:Lis1. The movie begins with the full atomic model for Dyn$^{wt-M}$:Lis1. We then remove Lis1 and dynein’s linker domain to focus on the AAA ring. The movie morphs three times between the two ring conformations and ends with the full atomic model of Dyn$^{WB-M}$:Lis1.

Supplementary file A.2. Cα distance coordinate files. Compressed (.zip) directory containing all distance comparisons: Dyn$^{wt-M}$:Lis1 vs. 4RH7 relative to AAA4L (Figure 2.2H), Dyn$^{wt-M}$:Lis1 vs. 4AKI relative to AAA4L (Figure 2.2H), Dyn$^{WB-M}$:Lis1 vs. 4RH7 relative to AAA4L (Figure 2.3F), and Dyn$^{wt-M}$:Lis1 vs. Dyn$^{WB-M}$:Lis1 relative to AAA3L (Figure 2.4A). Files must be displayed using UCSF Chimera.
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B.1 Supplementary figures for Chapter 3

Figure B.1. Truncated BicD2 (BicD2S) only binds to microtubules in the presence of both dynein and dynactin. Average microtubule binding density of fluorescently labeled BicD2S in the presence of dynein, dynactin or both as indicated. Data are shown as mean and standard error of mean.
Figure B.2. Representative kymographs of two-color colocalized runs of dynein-dynactin-BicD2S complexes at different dynein to dynactin molar ratio in the presence or absence of Lis1. The Alexa647-dynein and TMR-dynein channels are shown in black and white and the merged image is shown in pseudocolor.
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* denotes equal contributions
**Figure C.1. Schematic of the dynein/dynactin/activator complex.** Dynein subunits are uniquely colored except for the light chains (green). Dynactin subunits other than Arp1 (light gray) and actin (dark gray) are colored light blue. The dynactin Arp1 filament (light gray) is indicated with a single label. A coiled coil activator (e.g. BICD2) is depicted and colored yellow. The corresponding gene names, common names, and abbreviations are listed below.

<table>
<thead>
<tr>
<th>Dynein</th>
<th>Dynactin</th>
</tr>
</thead>
<tbody>
<tr>
<td>DYNC1H1 (heavy chain, HC)</td>
<td>DCTN1 (p150 or p150\textsubscript{Glu1})</td>
</tr>
<tr>
<td>DYNC1I1 (intermediate chain 1, IC1)</td>
<td>DCTN2 (p50)</td>
</tr>
<tr>
<td>DYNC1I2 (intermediate chain 2, IC2)</td>
<td>DCTN3 (p22)</td>
</tr>
<tr>
<td>DYNC1II1 (light intermediate chain 1, LIC1)</td>
<td>DCTN4 (p62)</td>
</tr>
<tr>
<td>DYNC1II2 (light intermediate chain 2, LIC2)</td>
<td>DCTN5 (p25)</td>
</tr>
<tr>
<td>DYNLT1 (light chain TCTEX1)</td>
<td>DCTN6 (p27)</td>
</tr>
<tr>
<td>DYNLT3 (light chain TCTEX3)</td>
<td>ACTR1A (Arp1A)</td>
</tr>
<tr>
<td>DYNLRB1 (light chain Roadblock-1, RB1)</td>
<td>ACTR1B (Arp1B)</td>
</tr>
<tr>
<td>DYNLRB2 (light chain Roadblock-2, RB2)</td>
<td>ACTB (β-Actin)</td>
</tr>
<tr>
<td>DYNLL1 (light chain LC8-1)</td>
<td>ACTR10 (Arp11)</td>
</tr>
<tr>
<td>DYNLL2 (light chain LC8-2)</td>
<td>CAPZA1 (CapZA1)</td>
</tr>
<tr>
<td></td>
<td>CAPZA2 (CapZA2)</td>
</tr>
<tr>
<td></td>
<td>CAPZB (CapZB)</td>
</tr>
</tbody>
</table>
Figure C.2. Enriched and significant hits from dynein and dynactin BioID datasets were used to construct a protein-protein interaction network. Large spheres represent BioID-tagged subunits (color coded according to a schematic of the dynein/dynactin complex, bottom right). Hits (small spheres) specific to a subunit family, color-coded according to their respective subunits: LCs (green), ICs (magenta) and LICs (orange). Gray spheres (“2 datasets”) and white spheres (“3 or more datasets”) represent hits enriched in two or three separate datasets, respectively. The protein names corresponding to white spheres are listed, right. Dynein and dynactin subunits, and activators are numbered; other hits are indicated with letters. Asterisk denotes hits detected in 3 different subunit classes (e.g. LIC/IC/p62). Lines connecting spheres (edges) are color coded according to their respective datasets. For this figure enrichment is $\geq 3$ fold, significance is $p < 0.05$, Student’s two-tailed t-test; and average spectral counts are $\geq 2$. 
Figure C.3. Candidate and known (BICD2 and HOOK3) activators were tagged with 3×FLAG and immunoprecipitated with α-FLAG antibodies from HEK-293 cells. Western blots with α-HC and α-p150 antibodies were used to determine which proteins co-immunoprecipitated dynein and dynactin.
Figure C.4. Screening of potential dynein activators. (A) The amino acid sequences for HOOK1, HOOK2, HOOK3 and two HOOK-related proteins (daple and girdin) were downloaded from Uniprot and aligned using Clustal Omega. A region containing the HOOK3 (1–552) C-terminal truncation point is displayed and the residue in each protein equivalent to HOOK3 (1–552) is indicated. (B) As a control, GFP-3×FLAG was immunoprecipitated with an α-FLAG antibody from HEK-293 cells. No moving GFP signal was detected on microtubules. (C) The percentage of processive, diffusive and non-motile runs (see Materials and methods in Chapter 4) in single-molecule motility assays was analyzed for NIN (1–693), NINL (1–702), girdin (1–542) and daple (1–545) and compared to the known activators BICD2 (1–422) and HOOK3 (1–552).
Figure C.5. Purification of dynein, dynactin and activators. (A) Dynein (IC2-SNAP-3×FLAG), dynactin (p62-Halo-3×FLAG) and the activators BICD2 (25-400), NIN (1-693) and NINL (1-702) (GFP-activator-Strep tag) were separately purified and used for the motility assays shown in Figure 5. An SDS-PAGE gel stained with Sypro Red shows the purification of each component. (B) The percentage of processive, diffusive and non-motile events in single-molecule motility assays (as described in E—G) was analyzed.
Figure C.6. An interaction map of the N- and C-terminal activator datasets combined. Enriched and significant hits from the combined N- and C-terminal datasets of six activators were used to construct a single protein-protein interaction network. Hits (small spheres) specific to an activator family (color-coded according to their respective activators), and hits shared between activator families (HOOK/BICD, purple; BICD/NIN, yellow; NIN/HOOK, cyan) are shown. White spheres (“3-family”) represent hits enriched in at least one activator (NT or CT) from each family. Lines connecting spheres (edges) are color coded according to activator family and termini (NT = thin, CT = thick). The regions encompassing activator family CT-specific overlap are indicated with their respective $n$. The number of unique hits for each dataset is represented as a gray circle that is scaled according to the number of hits and the number of hits is shown. For this figure, enrichment is $\geq 3$ fold, significance is $p < 0.05$, Student’s two-tailed t-test; and average spectral counts are $\geq 2$. The location of dynein and dynactin subunits and select hits discussed in the text are indicated.
Figure C.7. KIF1C is a novel HOOK3-interacting protein. sfGFP-3×FLAG and full length (FL) HOOK3, HOOK3 (1–552), and HOOK3 (553–718) all tagged with sfGFP and 3×FLAG were immunoprecipitated with α-FLAG antibodies from transiently transfected HEK-293T cells. Western blots with α-HC, α-FAM160A2, α-KIF1C, and α-FLAG antibodies were used to determine which proteins co-immunoprecipitated with each HOOK3 construct.
C.2 Legends for supplementary files for Chapter 4

Supplementary file C.1. Master file of mass spectrometry data related to Figures 4.1, 4.2, 4.3 and 4.6 of Chapter 4 and Figure C.6. This excel file contains all of the mass spectrometry data referenced in the manuscript. The first blue tab corresponds to the Flag immunoprecipitation experiment in Figure 4.1B. The second blue tab contains the dynein core subunits detected in the Flag immunoprecipitation experiment, corresponding to Figure 4.1C. The purple tab contains all mass spectrometry data related to Figure 4.2. The pink tabs contain all of the dynein/dynactin interactome mass spectrometry data. This data was used to generate Figure 4.3C. The green tabs contain all of the activator interactome mass spectrometry data. This data was used to generate Figure 4.6 and Figure C.6. ‘NT’ and ‘CT’ indicate that the BioID tag was on the N-terminus or C-terminus of the full-length protein, respectively.

Supplementary file C.2. Mass spectrometry data related to Figure 4.2 of Chapter 4. This excel file contains the mass spectrometry data that was used to generate Figure 4.2C (second tab) and 4.2D (first tab).

Supplementary file C.3. Mass spectrometry data related to Figure 4.3C of Chapter 4 and Figure C.2. The blue tabs contain the BioID interactome data for IC1, IC2, LIC1, LIC2, TcTex, RB, and p62. Only the data for dynein and dynactin subunits and known (BICD2, HOOK1 and HOOK3) and suspected (BICD1) activators are shown. The blue tab titled ‘mapping color code’ lists the dynein and dynactin subunits enriched in the BioID experiments and graphically displayed in Figure 4.3C. Shading indicates enrichment value: light gray (2–3 fold) or dark gray (≥3 fold), p<0.05 (Student’s two-tailed t-test). The entire datasets can be found in Supplementary
file C.1 (pink tabs). The pink tabs in this excel file contain all of the significant hits from each BioID tagged dynein and dynactin subunit. Significance was defined as >3 fold enrichment, p-values<0.05 (Students two-tailed t-test), and average spectral counts > 2. This data was used to generate the network shown in Figure C.2. The pink tab titled ‘core hits’ lists the gene names for all hits, specific hits (unique to each tagged subunit), and hits shared by at least two datasets, for the dynein and dynactin BioID tagged subunits. The pink tab titled ‘core Venn’ contains the output from the Venn analysis (http://bioinformatics.psb.ugent.be/webtools/Venn/) of the dynein and dynactin core subunit interactomes used to generate the network shown in Figure C.2. Proteins found in only one dataset are listed in the excel file, but not shown in the network.

**Supplementary file C.4. Mass spectrometry data related to Figure 4.6 of Chapter 4 and Figure C.6.** The green tabs contain all significant hits from the NT and CT BioID tagged activator datasets. Significance was defined as >3 fold enrichment, p-values<0.05 (Students two-tailed t-test), and average spectral counts > 2. The blue tab titled ‘NT hits’ lists the gene names for all hits, specific hits (unique to each tagged activator), and hits shared by at least two datasets, for the NT-activator BioID tagged subunits. The blue tab titled ‘NT Venn’ contains the output from the Venn analysis (http://bioinformatics.psb.ugent.be/webtools/Venn/) of the NT activator interactomes used to generate the network shown in Figure 4.6B. Proteins found in only one dataset are listed in the excel file, but not shown in the network. The blue tab titled ‘white spheres NT’ highlights (in grey) the four hits that were shared by an activator from each activator family (i.e. BICD, HOOK, and NIN). The orange tab titled ‘CT hits’ lists the gene names for all hits, specific hits (unique to each tagged activator), and hits shared by at least two datasets, for the CT-activator BioID tagged subunits. The orange tab titled ‘CT Venn’ contains the output from the
Venn analysis ([http://bioinformatics.psb.ugent.be/webtools/Venn/](http://bioinformatics.psb.ugent.be/webtools/Venn/)) of the CT activator interactomes used to generate the network shown in Figure 4.6B. Proteins found in only one dataset are listed in the excel file, but not shown in the network. The orange tab titled ‘white spheres CT’ highlights (in grey) the 21 hits that were shared by an activator from each activator family (i.e. BICD, HOOK, and NIN). The pink tabs contain data that contrast all of the activator hits, combining the NT and CT datasets. The pink tab titled ‘NT-CT combined hits’ contains the gene names that are specific for each termini of each activator or shared between any dataset. The pink tab titled ‘NT-CT combined Venn’ contains the output from the Venn analysis ([http://bioinformatics.psb.ugent.be/webtools/Venn/](http://bioinformatics.psb.ugent.be/webtools/Venn/)) of all activator interactomes used to generate the network shown in Figure C.6.

**Supplementary file C.5. GO analysis of dynein activator C-terminal BioID datasets.** This excel file contains gene ontology analyses using the ‘cellular component’ option (GO, geneontology.org). The GO terms with p-values<0.05 are shown for hits that were shared in at least three C-terminal BioID datasets; C-terminal hits that were specific to BICD2, HOOK1, HOOK3, NIN, and NINL; and C-terminal hits that were shared by activator family members BICD1 and BICD2, HOOK1 and HOOK3, and NIN and NINL.