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Abstract

We investigate two different views towards gravitational theories using mathematical frameworks. First, we study gravitational theories with supersymmetries in various dimensions from top-down approach via F-theory or M-theory compactifications. We utilize the geometry of elliptic fibrations to investigate such compactifications. The other viewpoint does not require to study theories with supersymmetries. With the framework of von Neumann algebras, we study gravitational theories in the bulk and its boundary conformal field theories.

We consider the construction of supergravity theories in three to six dimensions via the compactification of M-theory and F-theory on elliptically-fibered manifolds. Interesting gauge theory sectors arise when such manifolds have singularities. We study the resolutions of singularities of these spaces which give the window onto the low energy physics of effective supergravity.

We consider elliptically-fibered Calabi–Yau threefolds that give rise to supergravities with simple gauge groups, with a particular emphasis on \( F_4 \), \( G_2 \), \( \text{Spin}(7) \), and \( \text{Spin}(8) \), or semi-simple gauge groups of the form \( \text{SO}(4) \), \( \text{Spin}(4) \), \( \text{SU}(2) \times G_2 \), \( \text{SU}(2) \times \text{SU}(3) \), \( \text{SU}(2) \times \text{Sp}(4) \), \( \text{SU}(2) \times \text{Sp}(4)/\mathbb{Z}_2 \), \( \text{SU}(2) \times \text{SU}(4) \), and \( \text{SU}(2) \times \text{SU}(4)/\mathbb{Z}_2 \). For such models we enumerate the spectra in five-dimensions and six-dimensions with eight supercharges via M-theory and F-theory compactifications and determine the structure of the Coulomb branch for these 5d theories. Furthermore we verify that all local
anomalies in 6d are canceled. For theories with an abelian gauge group we introduced a new, general model for an elliptic fibration that realizes this $U(1)$ symmetry.

The physical spectra often depends on topological invariants of the elliptic fibration. In particular, when the effective theory is required to be supersymmetric, the elliptic fibration must be Calabi–Yau. In the more general case, when the fibration is not assumed to be Calabi–Yau, we utilized the resolution of singularities to determine a host of topological invariants and characteristic numbers for elliptic fibrations that correspond to a physical gauge group with a simple non-abelian factor. These include the Euler characteristic, Hodge numbers, Chern numbers, Pontryagin numbers, Todd genus, holomorphic genera, $L$-genus, $A$-genus, and the $M$-theory curvature invariant.

In a different vein, infinite-dimensional von Neumann algebras of various types are used to understand the local algebras in quantum field theories. Utilizing such von Neumann algebras, one can study holographic quantum field theories and their gravity duals by incorporating toy models from quantum error correction.

We reformulate the entanglement wedge reconstruction in the language of infinite-dimensional von Neumann algebras. Using the frame of Tomita–Takasaki theory, we can also write the infinite-dimensional analog of the relative entropies. Using these techniques, we show that for a general infinite-dimensional Hilbert space, the entanglement wedge reconstruction is identical to the equivalence in relative entropies between the boundary and the bulk.
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Part I

Introduction
All that the human mind has produced—the brightest in genius, the most persevering in application, has been lavished on the details of the law of gravity.

Charles Babbage

Introduction

The vast edifice of modern physics is without doubt the most predictive prescription ever devised by mankind to describe the world around us. Despite stellar accomplishments, such as the experimental verification of accuracy to one part per billion of the fine structure constant of the electron, there still remain many open questions, and not just questions of detail, but fundamental, foundational questions. The main question relevant for this thesis can be illustrated by a simple thought experi-
ment, as follows. Ask the students in any high school physics class what the simplest of the four fundamental forces that unpin our universe is and the universal response is gravity. Ask the professors at any university what the most complicated of the four fundamental forces is and the answer will also, universally, be gravity. How to reconcile this vast jump between a theory that appears simple in one’s youth, and becomes most troublesome as one ages? The goal of this thesis will be to shed some light on the difficulties involved with gravity, and to present approaches to understanding gravity which will open a window onto its elusive nature.

Of course, the reason why the high school students cannot yet appreciate the subtlety of gravity is that there are yet to be exposed unto the quantum world, where it comes to conflict. It is in this world, beyond the classical paradise of general relativity, that the bugbears of gravity come into being. To wit, the difficulty is in the study of quantum gravity.

The theory of quantum gravity is vital to understand when the gravitational force is of equal strength with other forces, namely strong, weak, and electromagnetic forces. The latter, non-gravitational forces, are described by the Standard Model, which is the pinnacle of quantum field theory combining them, whereas the former is described via the general relativity that describes classical gravity in our spacetime; any theory of quantum gravity must encompass both of these theoretical frameworks. As we endeavor to unveil the fundamental truth underlying the interactions of the fundamental forces and their completions, we naturally try to understand how gravity warps the spacetime so strongly in a manner where quantum mechanics is at play. One of the examples is a black hole, which has been the source of inspiration of various modern physics and has been observed directly for the first time only very recently, where relativistic quantum gravitational effects are ex-
pected to become relevant. These effects, where quantum gravity is at play of its highest effect, are not yet currently observed as they are negligible at scales accessible for the current era of technology.\footnote{Evidently, the image of black hole is finally observed with a diameter encompassing only twelve pixels in 2019 thereby giving the general relativity, established in 1916 by Einstein, a direct confirmation.} However, these effects are responsible for the evaporation of the black holes and further, the beginning of the universe near the Big Bang.

General relativity describes gravity where the quantum properties are disregarded; it is conceptually rooted in understanding spacetime in a geometric manner. More precisely, general relativity can be regarded as an adequate description of classical gravity and spacetime along with their mutual relation. Quantum mechanics, on the other hand, has been formulated as a study of dynamics and fields. It has replaced our understanding of physics and replaced classical mechanics thereby redefining the general theory of motion and further sets our notions of matter and causality. Thus the twin peaks that are the two different conceptual frameworks governing modern physics are general relativity and quantum physics.

A quest for a theory describing quantum gravity is thus, in essence, a quest to understand the nature of spacetime. The quantum regime becomes relevant when one looks at sufficiently small regions of spacetime; when one approaches the Planck scale the spacetime is resolved into quantized discrete ‘lumps’, and the usual notions associated to a continuous spacetime break down. In particular, time evolution is no longer viable at such a scale. Quantum gravity requires addressing the question of the nature of spacetimes at these scales, which are precisely where the gravitational force becomes equivalently strong as the forces controlling particle physics. One natural avenue by which
one could attempt to construct a theory of quantum gravity is thus to quantize the fundamental
degrees of freedom of general relativity. The gravitational field in general relativity is the dynamical
spacetime metric tensor, and so a quantization of this field corresponds to a quantization of the
geometry. In a theory of quantum gravity the spacetime itself will have quantum properties, and
one of the principle challenges in understanding any such theory is to make sense of such “quantum
geometry.”

Throughout the last few decades, physicists have tried to build theories of quantum gravity en-
capturing both general relativity and quantum field theory, and yet, we have found only one to
be successful: *String theory*. String theory is the ultimate pinnacle of the conceptual revolution in
physics combining the general covariance principles of general relativity and the quantization of
quantum mechanics, and it is constructed with a one-dimensional object “strings” instead of a zero-
dimensional point particle, unlike quantum field theory. By virtue of the non-trivial extent of the
string, there is a natural discretization of spacetime at scales close to the size of the string, which can
be taken near the Planck scale.\(^2\) In this way the string intrinsically captures the quantized geometry
necessary to talk about a theory of quantum gravity. However, there have been different approaches
in understanding quantum gravity such as via a direct quantization of general relativity with non-
perturbative canonical quantization and via capturing the quantum properties of gravity in form
of a graviton dynamics with covariant quantization. The former is known as loop quantum gravity
and the latter is known as string theory. At the level of our current knowledge, string theory is the

\(^2\)Strictly speaking, string theory is involving a string scale which is slightly smaller than the Planck scale. The strings are modeled to be on the order of the Planck length.
only known way to consistently answer physical questions involving all four fundamental forces.

String theory has been developed for several decades with many successes and has further has been an inspiration to probe quantum gravity via studying an emergent gravity and spacetime using the technique of holography with its famed AdS/CFT correspondence [224]. Many scenarios and toy models studied for emergent gravity are of an information-theoretical, quantum-computational type, as it elucidates its quantum complexity and the information stored in the spacetime via entanglement [166, 193].

String theory is therefore geometric in nature as it is a theory of spacetime. While string theory require much investigation and consolidation, there have been many successful outcomes such as the aforementioned AdS/CFT correspondence [224], mirror symmetries of Calabi–Yau manifolds [67], black hole microstate ensembles [284], Gromov-Witten invariants and instanton calculus [304], matrix models and combinatorics [27], Moonshine conjectures [48], and integrable structures in super Yang-Mills theory [33].

1.1 String theory

String theory is a ten-dimensional theory that is constructed via quantization of strings, which are one-dimensional physical objects. In contrast to quantum field theory, which quantizes a point particle, string theory thereby is UV-complete without spacetime divergences. Much like how the study of point particles can be phrased as the study of their worldline, in string theory the object which

---

1We only consider superstring theories, which are known to be consistent. Bosonic string theories suffer from tachyons and thus are not considered in this thesis.
captures the dynamics is the two-dimensional worldsheet traced out by the string moving through spacetime. In the language of string theory, the particles that we observe in the world around us are then defined as the Fourier modes of string quanta at a large distance. That is, if one observes a small string from a far distance, or equivalently at a low energy scale, then it appears, for all intents and purposes, like a point particle, as one cannot resolve the extent of the string at such a low scale. This gives a folklore theorem of quantum gravity that the spectrum is comprised of massless states and their towers of excitations thereby giving a complete set of the spectrum of particles. The towers then describe the “massive” states where the mass scale is set by string tension of the fundamental string, which is of the order of Planck mass. This encompasses the string theory to be a theory with fundamental objects living in “quantum spacetime” of the theory where the scale is set to be of string scale.

There are two different types of strings, open strings and closed strings, depending on the existence of boundaries of their worldsheet. The closed string provides the massless modes that correspond to a “quantized” graviton as a symmetric two-tensor. The open string realizes the gauge bosons of Yang–Mills theory. In this way we can see that string theory incorporates all four fundamental forces.

Indeed, one natural question is why to consider one-dimensional strings instead of higher dimensional membranes. While this is justified as only the strings can be quantized consistently, there do exist non-fundamental heavy objects of higher dimensions in string theory, which are known as branes. Branes can be seen as subspaces of ten-dimensional spacetimes of which open strings end. It is a physical generalization of the magnetic monopoles and thus a solitonic object. It naturally
follows that super Yang–Mills theories are then the low energy theories confined to such an object.

String theory is anomaly-free in ten-dimensions \cite{146}. In fact there is not a unique anomaly-free string theory, rather, there are five perturbative string theories: type I, type IIA, type IIB, heterotic of type SO(32), and heterotic of type $E_8 \times E_8$. These string theories preserve either 16 or 32 supercharges and require closed strings, and these theories are characterized with respect to the types of strings admitted, the number of supercharges, and the chirality of the theory in Table 1.1.

<table>
<thead>
<tr>
<th>Types of string theory</th>
<th>Types of strings</th>
<th>Number of supercharges</th>
<th>Chirality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>Open + closed strings</td>
<td>16</td>
<td>Chiral</td>
</tr>
<tr>
<td>Type IIA</td>
<td>Open + closed strings</td>
<td>32</td>
<td>Non-chiral</td>
</tr>
<tr>
<td>Type IIB</td>
<td>Open + closed strings</td>
<td>32</td>
<td>Chiral</td>
</tr>
<tr>
<td>Heterotic</td>
<td>Closed strings only</td>
<td>16</td>
<td>Chiral</td>
</tr>
</tbody>
</table>

Table 1.1: There are five different types of string theories in ten-dimensions. Both types of heterotic theories, with either $E_8 \times E_8$ or SO(32), share the same features and hence are written together.

These five string theories are all dual to each other \cite{305}. The existence of these dualities implies that seemingly different superstring theories are actually physically equivalent. In other words, each string theory describes physics that is phrased differently via various degrees of freedom but they are all transferable to one another. The two distinctively well-known dualities are T-duality and S-duality. S-duality is the oldest duality known in physics and it is defined as relating two theories with strong and weak couplings. More precisely, when one of the theories at a small coupling $g_1$ while the other theory is at a large coupling $g_2$ are related via $g_1 = 1/g_2$, we call that the two theories are S-dual to each other. Via S-duality we can understand the strongly coupled regime of a theory by investigating a weakly coupled regime of the other theory, and hence it is also known as a strong-weak duality. This duality is originated from quantum field theory generalizing the electromagnetic
duality of Maxwell’s equations, which is famously known as Montonen-Olive duality \[238\], and it is first established to be possible in the context of string theory \[255, 275\]. T-duality, on the other hand, is a newer duality that is discovered in the context of string theory. The two theories describing the same physics are *T-dual* when one of the theories describes strings propagating in an imaginary spacetime shaped like a circle of some radius \(R\), while the other theory describes strings propagating on a spacetime shaped like a circle of radius proportional to \(1/R\) \[271\].

While there are five types of perturbative string theories that are dual to one another, M-theory and F-theory describe non-perturbative theories that provide the perturbative theories as a weak coupling regime of their moduli spaces. That is, all of the five consistent superstring theories are just different limiting cases of a single eleven-dimensional theory called M-theory. Using the M-theory, an eleven-dimensional theory, we can establish an S-duality between type IIA theory and heterotic theory of type \(E_8 \times E_8\). Using S-duality and T-duality altogether, the five perturbative string theories are connected as depicted in Figure 1.1. F-theory is best described as a theory that provides a geometric toolkit via elliptic fibration to understand the dynamics of string theory.

![Figure 1.1](image_url)

**Figure 1.1:** The five perturbative string theories, type I, type IIA, type IIB, heterotic \(E_8 \times E_8\), and heterotic SO(32) are all dual to each other. We incorporate a non-perturbative picture from M-theory, an eleven-dimensional supergravity theory, to depict the duality between the type IIA theory and heterotic theory of type \(E_8 \times E_8\) via compactifications on a circle and an interval respectively. The rest of the theories are connected via S- and T-dualities, as shown.
For the purposes of this thesis, the relevant perturbative string theory will be type IIB theory. The feature, which will be taken advantage of, is that type IIB theory maps to itself under S-duality, as depicted in Figure 1.1. First, we note that type IIB theory has the following bosonic field content:

\[ \lambda_s, \quad C_\phi, \quad B_{\mu\nu}, \quad C_{\mu\nu}, \quad C_{\mu\nu\rho\lambda}, \]  

(1.1)

where the first one is the coupling constant set by a dilaton \( \varphi \) via \( \lambda_s = e^{-\varphi} \), \( B \) is the Kalb-Ramond two-form coupled to fundamental strings in the Neveu-Schwarz sector, and the three \( C \) fields are Ramond-Ramond fields (which are in turn, even forms) that are coupled to D(-1)-brane, D1-brane, and D3-brane respectively. \( C_\phi \), in particular, is an axion. The first two fields, an axion and a dilaton, can naturally be composited together as a complex field living on the upper half plane

\[ \tau = C_\phi + \frac{i}{\lambda_s}. \]  

(1.2)

This \( \tau \) is known as the axio-dilaton.

Furthermore, the S-duality of type IIB theory extends to a full \( SL(2, \mathbb{Z}) \) symmetry that acts on the axio-dilaton as

\[ \tau \rightarrow \frac{a\tau + b}{c\tau + d} \quad \text{where} \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z}). \]  

(1.3)

Type IIB theory has two-form fields \( B_{\mu\nu} \) and \( C_{\mu\nu} \), which, respectively, coupled electrically to the
fundamental string (also called the F1-brane) and the D1-brane. Under an $SL(2, \mathbb{Z})$ transformation

$$\lambda_s \rightarrow \frac{1}{\lambda_s}, \quad (1.4)$$

these two fields are exchanged. This transformation swaps the tensions of the fundamental string and the D1-brane, and thus it is necessary that the potentials coupled to these extended objects are also exchanged. On the other hand, there is only a single four-form field, $C_{\mu
u\rho\lambda}$, and thus it must map to itself under the transformation, which is given in equation (1.4). That is, the D3-brane which couples to the four-form must be self-dual under the given transformation. As a consequence of this it is immediate that the $U(N) \mathcal{N} = 4$ super-Yang–Mills theory living on the worldvolume of a stack of $N$ D3-branes must be invariant under an $SL(2, \mathbb{Z})$ symmetry, as the D3-branes are simply mapped onto themselves. The worldvolume theory enjoys invariance under the transformations

$$\tau \rightarrow \tau + 1, \quad \tau \rightarrow -\frac{1}{\tau}, \quad (1.5)$$

of its complexified coupling constant (or the axio-dilaton), $\tau$. Since the D5-brane and the NS5-brane are the magnetic duals of the fundamental string and of the D1-brane they are also necessarily exchanged by the transformation given by the equation (1.4).

This duality, which is called the S-duality of type IIB theory, is changing the fundamental string into what one would perturbatively think of as a composite heavy object, the D1-brane. We note

---

4This is not the full $SL(2, \mathbb{Z})$ symmetry. This is a transformation concerning only the S-duality with the matrix corresponding to $\left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right)$ with $C_0 = 0$. 
that because the duality replaces fundamental objects with composite objects one has to be careful
with the definition of a Feynman path integral – to perform the integral one must pick a particular
duality frame, and integrate over the fundamental degrees of freedom in that frame. The notion of
what is light, or fundamental, that goes into the definition of the path integral is not necessarily a
duality invariant notion.

One of the key observations for this thesis is that the $SL(2, \mathbb{Z})$ S-duality of type IIB theory can
be interpreted as the $SL(2, \mathbb{Z})$ complex structure transformations of the torus. This insight allows
one to write down the vacuum solutions of the type IIB theory by utilizing the machinery of elliptic
fibrations. However, before we turn to this subject, it is necessary to introduce further notions of
compactifications and duality.

1.2 M-theory and dualities to string theories

We have just seen that there exist five perturbative superstring theories that are related to each
other by dualities. In fact, there is a sixth theory that exists in the duality chain that is in eleven-
dimensions; this is known as an eleven-dimensional supergravity theory that is not a theory of
strings. All of these duality-related perturbative theories indicate that there exists a non-perturbative
completion to which these perturbative theories are limits. This non-perturbative theory is called
M-theory, which is an eleven-dimensional theory which is subjected to much exploration. While
M-theory lacks description in terms of quantized fundamental strings, it does contain, similar to the
perturbative theories discussed above, non-perturbative solitonic branes. The most straightforward
limit of M-theory is a type IIA theory, where the former is compactified on an $S^1$. This reduces the eleven-dimensional theory into an effective ten-dimensional theory, and we will now summarize how the field content of the type IIA theory arises from a parent 11d theory.

The radius of the circle and the IIA string coupling constant are identified as $\frac{305}{g_s^2}$. (1.6)

M-theory has a three-form field $C_{\mu\nu\rho}$, a 3-dimensional world volume object, which is associated with the M2-brane. Then this M2-brane wraps around the $S^1$ yielding a string, which is identified as IIA string. An M2-brane not wrapping around the circle gives rise to a D2-brane. The magnetic version of the M2-brane is the M5-brane in M-theory. Let us consider an M5-brane around this $S^1$. Then we get D4-branes. When M5-branes are not wrapping around the circle, we get the NS 5-brane of type IIA theory, which is a magnetic dual object to the string. In type IIA theory, there are also D6-branes and D8-branes. First of all, D6-brane is the Kaluza-Klein monopole, which happens when the circle shrinks at a point. Consider the Taub-NUT geometry, which looks like $\mathbb{R}^3 \times S^1$ asymptotically, where the circle shrinks in the middle. Then such a point on $\mathbb{R}^3$ is the D6-brane, as represented in Figure 1.2. The D6-branes are codimension-three objects. On the other hand, D8-branes are codimension-one objects, which dramatically impact on the global topology of the space.
Let’s connect M-theory to other theories than type IIA theory. First of all, there is another theory in ten-dimensions: type IIB theory. In order to connect M-theory to IIB theory, we have to use the T-duality that relates type IIA theory and type IIB theories in nine-dimensions via compactifications on circles. From this, we can expect that M-theory on a $T^2$ is identical to type IIB theory on a circle in nine-dimensions, as represented in Figure 1.3.

![Figure 1.2: D6-brane is the object where the circle shrinks from the Taub-NUT space.](image)

**Figure 1.2:** D6-brane is the object where the circle shrinks from the Taub-NUT space.

![Figure 1.3: M-theory and IIB theory yield the same 9d theory](image)

**Figure 1.3:** M-theory and IIB theory yield the same 9d theory

The axio-dilaton of type IIB theory, which is given by equation (1.2), carries two real parameters to be compactified on a circle and the nine-dimensional IIB theory has another one real parameter.
that is the radius of the circle

\[ (R_{\text{IIB}}, \tau). \tag{1.7} \]

On the other hand, M-theory is also parametrized by three real parameters:

\[ (A, \tilde{\tau}), \tag{1.8} \]

where \( A \) is the area of the \( T^2 \), and \( \tilde{\tau} \) is the complex structure of the torus that has a symmetry under \( \tilde{\tau} \to \tilde{\tau} + 1 \) \([273]\). The axion \( C_0 \) is the gauge degrees of freedom that is periodically valued. As we go around the 7-brane (which has a codimension-two world volume), \( C_0 \) shifts by 1. It follows that \( \tau \) shifts by 1. It follows that this \( \tau \) respects the symmetry of \( \tau \to \tau + 1 \). Then it has the same symmetry with \( \tilde{\tau} \) from M-theory and hence we relate these two \( \tau \)s:

\[ \tilde{\tau} = \tau. \tag{1.9} \]

Then we related the other real variables,

\[ \frac{1}{2\pi R_{\text{IIB}}} = m_p^3 A, \tag{1.10} \]

where \( m_p \) is the Planck mass \([273]\).

In fact, the \( \tilde{\tau} \) has a full \( SL(2, \mathbb{Z}) \) symmetry, not just a shift symmetry. Suppose we take \( C_0 = 0 \),
\[ \lambda_j \longrightarrow \frac{1}{\lambda_j} \tag{1.11} \]

which gives a strong-weak duality. Indeed, type IIB theory is self-dual under the strong-weak duality.

We now consider how these two different two-form fields of type IIB theory arise by considering M-theory compactified in a torus. That is, we will consider a compactification of type IIB theory on an \( S^1 \), and look at the components of the two 10d two-forms that do not extend along the \( S^1 \), and thus they behave like 9d two-forms. These equally can be understood from the perspective of the M-theory three-form, \( C_{\mu\nu\rho} \). To get a two-form one of the directions in \( C_{\mu\nu\rho} \) must lie along one of the directions inside the \( T^2 \) on which we are compactifying. A torus \( T^2 \) has two distinct one-cycles, the \( A \) and \( B \) cycles, and the two two-forms \( B_{\mu\nu} \) and \( C_{\mu\nu} \) arise from wrapping \( C_{\mu\nu\rho} \) with one direction along each of these cycles. Realizing the \( SL(2,\mathbb{Z}) \) transformation, given by equation (1.4), as a modular transformation of the complex structure of the torus, one can see that the \( A \) and \( B \) cycles are exchanged. Generally this process involves wrapping the M2-brane, which couples electrically to the three-form, along the cycle \( pA + qB \) of the torus. For \( (p, q) = (1, 0) \) the resulting string is the fundamental string, and \( (p, q) = (0, 1) \) is the D1-brane. The \( SL(2,\mathbb{Z}) \) symmetry of the torus can be thought of, in this way, as generating the \( SL(2,\mathbb{Z}) \) self-duality symmetry of type IIB theory from M-theory. Wrapping on a general \( (p, q) \)-cycle (with \( p \) and \( q \) coprime) gives rise to a bound state of F-strings and D1-branes.

It is important to note that the 11d M-theory picture is not always the most useful way to study
string theory. In M-theory on $T^6$ with area $A$ gets mapped to type IIB theory on an $S^4$ with radius $R_{\text{IIB}}$ such that

$$R_{\text{IIB}} \sim 1/A.$$  \hfill (1.12)

This is consistent with the fact that the Kaluza–Klein modes of type IIB theory, which are the winding modes in type IIA language, which in the M-theory uplift is then an M2-brane wrapping also the other cycle, i.e. wrapping the entire torus. If we consider M-theory on a $T^6$ and we shrink $A \rightarrow 0$ then the theory is not 9d, as one would naively think, but because of (1.12) it is, in fact, 10d type IIB theory. In this way, M-theory would naively miss type IIB, and knowing about T-duality of type IIA theory is an additional ingredient that is obscured from the pure M-theory point of view.

1.3 Compactifications to various dimensions

If we wish to consider theories lower than ten-dimensions, then we are required to make some of the ten-dimensions to be small. In this way, if one is at sufficiently low energy, then one cannot resolve the size of the extra dimensions, and thus the observed effective theories are in lower-dimensions.

This procedure is known as strings compactifications. In this section, we review when such compactifications can give rise to supersymmetric effective field theories.

Consider the ten-dimensional spacetime to be of the form

$$\mathbb{R}^{1,9-d} \times M_d,$$ \hfill (1.13)
where $M_d$ is a compact $d$-dimensional oriented Riemannian manifold, known as the internal space. This string background preserves some spacetime supersymmetry if there exists a covariantly constant spinor on the internal manifold, that is, some spinor $\xi$ such that

\[ \nabla_I \xi = 0. \tag{1.14} \]

To determine if there exists a covariantly constant spinor one can check whether there exists a subgroup of the holonomy group of the internal manifold such that the spin representation branches to a sum of irreducible representations of the subgroup which includes a summand which is the trivial representation. Then one can consider specific manifolds $M_d$ of “reduced holonomy”, that is, the holonomy group of that manifold is a subgroup of the generic holonomy group for an oriented Riemannian manifold; these manifolds will give supersymmetric compactifications. The generic holonomy group for such an $M_d$ is $SO(d)$; we will now give the relevant subgroups for each $d$. These are reviewed by Joyce in [181].

- $d = 1$: All one-dimensional manifolds have trivial holonomy and so preserve supersymmetry.

- $d = 2$: The holonomy group is $SO(2)$ or $U(1)$, and only the trivial subgroup gives rise to a covariantly constant spinor. The only $M_2$ with trivial holonomy is $T^2$, and in general the only $M_d$ with trivial holonomy is the $d$-torus, $T^d$, which will always admit covariantly constant spinors.

- $d = 3$: The holonomy group is $SO(3)$ or $SU(2)$ which has no relevant non-trivial subgroup.
The only option is then $M_3 = T^3$.

- $d = 4$: The holonomy group is $SO(4) \simeq SU(2) \times SU(2)$. The spin representation of $SO(4)$ is the $(2, 1) \oplus (1, 2)$, so we can see that we can choose one of the $SU(2)$ subgroups such that the trivial representation appears in the branching. A four-manifold with $SU(2) \simeq Sp(1)$ holonomy is hyperKähler, and is known as a $K_3$ surface. One example of such a four-manifold is to take $T^4/\mathbb{Z}_2$ where the $\mathbb{Z}_2$ quotient acts on all coordinates like $x^i \rightarrow -x^i$.

- $d = 5$: This is the same as the $d = 4$ case, where one has to consider first the $SO(4)$ subgroup of $SO(5)$. This corresponds to $M_5 = K_3 \times S^1$.

- $d = 6$: One interesting subgroup in this case is $SU(3) \subset SO(6)$, which implies that $M_6$ is a Calabi–Yau threefold, $CY_3$. Yau proved that such a space admits a Ricci-flat Kahler metric. We can also compactify on $K_3 \times T^2$.

- $d = 7$: The subgroup $G_2 \subset SO(7)$ is such that the spinor representation decomposes as $8^\sigma \rightarrow 7 \oplus 1$. Manifolds $M_7$ with such reduced holonomy are called $G_2$-manifolds. We also have the product spaces with even further reduced holonomy, for example, $CY_3 \times S^1$.

- $d = 8$: In this case we have two options for irreducible 8-manifolds – the reduced holonomy groups can be either $SU(4)$ or $Spin(7)$, which are Calabi–Yau fourfolds and $Spin(7)$-manifolds, respectively. The obvious product options built out of the above mentioned reduced holonomy manifolds such as $G_2 \times S^1$ and $CY_3 \times T^2$ also admit covariantly constant spinors.
<table>
<thead>
<tr>
<th>d</th>
<th>Compactified space</th>
<th>Type IIA</th>
<th>Type IIB</th>
<th>Heterotic / Type I</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(1,1)</td>
<td>(2,0)</td>
<td>(1,0)</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>supercharges</td>
<td>32 supercharges</td>
<td>16 supercharges</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$K^3$</td>
<td>(1,1)</td>
<td>(2,0)</td>
<td>(1,0)</td>
</tr>
<tr>
<td>16</td>
<td>supercharges</td>
<td>16 supercharges</td>
<td>8 supercharges</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$K^3 \times S^1$</td>
<td>$\mathcal{N} = 2$</td>
<td>$\mathcal{N} = 2$</td>
<td>$\mathcal{N} = 1$</td>
</tr>
<tr>
<td>4</td>
<td>$K^3 \times T^2$</td>
<td>$\mathcal{N} = 4$</td>
<td>$\mathcal{N} = 4$</td>
<td>$\mathcal{N} = 2$</td>
</tr>
<tr>
<td>3</td>
<td>CY$_3$</td>
<td>$\mathcal{N} = 2$</td>
<td>$\mathcal{N} = 2$</td>
<td>$\mathcal{N} = 1$</td>
</tr>
<tr>
<td>4</td>
<td>CY$_3$</td>
<td>8 supercharges</td>
<td>8 supercharges</td>
<td>4 supercharges</td>
</tr>
</tbody>
</table>

Table 1.2: Resulting theories of various dimensions compactified from superstring theories

The summary of the resulting theories in various dimensions is presented in Table 1.2. In fact, we can observe that we get theories with $\mathcal{N} = 0, 1, 2, 4, 8$. By the combinations of left and right sides with $(0, 1, 2, 4) \otimes (0, 1, 2, 4)$, we can have different holonomies acting on the left and right. By doing such we can build the rest $\mathcal{N} = 3, 5, 6$ theories. Note that $\mathcal{N} = 7$ theory does not exist as the supergravity becomes $\mathcal{N} = 8$.

1.4 F-theory

Previously we have observed that perturbative type IIB string theory is self-dual under the $SL(2, \mathbb{Z})$ symmetry. Such an S-duality can invert the string coupling constant, or axio-dilaton, which can lead to a dual description that is inherently strongly coupled. It would naively appear that we cannot allow the axio-dilaton to vary over spacetime, as there may be a region where the coupling becomes
large and the perturbative understanding is lost. In fact, in this section we will utilize the various
dualities that we have been discussing to argue that there does exist a consistent way to write down
such an axio-dilation varying compactifications of type IIB theory, by parametrizing the axio-dilaton
variation as an auxiliary elliptic fibration over the compactification space.

To do so, let us first recall some of the known dualities. Heterotic string theory compactified
on a $T^4$ is dual to type IIA theory compactified on $K_3$, and heterotic theory compactified on $T^3$
is dual to M-theory compactified on $K_3$. One can speculate as to whether this pattern continues
further, and whether there exists a duality between heterotic theory compactified on a $T^2$ and some
uplifted twelve-dimensional theory on $K_3$. Naively this will not be possible as there does not exist
a 12d supergravity theory that we can compactify on the $K_3$ for the right-hand-side of the duality,
however, there is a hint that this might be possible. We take M-theory on $T^2$ which we said is related
to type IIB theory on an $S^3$. There is a limit where the radius of the $S^3$ goes to infinity, which is where
the area of the $T^2$ goes to zero. While the $T^2$ is of zero volume, the data of it is not completely absent
from the type IIB theory; for instance, the complex structure mode of the torus is a part of the type
IIB theory. In this way, one can think of type IIB theory as a 12d theory, where two of the directions
look like a zero-area torus.

Now we can consider a compactification of M-theory on some manifold which has a torus fibra-
tion over some base space, $B$. When we take the limit where the area of the torus fiber shrinks to zero
volume we recover type IIB theory compactified on $B$. If we now take a $K_3$ surface which admits a
torus fibration over a 2d manifold then we can do this procedure to get an 8d theory which is the
compactification of IIB on such a 2d manifold – this would be the candidate theory for the dual to
heterotic on $T^a$ that we speculated about above.

In fact, there exist $K_3$ surfaces which are torus (or elliptic) fibrations over $\mathbb{P}^4$. Such a $K_3$ surface has a realization via a Weierstrass equation

$$y^2 = x^3 + f_8(z_1, z_2)x + g_{12}(z_1, z_2), \quad (1.15)$$

where $f_8$ and $g_{12}$ are degrees 8 and 12 homogeneous polynomials in the projective coordinates, $[z_1 : z_2]$ of the base $\mathbb{P}^4$. To match with heterotic on $T^a$ we must count the moduli of this $K_3$ surface. A polynomial of degree $d$ has $d + 1$ parameters because there are $(d + 1)$ coefficients in the generic polynomial, which tells us that we naively have $9 + 13 = 22$ parameters from the complex structure moduli of the $K_3$. An overall rescaling will remove one of these parameters, and then there is an $SL(2, \mathbb{Z})$ action which removes further three parameters. Thus the $K_3$ surface has 18 complex parameters. The Kähler parameters are just the volumes of the $T^a$ fiber and the $\mathbb{P}^4$ base, however, since the theory requires the fiber to shrink into zero volume, the volume of $T^a$ is not a part of the theory. In turn, there is just one real Kähler parameter controlling the size of the $\mathbb{P}^4$.

The parameter space of the $K_3$ is then given by

$$\frac{SO(18, 2)}{SO(18) \times SO(2)} \times \mathbb{R}^+, \quad (1.16)$$

which is exactly the Narain moduli space for the compactification of heterotic on $T^a$. Furthermore,
we see that

\[ A \sim \lambda h , \]

(1.17)

so increasing the area of the \( \mathbb{P}^4 \) makes the heterotic theory strongly coupled.

We have just described a curious compactification of type IIB theory on a \( \mathbb{P}^4 \) which preserves only half of the supersymmetry, as it is dual to a heterotic compactification. By writing \( K3 \) as a torus fibration we allowed the complex structure modulus, \( \tau \), to depend on the holomorphic coordinate on the \( \mathbb{P}^1, z \). Since

\[ \tau = C_0 + \frac{i}{\lambda s} , \]

(1.18)

we see that \( C_0 \) and \( \lambda_s \) now depend also on \( z \). We do not usually consider such compactifications in superstring perturbation theory as there may be a point on spacetime where the string coupling becomes large, and then the perturbation theory breaks down. We can determine the points in \( \mathbb{P}^4 \) where \( \tau \rightarrow \infty \), where we have no perturbative control of the theory. It turns out that when \( \tau \) becomes infinite is exactly where the torus fibers of the elliptic fibration degenerate. This occurs at the discriminant locus, which is when

\[ \Delta = 4f_8^3 + 27g_{12}^2 = 0 . \]

(1.19)

Since \( \Delta \) is a degree 24 polynomial then there are 24 zeros of \( \Delta \) distributed over the \( \mathbb{P}^3 \). We note that \( \tau \) is actually not a well-defined function of \( z \), as it undergoes \( SL(2, \mathbb{Z}) \) transformations when one moves on a path around one of these zeros of \( \Delta \).
Then we have constructed a theory in twelve-dimensions by identifying the $\tau$ as a shrunk torus on top of IIB theory. This theory is called \textit{F-theory}. This is a new type of compactification coming from string duality. Where $\tau \to 0, \infty$, we have monodromies. More precisely, we have monodromies from $\tau \to \tau + 1$, which is where D7-branes are wrapping around with $SL(2, \mathbb{Z})$ action. Hence we can determine that each point, each zero of $\Delta$, is wrapped by D7-brane. Then via $SL(2, \mathbb{Z})$ action,

$$\begin{pmatrix} p & r \\ q & s \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} p \\ q \end{pmatrix}, \quad ps - rq = 1, \quad (1.20)$$

where $p$ and $q$ are relatively prime, we get a $(p, q)$ 7-brane.

The 24 zeroes of $\Delta$ indicate that there are 24 7-branes present in the background. Since the base $\mathbb{P}^1$ is a compact manifold then we can see that not all of these 7-branes can be simultaneously viewed as D7-branes, in any duality frame. This is because the monodromy associated to a D7-brane shifts the axio-dilaton such that $\tau \to \tau + 1$, and thus one cannot cancel off all of the branch cuts emanating from the D7-branes. In this way, we can see that consistent compactifications of F-theory must generally have non-perturbative $(p, q)$ 7-branes in the spectrum.

Note that each D7-brane has a U(1) gauge group. When the pinched points are brought together, we can have an enhancement of the gauge group. When we have a stack of $N$ branes, the singularity is of $A_{N-1}$ type and is described as

$$xy = z^n, \quad (1.21)$$
and hence we get an SU(N) gauge group.

In order to have a heterotic theory from this construction, we need to be able to put some D7-branes together to build an $E_8$. We can expect such to be possible by using singularities of type $D$ and $E$. Unlike the F-theory perspective, it is more difficult to see such a geometric construction to yield these ADE type of gauge theories.

Let’s consider M-theory on $K_3$ that admits singularities of ADE type of Lie algebra. This is dual to heterotic theory on $T^3$. Let us consider the case of $A_{N-1}$ as an example to demonstrate such is possible from M-theory. The geometry of type $\mathbb{C}_2/\mathbb{Z}_N$ gives a type $A_{N-1}$ singularity. To consider the singularities of $A_{N-1}$ type, we can think of having $(N-1)$ number of spheres, 2d cycles, touching each other as in Figure 1.4.

![Figure 1.4: A chain of $(N-1)$ spheres touching each other, resulting from a resolution of an $A_{N-1}$ type singularity](image)

The size of these spheres are controlled by Kähler parameters of $\mathbb{P}^1$: $\varphi_1, \varphi_2, \ldots, \varphi_{N-1}$. Furthermore, M-theory has 3-form fields $C_{\mu\nu\rho}$ that give for every independent 2-cycle a 2-form. So we can write the three-form fields in the basis of 2-forms $\omega^i_{\mu\nu}$ as

$$C_{\mu\nu\rho} = \sum_i A^i_\mu(x) \omega^i_{\mu\nu},$$  \hspace{1cm} (1.22) 

where $A^i_\mu$ depends on the direction that is not compactified. Hence for a three-form field, we can de-
compose into a two-form and a one-form in the leftover space, which is the gauge field. This gauge field carries a $U(1)^{N-1}$ symmetry.

Now wrap M2-brane on one of the 2-cycles:

$$\epsilon \int_M C_{\mu \nu \rho} \sim \epsilon \oint A_\sigma.$$  \hspace{1cm} (1.23)

The 3-form field $C_{\mu \nu \rho}$ is the one that is coupled to M2-brane, and hence on this gauge field $A_\mu$, there will be a $U(1)$ charge. Thus we get a charged object corresponding to this M2-brane wrapping around 2-cycle. Wrapping around just one 2-cycle, we are considering the geometry of $\mathbb{C}_2/\mathbb{Z}_2$. Then we have two possibilities: we can have an M2-brane or an anti-M2-brane, wrapping around with the opposite orientation. Hence we get two states: $\pm 1$ charges of $U(1)$ based on the orientation of M2-brane. They are charged massive vector multiplets $W^\pm$ where the mass is proportional to the area.

More precisely, the mass of the vector multiplets is proportional to

$$m \sim TA,$$  \hspace{1cm} (1.24)

where $T$ is the tension of the M2-brane and $A$ is the area. However, it is impossible to have a charged massive vector multiplet under a $U(1)$ unless they are the $W^\pm$-bosons of a Higgsed non-abelian gauge group. As the area shrinks to zero, we get a massless vector multiplet. In other words, we get a $U(1)$ with two charged objects that are opposite in charge, and we can conclude that this is $SU(2)$. Thus we see that when we wrap an M2-brane on one 2-cycle that has $A_1$ singularity, we get a non-abelian
gauge symmetry SU(2). Giving vacuum expectation value to the scalar $\phi$ for this U(1), i.e. Higgsing the U(1), is equivalent to blowing up.

Now we can consider a general case of $(N - 1)$ $2$-cycles that had U(1)$^{N-1}$ symmetry. This will yield an SU(N) gauge symmetry. However, we do not have enough vectors as we have only $2(N - 1)$ charged and $(N - 1)$ neutral objects. We are required to wrap two touching $\mathbb{P}^1$s to bind and form a bound state to resolve such an issue.

We learned that we can wrap M2-branes on touching $\mathbb{P}^1$s to form a bound state. We can wrap many at once up to all $(N - 1)$ of them. Each chain will give a charged object up to $\pm$ sign. This gives exact dimensions of SU(N): checking along all the chains up to the sign, we can get the full rank of SU(N). In this way, we can see the charge and degeneracies of the SU(N).

1.5 F/M-theory compactifications

Suppose we have two theories A and B compactified on $M_1$ and $M_2$ respectively, yielding the same theory on $\mathbb{R}^d$. Then there are parameters corresponding to scalar fields. We usually construct dualities by taking such a parameter to be a constant in the resulting d-dimensional compactified theory. We can think of this parameter to vary in different parts of $\mathbb{R}^d$ but still having the duality. Then we can vary the parameters point by point in $\mathbb{R}^d$. This is not guaranteed to work but if we vary them gradually and slowly, this may work. As long as we preserve the number of supersymmetries, all the cases are shown to have the duality and result in the same $d$-dimensional theory even if it breaks the adiabatic principle. Hence by taking this duality perspective, we can compactify further preserving
some supersymmetry to get lower-dimensional theories.

For example, type IIB theory with varying the coupling constant over \( \mathbb{P}^1 \times S^1 \) is dual to M-theory on \( K_3 \) when the parameters are mapped point by point. On the other hand, we take the \( S^1 \) to have infinite size, which then corresponds to having the fibers of the elliptic fibration shrinking to zero size in F-theory. Moreover, M-theory on \( K_3 \) is dual to heterotic on \( T^3 \). By taking the heterotic theory on \( T^2 \times S^1 \), we have the duality between the heterotic theory on \( T^2 \) and the type IIB theory on \( \mathbb{P}^1 \), which was explained earlier by building F-theory from IIB on \( \mathbb{P}^1 \).

\[
\begin{align*}
\text{Heterotic on } T^3 & \quad \longleftrightarrow \quad \text{M-theory on } K_3 \quad \longleftrightarrow \quad \text{IIB on } \mathbb{P}^1 \times S^1 \\
\text{Heterotic on } T^2 & \quad \longleftrightarrow \quad \text{IIB on } \mathbb{P}^4 \text{ (F-theory on } K_3) 
\end{align*}
\]

Now consider F-theory on an elliptic manifold \( M_{\text{ell}}^{d} \), then the resulting theory is a \((12 - d)\)-dimensional theory. When we have an elliptic manifold, we can consider F-theory for any case that has a type IIB theory with a varying parameter via duality. Then we can construct the following duality that results in the same \((10 - d)\)-dimensional theory.

\[
\begin{align*}
\text{F-theory} & \quad \longrightarrow \quad \text{M-theory} & \quad \longrightarrow \quad \text{Type IIA theory} \\
M_{\text{ell}}^{d} \times S^1 \times S^1 & \quad \longrightarrow \quad M_{\text{ell}}^{d} \times S^1 \\
(10 - d)\text{-dimensional theory} & \quad \longrightarrow \quad M_{\text{ell}}^{d}
\end{align*}
\]

We can study these dualities for various dimensions. For a seven-dimensional theory via com-
pactification have either 32 or 16 supercharges as in Table 1.2. For six-dimensional theories, we can get theories with the same amount of supercharges or a theory with 8 supercharges. This can be achieved via the compactification of the heterotic theory on $K_3$ or F-theory on elliptically-fibered Calabi–Yau threefolds. For a five-dimensional theory, we can have the same amount of supercharges. For a four-dimensional theory, the minimal amount of supercharges is now 4, which corresponds to a 4d $\mathcal{N} = 1$ theory. This theory can be achieved by compactifying heterotic theories on Calabi–Yau threefolds, F-theory on Calabi–Yau fourfolds, or M-theory on $G_2$-manifolds. These are summarized in Table 1.3.

<table>
<thead>
<tr>
<th>$10 - d$</th>
<th>Number of supercharges</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>32, 16 supercharges</td>
</tr>
<tr>
<td>6</td>
<td>32, 16, 8 supercharges</td>
</tr>
<tr>
<td>5</td>
<td>32, 16, 8 supercharges</td>
</tr>
<tr>
<td>4</td>
<td>32, 16, 8, 4 supercharges</td>
</tr>
</tbody>
</table>

Table 1.3: Possible number of supercharges in lower-dimension theories via compactifications

1.6 Canonical problems in F/M-theory

A standard set of questions in F-theory and M-theory compactifications on an elliptically fibered Calabi-Yau threefold $Y$ are the following [9, 45, 107, 124, 129]:

(i) **Birational geometry.** Does the singular Weierstrass model have a crepant resolution? How many crepant resolutions does it have? How are they flop-connected with each other? What is the graph of the flops?
(ii) **Fiber geometry.** What is the fiber structure of each crepant resolution? What are the vertical curves composing the singular fibers? What are their weights? What representation do they carry?

(iii) **Coulomb branch and charged hypermultiplets.** What is the structure of the Coulomb branch of the five-dimensional $\mathcal{N} = 1$ theory with Lie group $g$ and representation $R$ geometrically engineered by an elliptic fibration $Y$? How many hypermultiplets transform under each of the irreducible components of $R$? Can we completely fix the number of charged multiplets by comparing the triple intersection numbers and the prepotentials?

(iv) **Anomaly cancellations and uplift.** Is the five-dimensional theory always compatible with an uplift to an anomaly free six-dimensional theory? What are the conditions to ensure cancellations of anomalies of a six-dimensional $\mathcal{N} = (1, 0)$ supergravity obtained by compactification of F-theory on $Y$? Can we fix the number of multiplets by the six-dimensional anomaly cancellation conditions?

(v) **Topological invariants.** What is the Euler characteristic of a crepant resolution? What are the Hodge numbers of $Y$? What are the triple intersection numbers in each Coulomb branch?

These questions are closely related to each other and have been addressed recently for many geometries, such as the $G_2$, Spin(7), and Spin(8)-models [112] (Chapter 9), $F_4$-models [115] (Chapter 8), $SU(n)$-models [124, 125, 127, 129, 148], and also for (non-simply connected) semi-simple groups such as the $SO(4)$ and Spin(4)-models [118] (Chapter 10), the $SU(2) \times G_2$-models [119] (Chapter 11), the
SU(2) × SU(3)-models [113] (Chapter 12), the SU(2) × SU(4), (SU(2) × SU(4))/Z₂, SU(2) × Sp(4), and (SU(2) × Sp(4))/Z₂-models [121] (Chapter 13).

We first do not restrict ourselves to Calabi-Yau threefolds, but discuss the crepant resolutions and the Euler characteristic without fixing the base of the fibration in the spirit of [5, 6, 120, 125, 127]. The computation of topological invariants such as the triple intersection numbers and the Euler characteristic are streamlined by recent pushforward theorems [114].

For recent works in F-theory and birational geometry in physics, see for example [11, 14, 31, 41, 79, 93, 179, 198, 216], see also the recent review on F-theory [301] and reference within. We refer to [169] for a review of six-dimensional theories.

1.7 Von Neuman algebras in quantum gravity

Any theory compatible with special relativity on a continuous spacetime must transform covariantly with respect to translations, rotations, and boosts, where the latter two generate the Lorentz symmetry. In light of the fact that the Minkowski space has ten degrees of freedom – translation symmetry from the four spacetime directions, reflection symmetry giving three degrees of freedom, and boost symmetries from three spatial directions – ignoring the effect of gravity, every object invariant under these symmetries is invariant under relativity. In any continuous quantum field theory, the isometries of the fixed spacetime always enter the global symmetry group of the theory. Thus if one writes down any theory compatible with relativity, then the theory is required to possess such a symmetry, and this is known as Poincaré symmetry. The Poincaré group is the group of Minkowski spacetime
When such a theory is quantized, the notion of Poincaré symmetry must be replaced by a more refined notion acting on the Hilbert space of the states of the quantum field theory. A requirement of more refined Poincaré symmetry into a von Neumann algebra follows from considering theories with general covariance. The physical description of theories that are not generally covariant is based on three fundamental notions in physics such as observables, states, and time evolution. The first two notions, observables and states, determine the kinematics of the theory whereas the time evolution is responsible for describing the dynamics of the theory. We recall that in quantum mechanics, a theory that does not satisfy a general covariance, there are two approaches to time evolution, which are sometimes called Schrödinger and Heisenberg pictures. In the former it is the state of the theory that has time dependence and operators do not, whereas in the latter, the opposite is true; each of these pictures privileges time over the other, spatial, directions. Thus one can see it is not immediately compatible with general relativity. The von Neumann algebra captures the dynamics, that is the time evolution, in a generally covariant way. Thus, in the theory of gravity, where covariance is required to be satisfied, one cannot avoid such a formulation.

The dynamics of the theory of quantum gravity has to incorporate how quantum mechanical observables change over time, where the states of a quantum system are given by the one-dimensional subspaces of a Hilbert space. Then quantum dynamics involves the study of one-parameter automorphisms of the algebra of all bounded operators on the Hilbert space of observables, which is coming from the old Heisenberg picture, and involves careful examinations of the information, such as the entropy, of a thermal system. The thermal state, or equivalently a density function, of
a covariant theory with a Hamiltonian $H$ is given by $\rho = e^{-\beta H}$ and such a state has a time evolution, which is the thermal time of $\rho$. Hence the time evolution is a state-dependent quantity. It is important to note that one of the fundamental properties of von Neumann algebras is that a state defines a one-parameter family of automorphisms. Compared to theories that are not generally covariant, where the theory is described fully by the Hamiltonian, or equivalently a representation of the Poincaré group, covariant theories are described by the algebras of observables and states that are gauge invariant, where a one-parameter group of automorphisms of the algebra inscribes the modular group and the physical time is the modular flow of the thermal state. Henceforth, von Neumann algebras, which have the modular flow as an intrinsic property independent from the states, are innately dynamical. Thus it is the natural generalization of the Poincaré symmetry that we consider for the theory of quantum gravity, which has a natural connection to (entanglement) entropy via the modular flow.
The most powerful method of advance that can be suggested at present is to employ all the resources of pure mathematics in attempts to perfect and generalize the mathematical formalism that forms the existing basis of theoretical physics, and after each success in this direction, to try to interpret the new mathematical features in terms of physical entities.

Paul Dirac
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Geometry of Elliptic Fibrations, Characteristic Numbers, and 5d/6d Supergravity Theories
The geometric engineering of supergravity theories via string theory can be studied by utilizing the $SL(2, \mathbb{Z})$ transformation properties of the axio-dilation to write down an auxiliary elliptic fibration that captures the global features of the string theory background, including some effects of strong coupling. The details of the effective supergravity theory will be captured by this elliptic fibration, and there is a well-established dictionary between the physical features, like the spectrum and interactions, and the geometric properties of the fibration. In this section we will elucidate the pertinent details of elliptic fibrations, and the relationship with the low energy effective physics.

The study of elliptic fibrations started with Kodaira’s seminal papers on minimal elliptic surfaces [200]. Kodaira classified the possible geometric singular fibers and the class of monodromies around them for minimal elliptic surfaces. He further derived a formula for the Euler characteristics of minimal elliptic surfaces. Néron also classified singular fibers of elliptic surfaces defined by Weierstrass models, though from an arithmetic point of view [251]. Following a theorem of Deligne [94], an elliptic fibration with a rational section has a birational Weierstrass model defined over the same base. Tate developed an algorithm to determine the type of singular fibers of a Weierstrass model by manipulating its coefficients [290].

There are new phenomena for higher dimensional elliptic fibrations with direct applications to stringy geometry and supergravity theories. First, components of the discriminant locus can intersect each other. This is what Miranda calls “collisions of singularities” in his study of regularizations of elliptic threefolds defined by Weierstrass models [236]. Secondly, if we start with Weierstrass models, crepant resolutions (when they exist) are not unique: different crepant resolutions of the same Weierstrass models are connected by a network of flops [176, 227, 306], see [112, 115, 125, 127, 129] for
explicit constructions. These two phenomena are closely related to each other. The collision of singularities are responsible for attaching a representation $R$ of a Lie algebra $\mathfrak{g}$ to an elliptic fibration [38]. One can then determine a hyperplane arrangement $I(\mathfrak{g}, R)$ whose chamber structures have an incidence graph isomorphic to the network of flops between different crepant resolutions of the underlying Weierstrass model. Each crepant resolution corresponds to a different chamber of the extended relative Mori cone of the elliptic fibration.¹

Elliptic fibrations are commonly used in physics to geometrically engineer gauge theories via compactifications of M-theory and F-theory. In fact, certain theories are known only through their construction by elliptic fibrations. More precisely in M-theory and F-theory, elliptic fibrations are used as compactifying spaces which give rise to gauge theories coupled to supergravity theories in spacetimes of dimension less than or equal to eight [37, 243, 244]. The F-theory’s algorithm attaches to a given elliptic fibration a Lie algebra $\mathfrak{g}$, a Lie group $G$, and a representation $R$ of $G$. Although many aspects are well understood, the algorithm relating the geometry and physics is still a work in progress. The Lie algebra $\mathfrak{g}$ is uniquely determined by the dual graphs of the fibers over the generic points of irreducible components of the reduced discriminant locus. The Lie algebra $\mathfrak{g}$ is determined by the singular fibers over generic points of the discriminant locus. As the fundamental group of $G$ is isomorphic to the Mordell–Weil group of the elliptic fibration, the global structure of the Lie group $G$ depends on not only the Lie algebra but also the Mordell–Weil group of the fi-

¹The use of the hyperplane arrangement $I(\mathfrak{g}, R)$ as a combinatorial invariant of an elliptic fibration [125, 127, 148, 163] is directly inspired by the study of Coulomb phases of five dimensional gauge theories [176] and illustrates how ideas from stringy geometry improves our understanding of the topology and birational geometry of elliptic fibrations. These hyperplanes arrangements are also interesting independently of their connections to elliptic fibrations and gauge theories, as they have beautiful combinatorial properties that can be captured by generating functions [110, 111].
The representation $\mathbf{R}$ is captured at the intersections of components of the discriminant locus or in singularities. The weights of the representations are obtained by intersection numbers of rational curves forming the singular fibers with fibral divisors produced by rational curves moving over irreducible components of the discriminant locus. An elliptic fibration for which the F-theory algorithm returns a Lie group $G$ is called a $G$-model. The geometry of $G$-models are well understood mostly when $G$ is a simple group. The semi-simple case is more subtle because of the appearance of colliding singularities. Various semi-simple cases are studied in Part IV, Chapters 10 to 13.

The low energy theories derived by compactification of M-theory or F-theory on Calabi–Yau threefolds are respectively five-dimensional and six-dimensional supergravity theories with eight supercharges \([66, 131]\). We will refer to them as five-dimensional \((5d) \mathcal{N} = 1\) \([176]\) and six-dimensional \((6d) \mathcal{N} = (1, 0)\) supergravity theories \([149, 266, 269]\). Similarly, when compactified on fourfolds, the resulting theories are three-dimensional or four-dimensional theories. In particular, when the fourfold is Calabi–Yau, the resulting theories have four supercharges: \(3d \mathcal{N} = 2\) or \(4d \mathcal{N} = 1\) supergravity theories.

In compactification of M-theory \([83]\) on an elliptically-fibered threefolds to five-dimensional gauge supergravity theories, the different crepant resolutions of the underlying Weierstrass model are understood as different Coulomb phases of the same gauge theory, and flops become phase transitions between different Coulomb phases \([176]\). Triple intersection numbers are understood as Chern-Simons levels of the gauge theory and determine the couplings of vector multiplets and the graviphoton of the five-dimensional supergravity theory. In a five-dimensional $\mathcal{N} = 1$ supergravity
theory, the Chern-Simons levels and the kinetic terms of the vector multiplets and the graviphoton are controlled by a cubic prepotential, which admits a one-loop quantum correction but is protected by supersymmetry from additional corrections [176]. The one-loop quantum correction depends on the number of multiplets \( n_{R_i} \) charged under the irreducible representation \( R_i \) [176]. In an M-theory compactified on a Calabi–Yau threefold, the full prepotential (including the quantum correction) is given geometrically by the triple intersection numbers of the divisors [66, 131].

While our geometric computations are done relative to a base of arbitrary dimension and without assuming the Calabi–Yau condition, to discuss anomaly cancellations, we specifically require the elliptic fibration to be a Calabi–Yau threefold. In particular, this requires the base of the fibration \( B \) to be a rational surface. We denote its canonical class by \( K_B \) or just \( K \) when the context is clear. Our approach is rooted in geometry and can be summarized as follows [9, 112, 115, 124, 125, 127, 129].

1. We work with Weierstrass models. We first determine a crepant resolution.

2. We study the fibral structure of the resolved elliptic fibration. In particular, we identify the singular fibers appearing at collisions of singularities. They are composed of rational curves carrying weights of the representation \( R \) attached to the elliptic fibration.

3. Using intersection theory, we find the weights of the vertical curves at collisions of singularities and derive the representation \( R \). Each weight is minus the intersection number of the vertical curve with the fibral divisor not touching the section of the elliptic fibration. One interesting property of our approach is that for complex representations (such as the \((2, 4), \) or the \((1, 4)\) of \( A_1 \oplus A_3 \)), the weights of the dual representation appear naturally as weights of
some vertical curves. Hence, quaternionic representations are not forced by hand (to respect
the CPT invariance of an underlying physical theory) but are imposed by the geometry itself.

4. We determine the network of flops of each model by studying the hyperplane arrangement
$I(\mathfrak{g}, \mathcal{R})$. Crepant resolutions and flops are related to the structure of the extended Mori cone.
The hyperplane arrangement $I(\mathfrak{g}, \mathcal{R})$ is a combinatorial invariant that controls the behavior
of the extended Mori cone. The chamber structure of $I(\mathfrak{g}, \mathcal{R})$ corresponds to the 5d and 6d
Coulomb branches. The 6d Coulomb branch is related to the 5d Coulomb branch after a
circle compactification and dualizing tensor multiplets into vectors.

5. The crepant resolution allows us to compute the Euler characteristic of each models and the
triple intersection polynomial of the fibral divisors. We determine the Euler characteristic
by computing the pushforward of the total Chern class defined in homology [114]. Using
pushforward theorems for blowups and projective bundles, we express all topological invari-
ants in terms of the topology of the base. In the case of a Calabi–Yau threefold, we compute
the Hodge numbers using the Euler characteristic and the Shioda-Tate-Wazir theorem [300,
Corollary 4.1]. Even though the fiber structure of the models with a trivial Mordell–Weil
group is much more complicated than the one with a $\mathbb{Z}_2$ Mordell–Weil group, the Euler
characteristic of the former specializes to that of the latter (after imposing $aS + bT = -4K$
for $a, b \in \mathbb{N}$ depending on the gauge algebra\(^2\)), since both are defined by the same sequence
of blowups [114].

\(^2\)For example, for $(\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2$-model, the condition is given by $S + 2T = -4K$. 
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6. By comparing the triple intersection numbers with the one-loop quantum correction, we determine constraints on the number of hypermultiplets charged under irreducible components of $\mathbf{R}$. (For example in the case of $I_2 + I_4$-models, the fundamental representations are absent when the Mordell–Weil group is $\mathbb{Z}_2$; the possible gauge group and the corresponding representation are presented in Table 13.1.)

7. We check explicitly that the constraints obtained by identifying the triple intersection numbers with the one-loop prepotential are compatible with an uplift to an anomaly-free six-dimensional $\mathcal{N} = (1, 0)$ supergravity theory. In the theories with a trivial Mordell–Weil group, the triple intersection numbers did not completely fix the number of hypermultiplets transforming in a given irreducible representation. But all numbers are fixed by considering the constraints from the vanishing of the coefficient of $\text{tr} R^4$ and $\text{tr} F_a^4$ where $R$ is the Riemann curvature two-form and $F_a$ is the field strength of the vector field $A_a$.

We note that the first data we need is topological invariants such as the Euler characteristic of the compactifying space. We compute for the various simple models for the Euler characteristic of the elliptic fibration and specify their values for the cases of threefolds and fourfolds. Furthermore, in the case of Calabi–Yau threefolds, we compute the Hodge numbers. They are computed in various cases of the semi-simple models as well. This is feasible because the Euler characteristic of the threefolds and fourfolds is invariant under the choice of crepant resolutions. More generally, in contrast to the case of fivefolds, Chern and Pontryagin numbers of fourfolds are invariant under crepant birational maps. Hence we can only compute without considering all possible crepant resolutions to
compute the invariants for the threefolds and the fourfolds. We focus on these results in Part III:

1. Chapter 5: Generating functions of Euler characteristics, the Euler characteristics of the eliptically-fibered threefolds and fourfolds, and Hodge numbers of Calabi–Yau threefolds realizing various simple groups [114],

2. Chapter 6: Characteristic numbers of the eliptically-fibered fourfolds realizing various simple groups [116],

3. Chapter 7: Characteristic numbers of elliptically-fibered fourfolds with multisections or non-trivial Mordell–Weil groups [117].

In particular in Chapter 6, we compute various invariants of the elliptically-fibered fourfolds, which can be used as a compactifying space to give rise to a 3d or 4d theories. We compute the Euler characteristic, the holomorphic genera, the Todd-genus, the $L$-genus, the $\hat{A}$-genus, and the curvature invariant $X_8$ that appears in M-theory. We also show that certain characteristic classes are independent on the choice of the Kodaria fiber characterizing the group $G$. That is the case of $\int_Y c_1^2 c_2$, the arithmetic genus, and the $\hat{A}$-genus. Thus, it is enough to know $\int_Y c_2^2$ and the Euler characteristic $\chi(Y)$ to determine all the Chern numbers of an elliptically-fibered fourfold.

In Chapter 7, we compute characteristic numbers of elliptically-fibered fourfolds with multisections or non-trivial Mordell–Weil groups. We first consider the models of type $E_d$ with $d = 1, 2, 3, 4$ whose generic fibers are normal elliptic curves of degree $d$. We then analyze the characteristic numbers of the $Q_7$-model, which provides a smooth model for elliptic fibrations of rank one and generalizes the $E_5$, $E_6$, and $E_7$-models. Finally, we examine the characteristic numbers of $G$-
models with $G = SO(n)$ with $n = 3, 4, 5, 6$ and $G = PSU(3)$ whose Mordell–Weil groups are respectively $\mathbb{Z}_2$ and $\mathbb{Z}_3$. In each case, we compute the Chern and Pontryagin numbers, the Euler characteristic, the holomorphic genera, the Todd-genus, the $L$-genus, the $A$-genus, and the eight-form curvature invariant from M-theory.

A representation $R$ can be complex, pseudo-real (quaternionic) or real. A hypermultiplet transforming in a reducible quaternionic representation $R \oplus \overline{R}$, such that $R$ an irreducible complex representation of the gauge group, is called a full hypermultiplet. The completion of the complex representation $R$ to the reducible quaternionic representation $R \oplus \overline{R}$ is required by the CPT theorem. A hypermultiplet transforming in an irreducible quaternionic representation is called a half-hypermultiplet. On a half-hypermultiplet, the pseudo-real representation of the gauge group requires the existence of an anti-linear map that squares to minus the identity. In six (resp. five) dimensional Lorentzian spacetime, this anti-linear map allows the introduction of a symplectic Majorana Weyl (resp. symplectic Majorana) condition that reduces by half the number of degrees of freedom. In our convention, we avoid the double counting that consists of writing a reducible representation $R \oplus \overline{R}$ even when $R$ is an irreducible pseudo-real representation. A full hypermultiplet has multiplicity $n_R + n_{\overline{R}} = 2n_R$ while a half-hypermultiplet has multiplicity $n_R$. Since we do not double count half-hypermultiplets, we do not introduce factors of $1/2$ in the anomaly polynomial when $R$ is pseudo-real. Still, a hypermultiplet in a pseudo-real representation contributes to the anomaly polynomial half as much as a full hypermultiplet.

---

1When a hypermultiplet is charged under an irreducible complex representation $R$, its CPT dual is charged under the complex conjugate representation $\overline{R}$. 
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Comparing the triple intersection numbers with the one-loop prepotential gives constraints linear in $n_{R_i}$ that are sometimes enough to completely determine all the numbers $n_{R_i}$. This is for example the case for many models with a simple group $[112, 115, 124]$ and also semi-simple models with a $\mathbb{Z}_2$ Mordell–Weil group, namely the $\text{SO}(4)$-model, the $(\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2$-model, and the $(\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2$-model. The $\text{Spin}(4)$, $\text{SU}(2) \times \text{Sp}(4)$, and $\text{SU}(2) \times \text{SU}(4)$-models have in addition hypermultiplets transforming in fundamental representations and equating the one-loop prepotential and the triple intersection numbers does not provide enough constraints to fix all $n_{R_i}$. We can fix all $n_{R_i}$ in different ways.

- Firstly, by using Witten’s formula that asserts that the number of hypermultiplets transforming in the adjoint representation of an irreducible component $G_a$ of the gauge group is the (arithmetic) genus of the curve $S_a$ supporting that group. Witten’s formula uses M2-branes to study the quantization of the curve $S_a$ seen as a moduli space. Each (anti)-holomorphic 1-form on $S_a$ is responsible for a hypermultiplet.

- Secondly, by using techniques of intersecting branes to directly count $n_{R_i}$ as intersection numbers between components of the discriminant locus. This method assumes that the components intersect relatively well. For certain representations (such as the traceless second antisymmetric representation of $\text{Sp}(2n)$), this method has to be completed with a generalization of Witten’s formula.

- Finally, we can use the existence of an anomaly-free six-dimensional supergravity theory. Matching the triple intersection numbers with the one-loop prepotential and asking for the
vanishing of the coefficients of $\text{tr} R^4$ and $\text{tr} F^a_4$ in the anomaly polynomial of the 6d $\mathcal{N} = 1$ supergravity theory are enough to fix all the $n_{R_i}$. Here $R$ is the Riemann curvature two-form and $F_a$ are the field-strength of the vector fields. The vanishing of these quartic terms is a necessary condition to cancel anomalies by the Green-Schwarz mechanism.

We find that the last method is the most satisfying and general as it only relies on basic aspects of supergravity theories in five and six dimensions: exactness of the one-loop quantum correction and the cancellation of anomalies of the six-dimensional theory. We checked that all three methods give the same result. In a six-dimensional uplifted theory, the number of hypermultiplets are the same, but we have to adjust the number of vector and tensor multiplets. The tensor multiplets and spinors require cancellations of anomalies.

The anomalies in six-dimensional theories can be formally summarized by an eight-form $I_8$ constructed from the Riemann curvature two-form $R$ and the gauge curvature two-forms $F_i$ (see [147, 270] and [22, 106, 272]). The Green-Schwarz mechanism consists of adding a counterterm depending on the Yang-Mills and gravitational Chern-Simons three-forms and modifying the gauge transformation of the appropriate antisymmetric self-dual or anti-self-dual two-forms simultaneously [270, 272]. This requires $I_8$ to factorize into a product of two four-forms. We check these conditions in detail and factorize the anomaly polynomial $I_8$ explicitly for each cases.

Before factoring the anomaly polynomial $I_8$, a necessary condition is the vanishing of the coefficients of the terms $\text{tr} R^4$ and $\text{tr} F^a_4$ from the quartic contribution of the pure gravitational and the pure gauge anomalies. The condition on the pure gravitational anomaly requires knowing the Euler
characteristic of the elliptic fibration due to the content of hypermultiplets. Due to the recent results on the pushforward of blowups [114], we can now easily compute such invariants using a crepant resolution of singularities with centers that are local complete intersections. In particular, we get results that are independent of the dimension of the base and provide the results for all $n$-folds.

Using the number of multiplets, we show that the pure gravitational and the pure gauge anomalies are canceled using the number of representations $n_{R_i}$, which are restricted by matching triple intersection numbers with the one-loop quantum correction to the cubic prepotential (see Section 2.13.2). Assuming that the coefficients of $\text{tr} R^4$ and $\text{tr} F^3_4$ vanish, for the semi-simple gauge group with two simple components $G = G_1 \times G_2$, the anomaly polynomial is

\[
I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_1^{(2)} + X_2^{(2)}) \text{tr} R^2 - \frac{2}{3} (X_1^{(4)} + X_2^{(4)}) + 4 Y_{12},
\]

which we prove to reduce to a perfect square for all case considered, as expected from Sadov’s work [269]. More precisely,

\[
I_8 = \frac{1}{2 \sqrt{2}} \left( \frac{K}{2} \text{tr} R^2 - 2 \text{Str}_4 F_4^2 - 2 T \text{tr}_4 F_4^2 \right)^2.
\]

The term that is squared is used as a magnetic source for the antisymmetric two-form in the gravitational multiplet that cancel the anomaly in the Green-Schwarz-Sognatti mechanism.

In summary, following Sadov, there is a geometric formulation of the Green-Schwarz mechanism for elliptically fibered Calabi–Yau threefolds [269]. Hence, the number of multiplets, which are
computed from the triple intersection numbers, can be used to check if the Green-Schwarz mechanism cancels the anomalies in the $6d$ theory uplift. This method was introduced in [45] and implemented explicitly in [124] for $SU(n)$-models, and the following cases in this thesis:

1. Chapter 8: $F_4$-models [115],

2. Chapter 9: $G_2$, Spin(7), Spin(8)-models [112],

3. Chapter 10: $SO(4)$ and Spin(4)-models [118],

4. Chapter 11: $SU(2) \times G_2$-models [119],

5. Chapter 12: $SU(2) \times SU(3)$-models [113],

6. Chapter 13: $SU(2) \times Sp(4)$, $(SU(2) \times Sp(4))/\mathbb{Z}_2$, $SU(2) \times SU(4)$, $(SU(2) \times SU(4))/\mathbb{Z}_2$-models [121].

An important aspect of the dictionary between elliptic fibrations and gauge theories is that the elliptic fibration also captures global aspects of the gauge theory: the fundamental group $\pi_1(G)$ of the gauge group is isomorphic to the Mordell–Weil group of the elliptic fibration [20, 229, 239], see also [31, and refs. within]. One natural question is how the Mordell–Weil group of the elliptic fibration affects these supergravity theories. These questions have their mathematical counterparts that are also interesting for their own sake. For example, what is the effect on the Coulomb branch of a five-dimensional gauge theory when a semi-simple group is quotiented by a subgroup of its center? This physics question translates in mathematics to the following: what happens to the extended Mori cone of an elliptically-fibered Calabi–Yau threefold when the Mordell–Weil group is purely
torsion? Moreover, would this five-dimensional theory with such a Mordell–Weil group still have a six-dimensional uplift with cancellation of anomalies?

For all the collisions we consider with the Mordell–Weil group $\mathbb{Z}_2$ in this thesis, namely Chapters 10 and 13, the Mordell–Weil group $\mathbb{Z}_2$ is an obstruction for the presence of fundamental representations. This change of matter content has also consequences for the cancellations of anomalies in the six-dimensional theory.

Given a complex Lie algebra $\mathfrak{g}$, there is a unique simply connected compact Lie group $\tilde{G} = \exp(\mathfrak{g})$. We denote the center of $\tilde{G}$ by $Z(\tilde{G})$. All Lie groups sharing the same Lie algebra have the same universal cover $\tilde{G} = \exp(\mathfrak{g})$ and are quotient of $\tilde{G}$ by a subgroup $H$ of its center $Z(\tilde{G})$. The center of the group $\tilde{G}/H$ is then $Z(\tilde{G})/H$ and depends not only on the isomorphic class of $H$ but also on the embedding of $H$ in $Z(\tilde{G})$. It follows that gauge groups with the same Lie algebra can have different centers and first homotopy groups. In a gauge theory, the center and the first homotopy group of the group play a crucial role in the description of non-local operators such as Wilson lines and ‘tHooft operators. Since not all representations of the Lie algebra $\mathfrak{g}$ are coming from a representation of the Lie group, a non-trivial Mordell–Weil group places restrictions on the representation $R$. The choice of the correct group depends on the Mordell–Weil and is constrained by the representation $R$.

We can also investigate when the Mordell–Weil group is a $U(1)$. In chapter 4, we introduce a new model for elliptic fibrations endowed with a Mordell–Weil group of rank one. We call it a $\mathbb{Q}_r(\mathcal{L}, \mathcal{S})$ model. It naturally generalizes several previous models of elliptic fibrations popular in the F-theory literature.
1. Chapter 4: $Q_7$-Model – a new model for elliptic fibrations with a rank one Mordell–Weil group.

We use this model to determine the spectrum of singular fibers of an elliptic fibration of rank one and compute a generating function for its Euler characteristic. With a view toward string theory, we determine a semi-stable degeneration which is understood as a weak coupling limit in F-theory. We show that it satisfies a non-trivial topological relation at the level of homological Chern classes. This identity ensures that the D3 charge in F-theory is the same as the one in the weak coupling limit.

The weak coupling limit is reviewed in Section 2.10

We work over the complex numbers and assume that the base $B$ is a smooth projective variety, $\mathcal{L}$ is a line bundle over $B$, and $S = V(s)$ is a smooth irreducible subvariety of $B$ given by the zero scheme of a section $s$ of a line bundle $\mathcal{L}$. The locus of points of $B$ over which the fiber is singular is called the discriminant locus of $\phi$. Under mild assumptions, the discriminant is a Cartier divisor $[101]$. An elliptic fibration is a proper surjective morphism $\phi : Y \to B$ between algebraic varieties such that the generic fiber of $\phi$ is a smooth algebraic curve of genus one and $\phi$ is endowed with a rational section.

The local ring of a subvariety $S$ of $X$ is denoted $\mathcal{O}_{X,S}$, its maximal ideal is $\mathfrak{m}_{X,S}$ and the quotient field is the residue field $\kappa(S) = \mathcal{O}_{X,S}/\mathfrak{m}_{X,S}$. The local ring $\mathcal{O}_{X,S}$ is the stalk of the structure sheaf of $X$ at the generic point $\eta_S$ of $S$ and $\kappa(S)$ is the function field of $S$. If $S$ is a divisor, $\mathcal{O}_{X,S}$ is a one dimensional local domain. In case $X$ is nonsingular along $S$, $\mathcal{O}_{X,S}$ is a discrete valuation ring and the order of vanishing is given by the usual valuation.
We denote the vanishing locus of the sections $f_1, \ldots, f_n$ by $V(f_1, \ldots, f_n)$. The tangent bundle of a variety $X$ is denoted by $TX$ and the normal bundle of a subvariety $Z$ of a variety $X$ is denoted by $N_Z X$. Let $\mathcal{V} \to B$ be a vector bundle over a variety $B$. We denote the by $\mathbb{P}(\mathcal{V})$ the projective bundle of lines in $\mathcal{V}$. We use Weierstrass models defined with respect to the projective bundle $\pi : X_0 = \mathbb{P}[\mathcal{O}_B \oplus L \otimes^2 \oplus L \otimes^3] \to B$ where $L$ is a line bundle of $B$. We denote the pullback of $L$ with respect to $\pi$ by $\pi^* L$. We denote by $\mathcal{O}_{X_0}(1)$ the canonical line bundle on $X_0$, i.e., the dual of the tautological line bundle of $X_0$ (see [136, Appendix B.5]). The Weierstrass model $\phi : Y_0 \to B$ is defined as the zero-scheme of a section of $\mathcal{O}_{Y_0}(3) \otimes \pi^* L \otimes^6$—Weierstrass models and Deligne’s formulaire are studied in more detail in Section 2.2.1. Any elliptic fibration over a smooth variety defined with an algebraically closed field is birational to a (possibly singular) Weierstrass model [94, 246, 247]. For Weierstrass models, we use the notation of Tate as presented in Deligne’s formulaire [94]. Tate’s algorithm determines the type of the geometric fiber over the special point of a Weierstrass model over a discrete valuation ring by manipulating the coefficients of the Weierstrass model [290]. There are well-known formulas to compute the discriminant locus $\Delta$ and the $j$-invariant of a Weierstrass model. Tate’s algorithm is studied in detail in Section 2.2.6. The type of singular fibers over a generic point of a divisor $S$ of the base are classified by Kodaira and Néron. They are reviewed in Sections 2.1.1 and 2.2.5. We denote the geometric fibers of an elliptic surface by Kodaira symbols. To denote a generic fiber, we decorate the Kodaira fiber by an index “ns”, “ss”, or “s” that characterizes the degree of the field extension necessary to move from the generic fiber to the geometric generic fiber. We denote the type of the geometric generic fiber over an irreducible component of the discriminant locus by one of the Kodaira symbols $I_n, IV, III, I^*_n, IV^*, III^*$, and
We use the conventions of Carter and denote an affine Dynkin diagram by $\tilde{g}$, where $g$ is the Dynkin diagram of a simple Lie algebra $[70]$. We write $\tilde{g}'$ for the twisted Dynkin diagram whose Cartan matrix is the transpose of the Cartan matrix of $\tilde{g}$. This notation is only relevant when $g$ is not simply laced, that is, for $g = G_2, F_4, B_{3+k},$ or $C_{2+k}$. Given a vector bundle $\mathcal{V}$, we denote by $\mathbb{P}[\mathcal{V}]$ the projective bundle of lines of $\mathcal{V}$. In intersection theory, we follow the conventions of Fulton $[136]$.

Given a vector bundle $V \to B$ defined over a variety $B$, we denote by $\pi : \mathbb{P}[V] \to B$ the projectivization of a vector bundle $V \to B$. This is extended to weighted projective bundles, for which we write $\mathbb{P}_{\vec{w}}[V]$ where $\vec{w}$ are the weights of characterizing the weighted projective bundle. There are two conventions for projective bundles. We use the classical (pre-Grothendieck) convention in which a projective space $\mathbb{P}[V]$ is the space of directions of a vector space $V$ in contrast to the space of hyperplanes. This is particularly important when dealing with Chern classes. Our convention on projective bundle matches Fulton’s book on intersection theory. We denote by $\mathbb{P}[\mathcal{V}]_\mathcal{W}$ the collection of hypersurfaces defined as the zero locus of a section of the line bundle $\mathcal{W}$ in the projective bundle $\mathbb{P}[V]$. We denote by $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(-1)$ the tautological line bundle of $\mathbb{P}[V]$. Its dual is denoted $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(1)$.

We denote by $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(n)$ the $n$th tensor product of $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(1)$ (if $n > 0$) and of $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(-1)$ if $n < 0$. When the context is clear, we abuse notations and write $\mathcal{O}(n)$ for $\mathcal{O}_{\mathbb{P}[\mathcal{V}]}(n)$. 

II$^*$ [200].
2.1 Elliptic fibrations and fiber types

2.1.1 Fiber types, dual graphs, Kodaira symbols

**Definition 2.1.1 (Algebraic cycle).** An algebraic cycle of a Noetherian scheme $X$ is a finite formal sum $\sum_i N_i V_i$ of subvarieties $V_i$ with integer coefficients $N_i$. If all the subvarieties $V_i$ have the same dimension $d$, the cycle is called a $d$-cycle. The free group generated by subvarieties of dimension $d$ is denoted $Z_d(X)$. The group of all cycles, denoted $Z(X) = \bigoplus_d Z_d(X)$, is the free group generated by subvarieties of $X$.

**Definition 2.1.2 (Degree of a zero-cycle[136, Chapter 1, Definition 1.4, p. 13]).** Let $X$ be a complete scheme. The degree of a zero-cycle $\sum N_i p_i$ of $X$ is

$$\deg(\sum_i N_i p_i) = \sum_i N_i [k(p_i) : k],$$

where $[k(p_i) : k]$ is the degree of the field extension $k(p_i) \to k$.

Let $\Theta$ be an algebraic one-cycle with irreducible decomposition $\Theta = \sum_i m_i \Theta_i$. We denote by $\Theta_i \cdot \Theta_j$ the zero-cycle defined by the intersection of $\Theta_i$ and $\Theta_j$ for $i \neq j$.

**Definition 2.1.3 (n-points, tree).** A $\text{n-point}$ of an algebraic one-cycle $\Theta$ is a point in $\bigcup_j \Theta_j$, which belongs to exactly $n$ distinct irreducible components $\Theta_j$. An algebraic one-cycle $\Theta$ is said to be a tree if it does not have $n$-points for $n > 2$. Two curves intersect transversally if their intersection consists of isolated reduced closed points.
Following Kodaira [200], we introduce the following definition:

**Definition 2.1.4 (Fiber type).** The type of an algebraic one-cycle $\Theta \in Z_1(X)$ with irreducible decomposition $\Theta = \sum_i m_i \Theta_i$ consists of the isomorphism class of each irreducible curve $\Theta_i$, together with the topological structure of the reduced polyhedron $\sum_i \Theta_i$.

The topological structure of the polyhedron $\sum_i \Theta_i$ is characterized by the underlying set of the scheme-theoretic intersection $\Theta_i \cap \Theta_j (i \neq j)$ of the irreducible components $\Theta_i$.

**Definition 2.1.5 (Dual graph).** Given an algebraic one-cycle $\Theta$ with irreducible decomposition $\Theta = \sum_i m_i \Theta_i$, we associate a weighted graph (called the dual graph of $\Theta$) such that

- the vertices are the irreducible components $\Theta_i$ of the fiber,
- the weight of the vertex corresponding to an irreducible component $\Theta_i$ is its multiplicity $m_i$,
- the vertices corresponding to the irreducible components $\Theta_i$ and $\Theta_j$ ($i \neq j$) are connected by $\Theta_{i,j} = \deg[\Theta_i \cap \Theta_j]$ edges.\(^4\)

The type of the geometric fiber over a codimension one point of a minimal elliptic fibration is called the *Kodaira type* of the fiber. As shown by Kodaira [200] and Néron [251], there are 10 Kodaira types, and we denote them with the notation of Kodaira.

**Definition 2.1.6 (Kodaira symbols, See [200, Theorem 6.3]).** Kodaira has introduced the following symbols characterizing the type of one-cycles appearing in the study of minimal elliptic surfaces. See Table 2.1 for a visualization of these fibers.

\(^4\)The degree $\deg(\alpha_0)$ of a zero-cycle $\alpha_0$ is defined by passing to the Chow ring and using the degree defined in [136, Definition 1.4].
1. **Type I**₀: a smooth curve of genus 1.

2. **Type I**₁: an irreducible nodal rational curve.

3. **Type II**: an irreducible cuspidal rational curve.

4. **Type I**₂: \( \Theta = \Theta_1 + \Theta_2 \) and \( \Theta_1 \cdot \Theta_2 = p_1 + p_2 \): two smooth rational curves intersecting transversally at two distinct points \( p_1 \) and \( p_2 \). The dual graph of \( I_2 \) is \( \tilde{A}_1 \).

5. **Type III**: \( \Theta = \Theta_1 + \Theta_2 \) and \( \Theta_1 \cdot \Theta_2 = 2p \): two smooth rational curves intersecting at a double point. Its dual graph is \( \tilde{A}_1 \).

6. **Type IV**: \( \Theta = \Theta_1 + \Theta_2 + \Theta_3 \) and \( \Theta_1 \cdot \Theta_2 = \Theta_2 \cdot \Theta_3 = p \): a 3-star composed of smooth rational curves. Its dual graph is \( \tilde{A}_2 \).

7. **Type I**ₙ \((n \geq 3)\): \( \Theta = \Theta_0 + \cdots + \Theta_n \) with \( \Theta_i \cdot \Theta_{i+1} = p_i \) \( i = 0, \ldots, n-1 \) and \( \Theta_n \cdot \Theta_0 = p_n \). Its dual graph is the affine Dynkin diagram \( \tilde{A}_{n-1} \).

8. **Type I**ₙ* \((n \geq 0)\): \( \Theta = \Theta_0 + \Theta_1 + 2\Theta_2 + \cdots + 2\Theta_{n+2} + \Theta_{n+3} + \Theta_{n+4} \), with \( \Theta_i \cdot \Theta_{i+1} = p_i \) \((i = 1, \ldots, n+2)\), \( \Theta_0 \cdot \Theta_2 = p_0, \Theta_{n+4} \cdot \Theta_{n+2} = p_{n+4} \). The dual graph the affine Dynkin diagram \( \tilde{D}_{4+n} \).

9. **Type IV***: \( \Theta = \Theta_0 + \Theta_1 + 2\Theta_2 + 2\Theta_3 + 3\Theta_4 + 2\Theta_5 + \Theta_6 \) with \( \Theta_i \cdot \Theta_{i+1} = p_i \) \((i = 3, \ldots, 6)\), \( \Theta_1 \cdot \Theta_3 = p_3, \Theta_0 \cdot \Theta_2 = p_0, \Theta_2 \cdot \Theta_4 = p_2 \). The dual graph is the affine Dynkin diagram \( \tilde{E}_6 \).

10. **Type III***: \( \Theta = \Theta_0 + 2\Theta_1 + 2\Theta_2 + 3\Theta_3 + 4\Theta_4 + 3\Theta_5 + 2\Theta_6 + \Theta_7 \) with \( \Theta_i \cdot \Theta_{i+1} = p_i \) \((i = 3, \ldots, 6)\), \( \Theta_1 \cdot \Theta_3 = p_3, \Theta_0 \cdot \Theta_1 = p_0, \Theta_2 \cdot \Theta_4 = p_2 \). The dual graph is the affine Dynkin diagram \( \tilde{E}_6 \).
Type II*: $\Theta = 2\Theta_1 + 3\Theta_2 + 4\Theta_3 + 6\Theta_4 + 5\Theta_5 + 4\Theta_6 + 3\Theta_7 + 2\Theta_8 + \Theta_0$, with $\Theta_i \cdot \Theta_{i+1} = p_i$ ($i = 3, \ldots, 7$), $\Theta_1 \cdot \Theta_3 = p_1$, $\Theta_8 \cdot \Theta_6 = p_8$, and $\Theta_2 \cdot \Theta_4 = p_2$. The dual graph the affine Dynkin diagram $\tilde{E}_7$.

The dual graph of a Kodaira fiber is always an affine Dynkin diagram of type ADE (see Table 2.2), while the dual graph of a generic fiber itself can be the affine Dynkin diagram of a non-simply-laced simple Lie algebra.

Let $G$ be a simply-connected simple Lie group with Dynkin diagram $\mathfrak{g}$. We denote by $\tilde{\mathfrak{g}}$ the affine Dynkin diagram that reduces, upon removal of its extra node, to the Dynkin diagram $\mathfrak{g}$. Following Carter [70], we write $\tilde{\mathfrak{g}}'$ for its Langlands dual, namely, the twisted Dynkin diagram whose Cartan matrix is the transpose of the Cartan matrix of $\tilde{\mathfrak{g}}$. In particular, $\tilde{\mathfrak{g}}$ and $\tilde{\mathfrak{g}}'$ are distinct only when $\mathfrak{g}$ is not simply laced (that is, when $\mathfrak{g} = B_k$, $C_k$, $G_2$, or $F_4$).
Table 2.1: Kodaira-Néron classification of geometric fibers over codimension one points of the base of an elliptic fibration [200, 251]. The $j$-invariant of the $I_0$ is never $\infty$ and can take any finite value.

<table>
<thead>
<tr>
<th>Type</th>
<th>$v(c_4)$</th>
<th>$v(c_6)$</th>
<th>$v(\Delta)$</th>
<th>$j$</th>
<th>Monodromy</th>
<th>Fiber</th>
<th>Dual Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_0$</td>
<td>$\geq 0$</td>
<td>$\geq 0$</td>
<td>$0$</td>
<td>$\mathbb{C}$</td>
<td>$I_2$</td>
<td>Smooth</td>
<td>-</td>
</tr>
<tr>
<td>$I_1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$\infty$</td>
<td>$\left( \begin{array}{cc} 1 &amp; 1 \ 0 &amp; 1 \end{array} \right)$</td>
<td>$\preceq$</td>
<td>$\tilde{A}_0$</td>
</tr>
<tr>
<td>$II$</td>
<td>$\geq 1$</td>
<td>$1$</td>
<td>$2$</td>
<td>$0$</td>
<td>$\left( \begin{array}{cc} 1 &amp; 1 \ -1 &amp; 0 \end{array} \right)$</td>
<td>$\prec$</td>
<td>$\tilde{A}_0$</td>
</tr>
<tr>
<td>$III$</td>
<td>$1$</td>
<td>$\geq 2$</td>
<td>$3$</td>
<td>$1728$</td>
<td>$\left( \begin{array}{cc} 0 &amp; 1 \ -1 &amp; 0 \end{array} \right)$</td>
<td>$\preceq$</td>
<td>$\tilde{A}_1$</td>
</tr>
<tr>
<td>$IV$</td>
<td>$\geq 2$</td>
<td>$2$</td>
<td>$4$</td>
<td>$0$</td>
<td>$\left( \begin{array}{cc} 0 &amp; 1 \ -1 &amp; -1 \end{array} \right)$</td>
<td>$\preceq$</td>
<td>$\tilde{A}_2$</td>
</tr>
<tr>
<td>$I_n$</td>
<td>$0$</td>
<td>$0$</td>
<td>$n &gt; 1$</td>
<td>$\infty$</td>
<td>$\left( \begin{array}{cc} 1 &amp; n \ 0 &amp; 1 \end{array} \right)$</td>
<td>$\tilde{A}_{n-1}$</td>
<td></td>
</tr>
<tr>
<td>$I^*_n$</td>
<td>$2$</td>
<td>$\geq 3$</td>
<td>$n + 6$</td>
<td>$\infty$</td>
<td>$\left( \begin{array}{cc} -1 &amp; -n \ 0 &amp; -1 \end{array} \right)$</td>
<td>$\tilde{D}_{n+4}$</td>
<td></td>
</tr>
<tr>
<td>$IV^*$</td>
<td>$\geq 3$</td>
<td>$4$</td>
<td>$8$</td>
<td>$0$</td>
<td>$\left( \begin{array}{cc} -1 &amp; -1 \ 1 &amp; 0 \end{array} \right)$</td>
<td>$\tilde{E}_6$</td>
<td></td>
</tr>
<tr>
<td>$III^*$</td>
<td>$3$</td>
<td>$\geq 5$</td>
<td>$9$</td>
<td>$1728$</td>
<td>$\left( \begin{array}{cc} 0 &amp; -1 \ 1 &amp; 0 \end{array} \right)$</td>
<td>$\preceq$</td>
<td>$\tilde{E}_7$</td>
</tr>
<tr>
<td>$II^*$</td>
<td>$\geq 4$</td>
<td>$5$</td>
<td>$10$</td>
<td>$0$</td>
<td>$\left( \begin{array}{cc} 0 &amp; -1 \ 1 &amp; 1 \end{array} \right)$</td>
<td>$\tilde{E}_8$</td>
<td></td>
</tr>
</tbody>
</table>
2.1.2 Elliptic fibrations, generic versus geometric fibers

**Definition 2.1.7** (Elliptic fibrations). A surjective proper morphism \( \phi : Y \to B \) between two algebraic varieties \( Y \) and \( B \) is called an elliptic fibration if the generic fiber of \( \phi \) is a smooth projective curve of genus one and \( \phi \) has a rational section. When \( B \) is a curve, \( Y \) is called an elliptic surface. When \( B \) is a surface, \( Y \) is said to be an elliptic threefold. In general, if \( B \) has dimension \( n - 1 \), \( Y \) is called an elliptic \( n \)-fold.

The locus of singular fibers of \( \phi \) is called the discriminant locus of \( \phi \) and is denoted \( \Delta(\phi) \) or simply \( \Delta \) when the context is clear. If the base \( B \) is smooth, the discriminant locus is a divisor \([101]\). The singular fibers of a minimal elliptic surface have been classified by Kodaira and Néron. The dual graphs of these geometric fibers are affine Dynkin diagrams. We denote these singular fibers by their Kodaira symbols as described in Definition 2.1.6 and presented in Table 2.1.

The language of schemes streamlines many notions in the study of fibrations. We review some basic definitions.

<table>
<thead>
<tr>
<th>Tate’s Step</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kodaira’s symbol</td>
<td>( I_0 )</td>
<td>( I_{n&gt;0} )</td>
<td>( II )</td>
<td>( III )</td>
<td>( IV )</td>
<td>( I^*_0 )</td>
<td>( I^*_{n&gt;0} )</td>
<td>( IV^* )</td>
<td>( III^* )</td>
<td>( II^* )</td>
</tr>
<tr>
<td>Néron’s type</td>
<td>( A )</td>
<td>( B_n )</td>
<td>( C_1 )</td>
<td>( C_2 )</td>
<td>( C_3 )</td>
<td>( C_{4,n} )</td>
<td>( C_3 )</td>
<td>( C_6 )</td>
<td>( C_7 )</td>
<td>( C_8 )</td>
</tr>
<tr>
<td>Dual graph</td>
<td>(-)</td>
<td>( A_{n-1} )</td>
<td>( \tilde{A}_1 )</td>
<td>( \tilde{A}_1 )</td>
<td>( \tilde{A}_2 )</td>
<td>( D_4 )</td>
<td>( \tilde{D}_{4+n} )</td>
<td>( E_6 )</td>
<td>( E_7 )</td>
<td>( E_8 )</td>
</tr>
<tr>
<td>( \nu(\Delta) )</td>
<td>0</td>
<td>( n )</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>( 6 + n )</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>( \nu(j) )</td>
<td>0</td>
<td>( -n )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( -n )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( j )</td>
<td>( j \in \mathbb{C} )</td>
<td>( j = \infty )</td>
<td>( j = 0 )</td>
<td>( j = 1728 )</td>
<td>( j = 0 )</td>
<td>( j \in \mathbb{C} )</td>
<td>( j = \infty )</td>
<td>( j = 0 )</td>
<td>( j = 1728 )</td>
<td>( j = 0 )</td>
</tr>
</tbody>
</table>

Table 2.2: Kodaira-Néron classification. When working over an algebraically closed field, the fiber type is determined uniquely by the valuation of the discriminant \( \Delta \) and the \( j \)-invariant.
**Definition 2.1.8** (Fiber over a point). Let \( \phi : Y \rightarrow B \) be a morphism of schemes. For any \( p \in B \), the fiber over \( p \) is denoted \( Y_p \) and defined using a fibral product\(^5\) as

\[
Y_p = Y \times_B \text{Spec } \kappa(p).
\]

The first projection \( Y_p \rightarrow Y \) induces an homeomorphism from \( Y_p \) onto \( f^{-1}(p) \) [219, §3.1 Proposition 1.16]. The second projection gives \( Y_p \) the structure of a scheme over the residue field \( \kappa(p) \).

If \( p \) is not a closed point\(^6\), the residue field \( \kappa(p) \) is not necessarily algebraically closed. Certain components of \( Y_p \) could be \( \kappa(p) \)-irreducible (i.e. irreducible when defined over \( \kappa(p) \)) while they become reducible after an appropriate field extension. An irreducible scheme over a field \( k \) is said to be **geometrically irreducible** when it stays irreducible after any field extension. The most refined description of the fiber \( Y_p \) is always the one corresponding to the algebraic closure \( \overline{\kappa(p)} \) of \( \kappa(p) \). This motivates the following definition.

**Definition 2.1.9.** The geometric fiber over \( p \) is the fiber \( Y_p \times_{\kappa(p)} \overline{\kappa(p)} \), the fiber \( Y_p \) after the base change induced by the field extension \( \kappa(p) \rightarrow \overline{\kappa(p)} \) to the algebraic closure of \( \kappa(p) \).

By construction, a geometric fiber is always composed of geometrically irreducible components.

**Definition 2.1.10.** We say that the type of a fiber \( Y_p \) is **geometric** if it does not change after a field extension.

\(^5\) Given three sets \( (A_1, A_2, \text{and} S) \) and two maps \( \phi_1 : A_1 \rightarrow B \) and \( \phi_2 : A_2 \rightarrow B \), we define the fibral product \( A_1 \times_S A_2 \) as the subset of \( A_1 \times A_2 \) composed of couples \((a_1, a_2)\) such that \( \phi_1(a_1) = \phi_2(a_2) \).

\(^6\) For example, if \( p \) is the generic point of a subvariety of \( B \).
Remark 2.1.11. To emphasize the difference between the fiber $Y_p$ and its geometric fiber, we will refer to the fiber $Y_p$ (defined with respect to the residue field $\kappa(p)$) as the arithmetic fiber.

For an elliptic $n$-fold, the Kodaira fibers are also the geometric generic fibers of the irreducible components of the reduced discriminant locus. While the dual graph of a Kodaira fiber is an affine Dynkin diagram of type $\tilde{A}_k, \tilde{D}_{4+k}, \tilde{E}_6, \tilde{E}_7$, or $\tilde{E}_8$, the dual graph of the generic (arithmetical) fiber itself can also be a twisted Dynkin diagram of type $\tilde{B}_{5+k}, \tilde{C}_{2+k}, \tilde{G}_2$, or $\tilde{P}_4$. This is reviewed in Tables 2.3 and 2.4. These dual graphs are not geometric in the sense that after an appropriate base change they become $\tilde{D}_{4+n}, \tilde{A}_{2+2k}$ or $\tilde{A}_{2+2k}$, and $\tilde{E}_6$ respectively. The Kodaira fibers of the following type never need a field extension:

$I_0, II, III, III^*, and II^*$. 

The remaining Kodaira fibers ($IV, I_{n>1}, I_{n}^*, and IV^*$) can come from fibers $Y_p$ whose types are not geometric and require at least a field extension of degree 2 to describe a fiber with a geometric type. When the fiber $Y_p$ has a geometric type, the type of the fiber is said to be split. Otherwise, the type of $Y_p$ is said to be non-split. When that is the case we mark the fiber with an “ns” superscript: $IV_{ns}$, $I_{n}^{ns}, I_{n}^{*,ns}, (n \geq 2)$ and $IV^{ns}$. When a field extension is not needed, the fibers are marked with an “s” superscript (“split”): $IV^s, I_{n}^s, I_{n}^{*,s}, (n \geq 2)$ and $IV^{ns}$. The fiber of type $I_0^s$ can be split, semi-split, or non-split if the Kodaira types require no field extension, a quadratic extension, or a cubic extension. The corresponding dual graphs are respectively $\tilde{D}_4, \tilde{B}_3$, and $\tilde{G}_2$.
2.2 Weierstrass models, Tate’s algorithm, and Mordell–Weil group

A genus-one fibration over a variety $B$ is a surjective morphism $\phi : Y \to B$ onto $B$ such that the general fiber is a smooth projective curve of genus one. A rational section of the genus-one fibration is a rational map $\sigma : B \to Y$ such that the image of $\phi \circ \sigma$ is dense in $B$ and restrict to the identity on the domain of definition of $\sigma$. In particular, a rational section can be ill-defined over a divisor of $B$. The image of the base under a rational section gives a divisor of $Y$.

When the genus-one fibration admits a rational section, we call it an elliptic fibration. An elliptic fibration is birational to a Weierstrass model [94, 246].

2.2.1 Weierstrass models, Mordell–Weil group, and Deligne’s formulaire

We follow the notation of Deligne [94]. Let $\mathcal{L}$ be a line bundle over a quasi-projective variety $B$. We define the following projective bundle (of lines):

$$
\pi : X_0 = \mathbb{P}_B[\mathcal{O}_B \oplus \mathcal{L}^\oplus 2 \oplus \mathcal{L}^\oplus 3] \to B. \tag{2.1}
$$

The relative projective coordinates of $X_0$ over $B$ are denoted $[z : x : y]$, where $z, x, y$ are defined respectively by the natural injection of $\mathcal{O}_B, \mathcal{L}^\oplus 2,$ and $\mathcal{L}^\oplus 3$ into $\mathcal{O}_B \oplus \mathcal{L}^\oplus 2 \oplus \mathcal{L}^\oplus 3$. Hence, $z$ is a section of $\mathcal{O}_{X_0}(1), x$ is a section of $\mathcal{O}_{X_0}(1) \otimes \pi^* \mathcal{L}^\oplus 2$, and $y$ is a section of $\mathcal{O}_{X_0}(1) \otimes \pi^* \mathcal{L}^\oplus 3$.

**Definition 2.2.1.** A Weierstrass model is an elliptic fibration $\phi : Y \to B$ cut out by the zero locus of a section of the line bundle $\mathcal{O}(3) \otimes \pi^* \mathcal{L}^\oplus 6$ in $X_0$. 
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The most general Weierstrass equation is written in the notation of Tate as \[ F = 0 \] with
\[
F = y^2z + a_1xyz + a_3yz^2 - (x^3 + a_2x^2z + a_4xz^2 + a_6z^3),
\]
(2.2)

where \( a_i \) is a section of \( \pi^* \mathcal{L} \otimes i \) on \( B \). Such a hypersurface is an elliptic fibration since over the generic point of the base, the fiber is a nonsingular cubic planar curve with a rational point \( (x = z = 0) \).

The line bundle \( \mathcal{L} \) is called the fundamental line bundle of the Weierstrass model \( \phi : Y \to B \) and can be defined directly from the elliptic fibration \( Y \) as \( \mathcal{L} = R^1 \phi_* \mathcal{O}_Y \).

The rational section of the Weierstrass model is then \( O : z = x = 0 \), which is a point of inflection on the generic fiber. The group of rational sections of the elliptic fibration \( \phi : Y \to B \) is called the Mordell–Weil group \( \text{MW}(\phi) \). It is a finitely generated Abelian group. Its rank and torsion group are birational invariants of the elliptic fibration. The definition of \( \text{MW}(\phi) \) assumes the choice of an identity element. For a Weierstrass equation, the canonical choice is the point of inflection \( O : z = x = 0 \).

Following Tate and Deligne, we introduce the following quantities [94]

\[
\begin{align*}
12 b_2 &= a_1^2 + 4a_2, & b_4 &= a_1a_3 + 2a_4, & b_6 &= a_3^2 + 4a_6 \\
12 b_8 &= a_1^2a_6 - a_1a_3a_4 + 4a_2a_6 + a_5a_3^2 - a_4^2 \\
c_4 &= b_2^2 - 24b_4, & c_6 &= -b_2^4 + 36b_2b_4 - 216b_6 \\
\Delta &= -b_2^3b_8 - 8b_4^3 - 27b_6^2 + 9b_2b_4b_6, & j &= c_4^3/\Delta
\end{align*}
\]
(2.3)
These quantities satisfy the following two relations

\[ 1728\Delta = c_4^3 - c_6^2, \quad 4b_8 = b_2b_6 - b_4^2. \]  \hspace{1cm} (2.4)

The \( b_i \) (\( i = 2, 3, 4, 6 \)) and \( c_i \) (\( i = 4, 6 \)) are sections of \( \pi^*L^\otimes i \). The discriminant \( \Delta \) is a section of \( \pi^*L^\otimes 12 \). Geometrically, the discriminant locus is the subvariety of \( B \) cut out by the equation \( \Delta = 0 \), and is the locus of points \( p \) of the base \( B \) such that the fiber over \( p \) (i.e. \( Y_p \)) is singular.

Over a generic point of \( \Delta \), the fiber is a nodal cubic that degenerates to a cuspidal cubic over the codimension-two locus \( \epsilon_4 = \epsilon_6 = 0 \). Up to isomorphisms, the \( j \)-invariant \( j = c_4^3/\Delta \) uniquely characterizes nonsingular elliptic curves.

If we complete the square in \( y \) in the Weierstrass equation, the equation becomes

\[ zy^2 = x^3 + \frac{1}{4} b_2 x^2 z + \frac{1}{2} b_4 x z^2 + \frac{1}{4} b_6 z^3. \]  \hspace{1cm} (2.5)

In addition, if we complete the cube in \( x \) gives the short form of the Weierstrass equation, the equation becomes

\[ zy^2 = x^3 - \frac{1}{48} \epsilon_4 x^2 z^2 - \frac{1}{864} \epsilon_6 z^3. \]  \hspace{1cm} (2.6)

2.2.2 **Quartic models of genus one curve and elliptic fibrations**

We can think of an elliptic fibration as an elliptic curve over the function field of the base. From that point of view, the Mordell–Weil group is really just the group of rational points. Given a divisor of
degree two on a genus one curve, the Riemann-Roch theorem ensures that the curve can be embedded in the weighted projective space $\mathbb{P}_{2,1,1}$ as a quartic curve

$$u^2 = q_0 y^4 + q_1 y^3 z + q_2 y^2 z^2 + q_3 yz^3 + q_4 z^4.$$ (2.7)

For general values of the coefficients, this is a smooth genus one fibration. Genus one fibration of this type has been discussed recently by Braun and Morrison [59]. If we call $L^2$ the line bundle over the base such that $u$ is a section of $O(2) \otimes \pi^* L^2$, then equation (2.7) is of type $\mathbb{P}_{2,1,1}[L^2 \oplus M \oplus O_B]O(4) \otimes \pi^* L^4$ for some line bundle $M$. Then $y$ is a section of $O(1) \otimes \pi^* M$, $z$ is a section of $O(1)$, and the coefficient $q_i$ ($i = 0, 1, 2, 3, 4$) is a section of $L^4 \otimes M^{-i}$.

### 2.2.3 Fibrations with Mordell–Weil group of rank one

If we have a genus one curve endowed with a divisor of degree two that splits into two rational points, we can assume in equation (2.7) that $q_4$ is a perfect square and the quartic equation can be put in the following canonical form:

$$u(u + b_2 z^2) + y(-c_0 y^3 + c_2 y^2 z + c_3 yz^2 + c_4 z^3) = 0.$$ (2.8)

which has double points singularities at $u = y = b_2 = c_3 = 0$. These singularities can be resolved by blowing up the non-Cartier divisor $u = y = 0$. This is a small and thus crepant resolution. It

---

7 Since we blow up a divisor, we cannot change the canonical class. Hence, a small resolution is always crepant.
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follows that any elliptic fibration with a Mordell–Weil group of rank one has a model for which the
general fiber is a quartic curve in $Bl_{[0,0,1]} \mathbb{P}^2_{2,1,1}$.

**Remark 2.2.2.** If $b_2$ is a unit, we get an elliptic fibration of type $E_7$. This is a model of type $\mathbb{P}^2_{2,1,1}[L^2 \oplus L \oplus \mathcal{O}_B] \otimes \pi^* L^4$. Such an elliptic fibration has generically rank one. We can normalize the equation to have $q_4 = 1$. We can take the identity element of the Mordell–Weil group to be the rational point $y = u - z^2 = 0$ and the generator of the Mordell–Weil group to be $y = u + z^2 = 0$. These two sections do not intersect.

Computing the Jacobian of genus one quartic curves is a classical problem that can be solved by invariant theory as developed already in the 19th century by Cayley. In his famous memoir [302], Weil has even traced solution to this problem to Hermite and Euler. Nagell’s algorithm, which is discussed for example in chapter 8 of Cassel’s book [75], provides a direct computation of the birational map to the Jacobian for a cubic with a rational point in characteristic different from two and three. More advanced tools are necessary when the characteristic is two or three. This problem has been treated in all generality in [18].

### 2.2.4 Elliptic fibrations with Mordell–Weil group $\mathbb{Z}_2$

A generic Weierstrass model with a Mordell–Weil torsion subgroup $\mathbb{Z}_2$ is given by the following theorem, which is a direct consequence of a classic result in the study of elliptic curves in number theory [175, §5 of Chap 4], and was first discussed in a string theoretic setting by Aspinwall and Morrison [20].
Theorem 2.2.3. An elliptic fibration over a smooth base $B$ and with Mordell–Weil group $\mathbb{Z}_2$ is birational to the following (singular) Weierstrass model:

$$zy^2 = x(x^3 + a_2xz + a_4z^2).$$  \hspace{1cm} (2.9)

The section $x = y = 0$ is the generator of the $\mathbb{Z}_2$ Mordell–Weil group and $x = z = 0$ is the neutral element of the Mordell–Weil group. The discriminant of this Weierstrass model is

$$\Delta = 16a_4^2(a_2^2 - 4a_4).$$ \hspace{1cm} (2.10)

2.2.5 Singular fibers over generic points

Kodaira has classified the possible types of singular fibers of a minimal elliptic surface. Néron arrived to the same classification in an arithmetic setting based on Weierstrass models. For higher dimensional elliptic fibrations, one can define a notion of minimality and Kodaira’s classification continues to hold for geometric fibers over generic points of the discriminant locus.

We recall that a fiber over a point $p$ is scheme defined with respect to the residue field of the point $p$. If the point $p$ is a closed point, its residue field is just the ground field and the fiber is always geometric when the ground field is algebraically closed. But if the point $p$ is the generic point of an irreducible variety, its residue field might not be algebraically closed. In that case, some components of the singular fiber that are irreducible with respect to the residue field of $p$ might become reducible after a field extension. Such a component is said to not be geometrically irreducible.
The fibers over generic points are classified by decorated Kodaira fibers where the decoration (“split”, “non-split”, “semi-split”) keeps track of the minimal field extension needed to make all component of the singular fiber (and the divisors defined by intersection of components) geometrically irreducible. It is enough to consider only quadratic and cubic field extension. The split case corresponds to the case in which the fiber has components that are geometrically irreducible. Kodaira fibers of type $I_1$, $II$, $III$, $III^*$, and $II^*$ are always geometric. Kodaira fibers of type $I_{n \geq 2}$, $IV$, $IV^*$, $I_{n \geq 0}^*$ are said to be split when they have geometrically irreducible component or non-split otherwise. For these fibers, a quadratic field extension is required to make them geometrically irreducible. For the fiber $I_0^*$, the non-split and split cases require respectively a cubic and quadratic field extension.

The fiber of type $I_2$ is very special in the sense that its non-split and split type have the same number of irreducible components, but distinguished themselves by the splitting properties of their intersection points. The fiber of type $I_2$ is composed of two rational curves intersecting transversally at two distinct geometric points. Let $\kappa$ be the residue field of the point $p$ over which the fiber $I_2$ is considered. When the two points of intersection form a $\kappa$-irreducible divisor on each component, the curve (with respect to the residue field of $p$), the fiber is said to be non-split, otherwise, the divisor is the sum of two points that are rational with respect to the residue field of $p$ and the fiber is said to be split. At the collision of two $I_2$ fibers, the generic fiber can be $I^u_4$ or $I^s_4$. The difference between $I^u_4$ or $I^s_4$ over a codimension-two loci evaporates when the base is a surface since then these fibers are located over closed points with residue fields that are algebraically closed. That means that the fibers over codimension-two points of an elliptic threefolds are always geometric.

While geometric fibers have dual graphs that are always ADE affine Dynkin diagrams, the fiber
type over generic points are twisted affine Dynkin diagram. We denoted an affine Dynkin diagram by $\tilde{g}$ and its Langlands dual by $\tilde{g}'$, this is the unique twisted Dynkin diagram whose Cartan matrix is the transpose of the Cartan matrix of $\tilde{g}$.

If $K_i$ are decorated Kodaira fibers and $S_i$ are irreducible divisors of the base, a model of type $K_1 + K_2 + \cdots + K_n$ is an elliptic fibration for which there exists two irreducible components $S_1$ and $S_2$ in the discriminant locus such that the type of the fiber over the generic point of $S_1$ is $K_i$ and the fiber over the generic point of any other component of the discriminant locus is irreducible (Kodaira type II or I_1).

2.2.6 Tate’s algorithm

Let $R$ be a complete discrete valuation ring with valuation $v$, uniformizing parameter $s$, and perfect residue field $\kappa = R/(s)$. We are interested in the case where $\kappa$ has characteristic zero. We recall that a discrete valuation ring has only three ideals, the zero ideal, the ring itself, and the principal ideal $sR$. We take the convention in which the ring itself is not a prime ideal. It follows that the scheme $\text{Spec}(R)$ has only two points: the generic point (defined by the zero ideal) and the closed point (defined by the principal ideal $sR$).

Let $E/R$ be an elliptic curve over $R$ with Weierstrass equation

$$y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6, \quad a_i \in R.$$ 

The generic fiber is a regular elliptic curve. After a resolution of singularities, we have a regular
model $E$ over $R$ and the \textit{special fiber} is the fiber over the closed point $\text{Spec } R/(s)$. Tate’s algorithm determines the type of the geometric fiber over the closed point of $\text{Spec}(R)$ by manipulating the valuations of the coefficients and the discriminant, and the arithmetic properties of some auxiliary polynomials. The type of the \textit{geometric fiber} is denoted by its Kodaira’s symbol (see Definition 2.1.6).

The special fiber becomes geometric after a quadratic or a cubic field extension $\kappa'/\kappa$. Keeping track of the field extension used gives a classification of the special fiber as a $\kappa$-scheme—this is what we call the arithmetic fiber. The information on the required field extension needed to have geometrically irreducible components is already carefully encoded in Tate’s original algorithm, as it is needed to compute the local index (denoted by $c$ in Tate’s notation). In the language of Néron’s model, the local index $\epsilon$ is the order of the component group; geometrically, the local index is the number of reduced components of the special fiber defined over $\kappa$. Following Tate, we use the convenient notation

$$a_{i,j} = a_{i} s^{-j}.$$ 

Tate’s algorithm consists of the following eleven steps (see [290], [281, §IV.9], [256], [99], [107]).

For Step 7, we use the more refined description of Papadopoulos [256, Part III, page 134] who also gives in [256, §1, page 122] an exhaustive list of errata of Tate’s original paper [290]. Tate’s algorithm is discussed in F-theory in [37, 186]. Subtleties in Step 6 and the distinction between two $G_2$-models depending on $[\kappa' : \kappa]$ are explained in [112]. We follow the presentation of [107]:

\begin{enumerate}
  \item $v(\Delta) = 0 \implies I_0.$
  \item If $v(\Delta) \geq 1$, change coordinates so that $v(a_3) \geq 1, v(a_4) \geq 1$, and $v(a_6) \geq 1.$
\end{enumerate}
If $v(b_2) = 0$, the type is $I_{v(\Delta)}$. To have a fiber with geometric irreducible components, it is enough to work in the splitting field $\kappa'$ of the following polynomial of $\kappa[T]$: 

$$T^2 + a_1 T - a_2.$$ 

The discriminant of this quadric is $b_2$. If $b_2$ is a square in $\kappa$, then $\kappa' = \kappa$, otherwise $\kappa' \neq \kappa$:

(a) $\kappa' = \kappa \implies I_n^s$  
(b) $\kappa' \neq \kappa \implies I_n^{ns}$

Step 3. $v(b_2) \geq 1, v(a_3) \geq 1, v(a_4) \geq 1$, and $v(a_6) = 1 \implies II$.

Step 4. $v(b_2) \geq 1, v(a_3) \geq 1, v(a_4) = 1$, and $v(a_6) \geq 2 \implies III$.

Step 5. $v(b_2) \geq 1, v(a_3) \geq 1, v(a_4) \geq 2, v(a_6) \geq 2$, and $v(b_6) = 2 \implies IV$.

The fiber has geometric irreducible components over the splitting field $\kappa'$ of the polynomial

$$T^2 + a_1 T - a_2.$$ 

Its discriminant is $b_{6,2}$. If $b_{6,2}$ is a square in $\kappa$, then $\kappa' = \kappa$ otherwise $\kappa' \neq \kappa$.

(a) $\kappa' = \kappa \implies IV^s$  
(b) $\kappa' \neq \kappa \implies IV^{ns}$

Step 6. $v(b_2) \geq 1, v(a_3) \geq 1, v(a_4) \geq 2, v(a_6) \geq 3, v(b_6) \geq 3, v(b_8) \geq 3$. Then make a change of coordinates such that $v(a_1) \geq 1, v(a_2) \geq 1, v(a_3) \geq 2, v(a_4) \geq 2$, and $v(a_6) \geq 3$. Let 

$$P(T) = T^3 + a_{4,1} T^2 + a_{4,2} T + a_{6,3}$$
If $P(T)$ is a separable polynomial in $\kappa$, that is if $P(T)$ has three distinct roots in a field extension of $\kappa$, then the type is $I_\ast^0$. The geometric fiber is defined over the splitting field $\kappa'$ of $P(T)$ in $\kappa$. The type of the special fiber before to go to the splitting field depends on the degree of the field extension $\kappa' \to \kappa$:

- $[\kappa' : \kappa] = 6$ or $3 \implies I_\ast^{ns}$ with dual graph $\tilde{G}_2$.
- $[\kappa' : \kappa] = 2 \implies I_\ast^{ss}$ with dual graph $\tilde{B}_3$.
- $[\kappa' : \kappa] = 1 \implies I_\ast^s$ with dual graph $\tilde{D}_4$.

where “ns”, “ss”, and “s” stand respectively for “non-split”, “semi-split”, and “split”. In the notation of Liu, these fibers are respectively $I_{0,3}^n$, $I_{0,2}^n$, and $I_{0}^n$. The Galois group is the symmetric group $S_3$, the cyclic group $\mathbb{Z}/3\mathbb{Z}$, the cyclic group $\mathbb{Z}/2\mathbb{Z}$ or the identity when the degree is respectively $6$, $3$, $2$, and $1$.

Step 7. If $P(T)$ has a double root, then the type is $I_\ast^n$ with $n \geq 1$. Make a change of coordinates such that the double root is at the origin. Then $v(a_1) \geq 1$, $v(a_2) = 1$, $v(a_3) \geq 2$, $v(a_4) \geq 3$, $v(a_6) \geq 4$, and $v(\Delta) = n + 6 \ (n \geq 1)$. We now assume that, except for their valuations, the Weierstrass coefficients are generic. We then distinguish between even and odd values of $n$.

(a) If $n = 2\ell - 3 \ (\ell \geq 2)$, then $v(a_1) \geq 1$, $v(a_2) = 1$, $v(a_3) \geq \ell$, $v(a_4) \geq \ell + 1$, $v(a_6) \geq 2\ell$, $v(b_6) = 2\ell$, $v(b_8) = 2\ell + 1$, and

$$T^\ell + a_3,\ell T - a_{6,2\ell}$$
has two distinct roots in its splitting field $\kappa'$. If the two roots are rational ($[\kappa' : \kappa] = 1$) then we have $I_{2\ell-3}^\ast$ with dual graph $\widetilde{D}_{2\ell+1}$, otherwise ($[\kappa' : \kappa] = 2$) we have the fiber type $I_{2\ell-3}^{\ast ns}$ with dual graph $\widetilde{B}_{2\ell}^\ast$.

(b) If $n = 2\ell - 2$ ($\ell \geq 2$) then, $v(a_1) \geq 1$, $v(a_2) = 1$, $v(a_3) \geq \ell + 1$, $v(a_4) \geq \ell + 1$, $v(a_6) \geq 2\ell + 1$, and $v(b_8) = 2\ell + 2$. The polynomial

$$a_{2,1} T^8 + a_{4,\ell+1} T - a_{6,2\ell+1}$$

has two distinct roots in its splitting field. If the two roots are rational then we have $I_{2\ell-2}^\ast$ with dual graph $\widetilde{D}_{2\ell+2}$, otherwise $I_{2\ell-2}^{\ast ns}$ with dual graph $\widetilde{B}_{2\ell+1}^\ast$.

Step 8. If $P(T)$ has a triple root, change coordinates such that the triple root is zero. Then $v(a_1) \geq 1$, $v(a_2) \geq 2$, $v(a_3) \geq 2$, $v(a_4) \geq 3$, $v(a_6) \geq 4$.

Let

$$Q(T) = T^8 + a_{3,2} T - a_{6,4}$$

If $Q$ has two distinct roots ($v(b_6) = 4$ or equivalently $v(\Delta) = 8$) the type is IV$^\ast$.

The split type depends on the rationality of the roots. If $b_{6,4}$ is a perfect square modulo $s$, the fiber is IV$^{\ast ns}$ with dual graph $\widetilde{E}_6$, otherwise the fiber is IV$^{\ast ns}$ with dual graph $\widetilde{F}_4$. The split form can be enforced with $v(a_6) \geq 5$ and $v(a_4) = 2$.

Step 9. If $Q$ has a double root, we change coordinates so that the double root is at the origin. Then:
\[ v(a_1) \geq 1, \ v(a_2) \geq 2, \ v(a_3) \geq 3, \ v(a_4) = 3, \ v(a_6) \geq 5 \quad \Rightarrow \quad \text{type III}\star. \]

Step 10. \[ v(a_1) \geq 1, \ v(a_2) \geq 2, \ v(a_3) \geq 3, \ v(a_4) \geq 4, \ v(a_6) = 5 \quad \Rightarrow \quad \text{type II}\star. \]

Step 11. Else \[ v(a_i) \geq i \] and the equation is not minimal. Divide all the \( a_i \) by \( s_i \) and start again with the new equation.

2.3 Lie groups Lie algebra, representations from an elliptic fibrations

2.3.1 Convention

Our conventions for affine Dynkin diagrams are as follows. A projective Dynkin diagram is denoted \( M_k \) where \( M \) is \( A, B, C, D, E, F, \) or \( G \), and \( k \) is the number of nodes. An affine Dynkin diagram that becomes a projective Dynkin diagram \( g \) after removing a node of multiplicity one is denoted \( \tilde{g} \). We denote by \( \tilde{g}' \) the (the possibly twisted) affine Dynkin diagram whose Cartan matrix is the transpose of the Cartan matrix of \( \tilde{g} \). The graph of \( \tilde{g}' \) is obtained by exchanging the directions of all the arrows of \( \tilde{g} \). When the extra node is removed, the dual graph of \( \tilde{g}' \) reduces to the dual graph of the Langlands dual of \( g \). The affine Dynkin diagrams \( \tilde{g}' \) and \( \tilde{g} \) are distinct only when \( g \) is not simply laced (i.e., when \( g \) is \( G_2, F_4, B_k, \) or \( C_k \)). The notation \( \tilde{g}' \) follows Carter\footnote{There is a typo on page 570 of [70] in the first Dynkin diagram of \( \tilde{B}_\ell \) on the top of the page, where the arrow is in the wrong direction but correctly oriented in the rest of the page.} [70, Appendix, p. 540-609] and is equivalent to the notation \( \tilde{g}' \) used by MacDonald in §5 of [223]. The multiplicities define a zero vector of the extended Cartan matrix. In the notation of Kac [182], \( \tilde{B}_\ell(\ell \geq 3), \tilde{C}_\ell(\ell \geq 2), \tilde{G}_2, \) and \( \tilde{F}_4 \) are respectively denoted \( A_{2\ell-1}^{(2)}, D_{2\ell+1}^{(2)}, D_4^{(3)}, \) and \( E_6^{(2)} \); while \( \tilde{B}_\ell(\ell \geq 3), \tilde{C}_\ell(\ell \geq 2), \tilde{G}_2, \) and...
\( \overline{F}_4 \) are respectively denoted \( B^{(i)}_{\ell} \), \( C^{(i)}_{\ell} \), \( G^{(i)}_2 \), and \( F^{(i)}_4 \). When \( g \) is non-simply laced, the affine Dynkin diagrams \( \overline{g}' \) and \( \overline{g} \) differ from each by the directions of their arrows and also by the multiplicities of their nodes (see Figure 2.1).

Figure 2.1: Twisted affine Lie algebras vs affine Lie algebras for non-simply laced cases. Only those on the left appears in the theory of elliptic fibrations as dual graphs of the fiber over the generic point of an irreducible component of the discriminant locus.

2.3.2 G-models

G-models are used to geometrically engineer gauge theories in compactifications of M-theory and F-theory [37, 186, 243, 292]. They also play an important role in studying superconformal gauge theories (for a review see [169] and reference therein). G-models are typically defined by crepant resolutions of singular Weierstrass models given by Tate’s algorithm and characterizing a specific (decorated) Kodaira fiber [13, 112, 114, 118–121, 124, 125, 127, 129, 215, 229].
**Definition 2.3.1 (K-model).** Let $\mathcal{K}$ be a fiber type. Let $S \subset B$ be a smooth divisor of a projective variety $B$. An elliptic fibration $\phi : Y \rightarrow B$ over $B$ is said to be a $\mathcal{K}$-model if the discriminant locus $\Delta(\phi)$ contains as an irreducible component a divisor $S \subset B$ such that the generic fiber over $S$ is of type $\mathcal{K}$ and any other fiber away from $S$ is irreducible.

The locus of points in the base that lie below singular fibers of a non-trivial elliptic fibration is a Cartier divisor $\Delta$ called the discriminant locus of the elliptic fibration. We denote the irreducible components of the reduced discriminant by $\Delta_i$. If the elliptic fibration is minimal, the type of the fiber over the generic point of $\Delta_i$ of $\Delta$ has a dual graph that is an affine Dynkin diagram $\tilde{g}_i^\vee$. If the generic fiber over $\Delta_i$ is irreducible, $g_i$ is the trivial Lie algebra since $\tilde{g}_i^\vee = \tilde{A}_0$. The Lie algebra $\mathfrak{g}$ associated with the elliptic fibration $\phi : Y \rightarrow B$ is then the direct sum $\mathfrak{g} = \bigoplus_i \mathfrak{g}_i$, where the Lie algebra $\mathfrak{g}_i$ is such that the affine Dynkin diagram $\tilde{g}_i^\vee$ is the dual graph of the fiber over the generic point of $\Delta_i$.

In F-theory, a Lie group $G(\phi)$ attached to a given elliptic fibration $\phi : Y \rightarrow B$ depends on the type of generic singular fibers and the Mordell–Weil group $\text{MW}(\phi)$ of the elliptic fibration [90].

When an elliptic $\phi : Y \rightarrow B$ has trivial Mordell–Weil group, the compact Lie group $G$ associated with the elliptic fibration $\phi$ is semi-simple, simply connected, and is given by the formula $G := \exp(\bigoplus_i \mathfrak{g}_i)$, $\exp(\mathfrak{g})$ is the unique compact simply connected Lie group whose Lie algebra is $\mathfrak{g}$, the index $i$ runs over all the irreducible components of the reduced discriminant locus. The Lie algebra $\mathfrak{g}_i$ is such that the affine Dynkin diagram $\tilde{g}_i^\vee$ is the dual graph of the fiber over the generic point of the irreducible component $\Delta_i$ of the reduced discriminant of the elliptic fibration.
If the elliptic fibration has a Mordell–Weil group $T \times \mathbb{Z}^r$ with torsion subgroup $T$ and rank $r$, then the group $G$ is the quotient $\tilde{G}/T \times U(1)^r$ where $\tilde{G} = \exp(\bigoplus_i g_i)$. Defining the quotient $\tilde{G}/T$ properly requires a choice of embedding of $T$ in the center $Z(\tilde{G})$ of the simply connected group $\tilde{G}$.

The center of $G$ is then $Z(\tilde{G})/T$. The representation $\mathbf{R}$ attached to the elliptic fibration constrains the possibilities and is sometimes enough to completely determine the embedding of $T$ in $Z(\tilde{G})$.

Hence, the Lie algebra $g$ associated to the elliptic fibration is then the Langlands dual $g^\vee = \bigoplus_i g_i^\vee$ of $g = \bigoplus_i g_i$. If we denote by $\exp(g^\vee)$ the unique (up to isomorphism) simply connected compact simple group whose Lie algebra is $g^\vee$, then the group associated to the elliptic fibration $\phi$ is:

$$G(\phi) := \frac{\exp(g^\vee)}{\text{MW}_{\text{tor}}(\phi)} \times U(1)^{\text{rk MW}(\phi)},$$

where $\text{rk MW}(\phi)$ is the rank of the Mordell–Weil group of $\phi$ and $\text{MW}_{\text{tor}}(\phi)$ is the torsion subgroup of the Mordell–Weil group of $\phi$. Defining properly the quotient of $\exp(g^\vee)$ by the Mordell–Weil group requires a choice of embedding of the Mordell–Weil group in the center of $\exp(g^\vee)$ [229].

If the dual fibers of $K_1$ and $K_2$ are affine Dynkin diagrams of type $\tilde{g}_1'$ and $\tilde{g}_2'$, then the Lie algebra associated with the $K_1 + K_2$-model is

$$g = g_1 \oplus g_2.$$

Recall that a variety is said to be an elliptic $n$-fold if it is endowed with a proper surjective morphism $\phi : Y \to B$ to a variety of dimension $n - 1$ such that the generic fiber of $\phi$ is a smooth projective curve of genus one, and $\phi$ has a rational section. We can define $G$-models as the following:
**Definition 2.3.2** (G-models). Let $G$ be a simple, simply-connected compact complex Lie group with Lie algebra $\mathfrak{g}$. A $G$-model is an elliptic fibration $\phi : Y \to B$ with a discriminant locus containing an irreducible component $S$ such that

1. the generic fiber over any other component of the discriminant is irreducible (that is, of Kodaira type I$_1$ or II),

2. the fiber over the generic point of $S$ has a dual graph that becomes of the same type as the Dynkin diagram of the Langlands dual of $\mathfrak{g}$ after removing the node corresponding to the component touching the section of the elliptic fibration.

If the reduced discriminant locus has a unique irreducible component $S$ over which the generic fiber is not irreducible, the group $G(\phi)$ is simple. The relevant fiber $\tilde{g}$ can be realized by resolving the singularities of a Weierstrass model derived from Tate’s algorithm. The relation between the fiber type and the group $G(\phi)$ is not one-to-one. For example, an $SU(2)$-model can be given by a divisor $S$ with a fiber of type I$_{s2}$, I$_{ns2}$, III, IV$^{ns}$, or I$_{s3}^{ns}$. For that reason, a given decorated Kodaira fiber provides a more refined characterization of a $G$-model.

**Example 2.3.3.** For $n \geq 4$, an $SU(n)$-model is an I$^{*}_{ns}$-model with a trivial Mordell–Weil group. For $n \geq 0$, a Spin($8+2n$)-model is an I$^{*}_{n}$-model with trivial Mordell–Weil group. For $n \geq 1$, a Spin($7+2n$)-model is an I$^{*}_{ns}$-model with trivial Mordell–Weil group. A $G_2$-model is an I$^{*}_{o}$-model with a trivial Mordell–Weil group. A Spin($7$)-model is an I$^{*}_{ss}$-model with a trivial Mordell–Weil group.
Example 2.3.4. The SO(3), SO(5), SO(6), and SO(7)-models are respectively $I_{n}^{\text{ns}}$, $I_{4}^{\text{ns}}$, $I_{4}^{\text{i}}$, and $I_{o}^{\text{ns}}$-models with $\text{MW}=\mathbb{Z}/2\mathbb{Z}$. For $n \geq 0$, an SO($8 + 2n$)-model is an $I_{n}^{\text{ns}}$-model with a Mordell–Weil group $\text{MW}=\mathbb{Z}/2\mathbb{Z}$. For $n \geq 1$, an SO($7 + 2n$)-model is an $I_{n}^{\text{i ns}}$-model with a Mordell–Weil group $\text{MW}=\mathbb{Z}/2\mathbb{Z}$.

Example 2.3.5. If the Mordell–Weil group is trivial, $\mathcal{K}$-models with $\mathcal{K} = I_{3}^{\text{i}}, I_{5}^{\text{ns}}, \text{III}, IV^{\text{ns}},$ or $I_{3}^{\text{ns}}$, are all SU(2)-models. An $A_{2}$-model can be given by a IV$^{\text{i}}$-model or a $I_{3}$-model. If the Mordell–Weil group is trivial, both a IV$^{\text{i}}$-model or a $I_{3}$-model give a SU(3)-model. A $C_{\ell}$-model can be given by an $I_{2\ell+2}^{\text{ns}}$-model or an $I_{2\ell+3}^{\text{ns}}$-model, and if the Mordell–Weil group is trivial, these both give a USp($2\ell$)-model.

Remark 2.3.6. Not all singular Weierstrass models are $G$-models as the reducible singular fibers might not appear in codimension one. See, for example, the Jacobians of the elliptic fibrations discussed in [5, 6, 109, 120].

Definition 2.3.7 ($\mathcal{K}_{1} + \cdots + \mathcal{K}_{n}$-model). Let $\mathcal{K}_{1}, \mathcal{K}_{2}, \cdots, \mathcal{K}_{n}$ be Kodaira types and $S_{1}, \cdots, S_{n}$ be a smooth divisor of a projective variety $B$. An elliptic fibration $\phi : Y \rightarrow B$ over $B$ is said to be a $\mathcal{K}_{1} + \cdots + \mathcal{K}_{n}$-model if the reduced discriminant locus $\Delta(\phi)$ contains components $S_{i}$ as an irreducible component a divisor $S \subset B$ such that the generic fiber over $S_{i}$ is of type $\mathcal{K}_{i}$ and any other generic fiber of a component of the discriminant locus different from the $S_{i}$ is irreducible.
<table>
<thead>
<tr>
<th>Fiber type</th>
<th>Dynkin diagram</th>
<th>Kodaira type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{A}_0$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\text{I}_1, \text{II}$</td>
</tr>
<tr>
<td>$\tilde{A}_1$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\Gamma_4, \Gamma_{4\ell}^{\text{ns}}, \Gamma_4^{\text{ns}}, \text{III}, \text{IV}^{\text{ns}}$</td>
</tr>
<tr>
<td>$\tilde{A}_{\ell-1}$ $(\ell \geq 3)$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\Gamma_\ell$</td>
</tr>
<tr>
<td>$\tilde{D}_{4+\ell}$ $(\ell \geq 0)$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\Gamma_\ell^{\text{ns}}$</td>
</tr>
<tr>
<td>$\tilde{E}_6$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\text{IV}^{\text{ns}}$</td>
</tr>
<tr>
<td>$\tilde{E}_7$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\text{III}^*$</td>
</tr>
<tr>
<td>$\tilde{E}_8$</td>
<td>$\begin{array}{c} 1 \end{array}$</td>
<td>$\text{II}^*$</td>
</tr>
</tbody>
</table>
| $\tilde{B}_{3+\ell}$ $(\ell \geq 0)$ | $\begin{array}{c} 1 \end{array}$ | $\Gamma_\ell^{\text{ns}}$ for $\ell = 0$ \[
\begin{array}{c} 1 \end{array}\] for $\ell \geq 1$ |
| $\tilde{C}_{2+\ell}$ $(\ell \geq 0)$ | $\begin{array}{c} 1 \end{array}$ | $\Gamma_\ell^{\text{ns}}$ for $\ell = 0$ \[
\begin{array}{c} 1 \end{array}\] for $\ell \geq 1$ |
| $\tilde{F}_4$ | $\begin{array}{c} 1 \end{array}$ | $\text{IV}^{\text{ns}}$ |
| $\tilde{G}_2$ | $\begin{array}{c} 1 \end{array}$ | $\text{I}_o^{\text{ns}}$ |

Table 2.3: Affine Dynkin diagrams appearing as dual graphs of decorated Kodaira fibers.
<table>
<thead>
<tr>
<th>Fiber Type</th>
<th>Dual graph</th>
<th>Dual graph of Geometric fiber</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{A}_1$</td>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
</tr>
<tr>
<td>$I_{\ell-3}^{\text{ns}}$</td>
<td><img src="image3" alt="Diagram" /></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>$\tilde{B}_{\ell}$</td>
<td><img src="image5" alt="Diagram" /></td>
<td><img src="image6" alt="Diagram" /></td>
</tr>
<tr>
<td>$I_{\ell +1}^{\text{ns}}$</td>
<td><img src="image7" alt="Diagram" /></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>$\tilde{C}_{\ell+1}$</td>
<td><img src="image9" alt="Diagram" /></td>
<td><img src="image10" alt="Diagram" /></td>
</tr>
<tr>
<td>$I_{\ell +1}^{\text{ns}}$</td>
<td><img src="image11" alt="Diagram" /></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>$\text{IV}^{\text{ns}}$</td>
<td><img src="image13" alt="Diagram" /></td>
<td><img src="image14" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Table 2.4: Dual graphs for elliptic fibrations
Given a $G$-model, the generic fibers degenerate into fibers of different types over points of codimension two in the base, usually intersections of irreducible components $\Delta_i$ of the reduced discriminant or codimension-one singularities of the reduced discriminant.

Given an elliptic fibration $\phi : Y \to B$, if $S$ is an irreducible component of the discriminant locus, the generic fiber over $S$ can degenerate further over subvarieties of $S$. We distinguish between two types of degenerations. A degeneration is said to be arithmetic if it modifies the type of the fiber without changing the type of the geometric fiber. A degeneration is said to be geometric if it modifies the geometric type of the fiber. (This was covered in detail in Section 2.1.2.)

2.3.3 Geometric weights and representation from the elliptic fibration

Let $\phi : Y \to B$ be a smooth flat elliptic fibration whose discriminant has a unique component $S$ over which the generic fiber is reducible with dual graph the affine Dynkin diagram $\tilde{g}$. We denote the irreducible components of the generic fiber over $S$ as $C_a$. If $g$ is not simply laced, the curves $C_a$ are not all geometrically irreducible. Let $D_a$ be the fibral divisors over $S$. By definition, $\phi^*(S) = \sum_a m_a D_a$. The curve $C_a$ can also be thought of as the generic fiber of $D_a$ over $S$. Let $C$ be a vertical curve of the elliptic fibration.

We define the weight of a vertical $C$ with respect to a fibral divisor $D_a$ as the intersection number

$$\mathfrak{w}_a(C) := -\int_Y D_a \cdot C.$$ 

Using intersection of curves with fibral divisors to determine a representation from an elliptic fibra-
tion is a particularly robust algorithm since the intersections of divisors and curves are well-defined even in the presence of singularities [136]. We can ignore the intersection number of the divisor touching the section of the elliptic fibration as it is fixed in terms of the others, thus allowing us to write

$$\varpi(C) = (\varpi_1(C), \varpi_2(C), \ldots, \varpi_n(C)).$$

We interpret $\varpi(C)$ as the weight of the vertical curve $C$ in the basis of fundamental weights. This interpretation implies that the fibral divisors play the role of co-roots of $\mathfrak{g}$, while vertical curves are identified with elements of the weight lattice of $\mathfrak{g}$.

**Definition 2.3.8 (Weight vector of a vertical curve).** Let $C$ be a vertical curve, i.e. a curve contained in a fiber of the elliptic fibration. Let $S$ be an irreducible component of the reduced discriminant of the elliptic fibration $\phi : Y \to B$. The pullback of $\phi^*S$ has irreducible components $D_0, D_1, \ldots, D_n$, where $D_0$ is the component touching the section of the elliptic fibration. The *weight vector* of $C$ over $S$ is by definition the vector $\varpi_S(C) = (-D_1 \cdot C, \ldots, -D_n \cdot C)$ of intersection numbers $D_i \cdot C$ for $i = 1, \ldots, n$.

The irreducible curves of the degenerations over codimension-two loci give weights of a representation $\mathbf{R}$. However, they only give a subset of weights. Hence, we need an algorithm that retrieves the full representation $\mathbf{R}$ given only a few of its weights. This problem can be addressed systematically using the notion of a saturated set of weights by Bourbaki [57, Chap.VIII.§7. Sect. 2].
Definition 2.3.9 (Saturated set of weights). A set $\Pi$ of integral weights is saturated if for any weight $\varpi \in \Pi$ and any simple root $\alpha$, the weight $\varpi - i\alpha$ is also in $\Pi$ for any $i$ such that $0 \leq i \leq \langle \varpi, \alpha \rangle$. A saturated set has highest weight $\lambda$ if $\lambda \in \Lambda^+$ and $\mu \prec \lambda$ for any $\mu \in \Pi$.

Definition 2.3.10 (Saturation of a subset). Any subsets $\Pi$ of weights is contained in a unique smallest saturated subset. We call it the saturation of $\Pi$.

Proposition 2.3.11.

(a) A saturated set of weights is invariant under the action of the Weyl group.

(b) The saturation of a set of weights $\Pi$ is finite if and only if the set $\Pi$ is finite.

(c) A saturated set with highest weight $\lambda$ consists of all dominant weights lower than or equal to $\lambda$ and their conjugates under the Weyl group.

Proof. See [174, Chap. III §13.4].

Theorem 2.3.12. Let $\Pi$ be a finite saturated set of weights. Then there exists a finite dimensional $\mathfrak{g}$-module whose set of weights is $\Pi$.

Proof. [57, Chap.VIII §7. Sect. 2, Corollary to Prop. 5].

It follows from the general theory of elliptic fibration that the intersection of the generic fibers with the fibral divisors gives the invariant form of the affine Lie algebra $\tilde{\mathfrak{g}}'$, where $\mathfrak{g}$ is the Lie algebra of $G$. The matrix $\varpi_a(C_b)$ is the invariant form of the Lie algebra $\tilde{\mathfrak{g}}$ in the normalization where short roots have diagonal entries 2.
Definition 2.3.13 (Representation of a $G$-model). To a $G$-model, we associate a representation $R$ of the Lie algebra $\mathfrak{g}$ as follows. The weight vectors of the irreducible vertical rational curves of the fibers over codimension-two points form a set $\Pi$ whose saturation defines uniquely a representation $R$ by Theorem 2.3.12. We call this representation $R$ the representation of the $G$-model.

Definition 2.3.13 is essentially a formalization of the method of Aspinwall and Gross [19, §4].

Note that we always get the adjoint representation as a summand of $R$. There are subtleties when the divisor $S$ is singular [10, 199].

The unique compact, connected, and simply connected Lie group with Lie algebra $\mathfrak{g}$ is

$$\tilde{G} = \exp(\mathfrak{g}).$$

Assuming that the Mordell–Weil group has rank $r$ and torsion subgroup $H$, the gauge group attached to the elliptic fibration requires the specification of an embedding of $H$ in the center of $\tilde{G}$

$$H \cong \tilde{H} \subset Z(\tilde{G}).$$

Then

$$G = U(1)^r \times \tilde{G}/\tilde{H}, \quad H \cong \tilde{H}, \quad \tilde{H} \leq Z(\tilde{G}).$$

Two different isomorphic subgroups of $Z(\tilde{G})$ can give two different quotients $\tilde{G}/\tilde{H}$. The choice of the correct embedded is restricted by the representation $R$ attached to the elliptic fibration since not all representation of Lie algebra of a group $G$ is a representation of $G$. 
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2.4 The geometry of crepant resolutions and Coulomb branches

2.4.1 Hyperplane arrangement $I(\mathfrak{g}, R)$

Let $\mathfrak{g}$ be a semi-simple Lie algebra and $R$ a representation of $\mathfrak{g}$. The kernel of each weight $\varpi$ of $R$ defines a hyperplane $\varpi^\perp$ through the origin of the Cartan sub-algebra of $\mathfrak{g}$.

**Definition 2.4.1** (hyperplane arrangement $I(\mathfrak{g}, R)$). The hyperplane arrangement $I(\mathfrak{g}, R)$ is defined inside the dual fundamental Weyl chamber of $\mathfrak{g}$, i.e. the dual cone of the fundamental Weyl chamber of $\mathfrak{g}$, and its hyperplanes are the set of kernels of the weights of $R$.

For each $G$-model, we associate the hyperplane arrangement $I(\mathfrak{g}, R)$ using the representation $R$ induced by the weights of vertical rational curves produced by degenerations of the generic fiber over codimension-two points of the base. We then study the incidence structure of the hyperplane arrangement $I(\mathfrak{g}, R)$ [110–112, 115, 163].

2.4.2 Crepant resolutions, flops, and Coulomb branches

Each crepant resolution of a singular Weierstrass model is a relative minimal model (in the sense of the Minimal Model Program) over the Weierstrass model [227]. When the base of the fibration is a curve, the Weierstrass model has a unique crepant resolution. When the base is of dimension two or higher, a crepant resolution does not always exist; furthermore, when it does, it is not necessarily unique. Different crepant resolutions of the same Weierstrass model are connected by a finite sequence of flops.
Following F-theory, we attach to a given elliptic fibration a Lie algebra $\mathfrak{g}$, a representation $\mathbf{R}$ of $\mathfrak{g}$, and a hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$. The Lie algebra $\mathfrak{g}$ and the representation $\mathbf{R}$ are determined by the fibers over codimension-one and codimension-two points, respectively, of the base in the discriminant locus. The hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ is defined inside the dual fundamental Weyl chamber of $\mathfrak{g}$ (i.e. the dual cone of the fundamental Weyl chamber of $\mathfrak{g}$), and its hyperplanes are the set of kernels of the weights of $\mathbf{R}$.

The network of flops is studied using the hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ inspired from the theory of Coulomb branches of five-dimensional supersymmetric gauge theories with eight supercharges [176]. The network of crepant resolutions is isomorphic to the network of Weyl chambers of the hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ defined by splitting the dual fundamental Weyl chamber of the Lie algebra $\mathfrak{g}$ by the hyperplanes dual to the weights of $\mathbf{R}$. The hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ and its relation to the Coulomb branches of supersymmetric gauge theories and the network of crepant resolutions are studied in [97, 110, 111, 118, 119, 121, 125, 127, 163, 176].

The algorithm that we use to determine the representation $\mathbf{R}$ works for any base of dimension two or higher and does not require to impose the Calabi–Yau condition. The algorithm consists of three steps. We start by identifying those vertical curves that are relative extremal curves appearing over divisors of $S$, over which the irreducible components of the generic fiber of $S$ degenerate. We then associate to each of these curves a weight computed geometrically as minus of the intersections of the curve with the fibral divisors. Lastly, the representation $\mathbf{R}$ is then determined from these weights using the notion of saturated set of weights introduced by Bourbaki [57].
2.5 Non-simply-connected simple groups in F-theory

The classification of connected Lie groups over the complex or real numbers is based on the following theorem whose content can be traced back to Cartan and Lie. In what follows, all groups and Lie algebras are defined over the complex numbers or the real numbers. We refer to [55, Chap III, §6] for more information.

Theorem 2.5.1.

1. Any connected Lie group $G$ defined over the complex numbers or the real numbers is isomorphic to a quotient $\tilde{G}/K$ of its universal covering group $\tilde{G}$ by a discrete central subgroup $K$ of $\tilde{G}$ isomorphic to the fundamental group of $G$.

2. Two connected Lie groups having the same Lie algebra are locally isomorphic. Two simply connected Lie groups having the same Lie algebra are isomorphic.

3. (Cartan–Lie theorem) If $\mathfrak{g}$ is a finite dimensional Lie algebra, there exists a simply connected Lie group whose associated Lie algebra is isomorphic to $\mathfrak{g}$.

Proof. See [55, Chap III, §6.3, Theorem 3].

The center of $G$ is isomorphic to the quotient $Z(\tilde{G})/K$. In particular, this implies that the fundamental group of any connected group is Abelian. The third assertion is the Cartan–Lie theorem (usually called Lie’s third fundamental theorem). The second assertion (without the simply connected property).
nected specialization) is Lie’s second fundamental theorem. The following definition is inspired by
the Cartan–Lie theorem (second assertion of Theorem 2.5.1).

**Definition 2.5.2** (simply connected Lie group associated with a Lie algebra). Given a finite dimen-
sional Lie algebra \( g \), the simply connected Lie group whose Lie algebra is isomorphic to \( g \) is called
the **simply connected Lie group associated with** \( g \) and is denoted by \( \exp(g) \).

A direct consequence of Theorem 2.5.1 is that the classification of connected simple Lie groups
reduces to the classification of simply connected simple Lie groups and of the subgroups of their
centers. The centers of simply connected simple complex Lie groups are given in Table 2.5.

If \( g \) is \( G_2, F_4, \) or \( E_8 \), there is a unique connected, simple, complex compact Lie group with Lie
algebra \( g \). If \( g \) is \( A_{p-1} \) (with \( p \) a prime number), \( B_{3+n}, C_{2+n}, D_{3+2n}, E_6, E_7 \), there are two compact
connected Lie groups with Lie algebra \( g \), namely the simply connected group \( G = \exp(g) \) and the
centerless group \( G_{ad} := G/Z(G) \). For symplectic groups, we denote by \( \text{Sp}(2n) \) for the compact and
connected simple complex Lie group with Lie algebra \( C_n \), that is \( \text{Sp}(2n) \cong \text{USp}(2n) \).

The case of \( A_{n-1} \) involves the classification of subgroups of \( \mathbb{Z}/n\mathbb{Z} \). The subgroups of \( \mathbb{Z}/n\mathbb{Z} \) are
the cyclic groups \( \mathbb{Z}/r\mathbb{Z} \) such that \( r \) is a divisor of \( n \). There are three compact connected Lie groups
with Lie algebra \( D_{3+2n} \) and four with Lie algebra \( D_{4+2n} \). Namely, the simply connected group
\( \text{Spin}(8 + 4n) \), its \( \mathbb{Z}/2\mathbb{Z} \) quotient \( \text{SO}(8 + 4n) \), and its centerless quotient \( \text{PSO}(8 + 2n) \).

---

86 The Lie algebra \( D_{1+1n} \) has three distinct compact groups: \( \text{Spin}(10 + 4n) \), its \( \mathbb{Z}/2\mathbb{Z} \) quotient \( \text{SO}(10 + 4n) \),
and the centerless group \( \text{PSO}(10 + 4n) \). The center of \( \text{Spin}(8 + 4n) \) is \( (\mathbb{Z}/\mathbb{Z})^2 = \{ \pm 1, \pm \Gamma_* \} \) with \( \Gamma_* = 1 \).
We have 4 distinct subgroups: the trivial group, the full group \( (\mathbb{Z}/\mathbb{Z})^2 \), and three proper subgroups—each
generated by a non-neutral element of \( (\mathbb{Z}/\mathbb{Z})^2 \)—each isomorphic to \( \mathbb{Z}/2\mathbb{Z} \). As a result there are give compact
groups with Lie algebra \( D_{4+2n} \): the simply connected group \( \text{Spin}(8 + 4n) \), the orthogonal group \( \text{SO}(8 + 4n) \),
the center less group \( \text{PSO}(8 + 4n) \), and two groups \( \text{HSpin}(8 + 4n) \) that are isomorphic to each other. One is
a quotient of \( \text{Spin}(8 + 4n) \) by \( \{ 1, \Gamma_* \} \) and the other is a quotient by \( \{ 1, -\Gamma_* \} \).
### Table 2.5: Classification of connected compact simple complex Lie groups.

The group $G = \exp(g)$ is the unique simply connected compact group with Lie algebra $g$. We denote its center by $Z$. The group $G_{ad} = G/Z(G)$ is the unique centerless connected simple group with Lie algebra $g$. The group $G$ and $G_{ad}$ are isomorphic when $Z(G)$ is the trivial group, that is for $g = A_m$, $E_8$, or $E_6$, $G$ and $G_{ad}$ are the only connected compact simple groups with Lie algebra $g$ except in the case of $g = A_{n-1}$ with $n$ a non-prime number and $g = D_{4+2m}$ where the orthogonal group $SO(8 + 4m)$ and the half-spin group $HSpin(8 + 4m)$ are non-simply connected with center $\mathbb{Z}/2\mathbb{Z}$. The orthogonal group $SO(2m)$ is the quotient of $Spin(2m)$ by $\pm 1$. The groups $HSpin^\pm(8 + 4m)$ are the $\mathbb{Z}/2\mathbb{Z}$ quotient of $Spin(8 + 4m)$ for which one of the half-spin representations is faithful. The group $HSpin^+(8 + 4m)$ are isomorphic to each other. The half-spin groups $HSpin^\pm(8 + 4m)$ are isomorphic to $SO(8 + 4m)$ if and only if $m = 0$.

### 2.6 Collisions of singularities and semi-simple groups in F-theory

The theory of elliptic surfaces is well understood since the seminal work of Kodaira and Néron [200, 251]. For an elliptic surface, the discriminant locus (i.e., the locus of singular fibers) is composed of isolated points and the singular fibers are classified by Kodaira symbols (see section 2.2.5).

When the elliptic fibration is of dimension three or higher, the discriminant locus can have intersecting components. Kodaira fibers now classify the type of the geometric fiber over the generic point of a normal irreducible component of the discriminant locus. Singularities of the discriminant locus are called collisions of singularities [236]. A typical example of collision of singularities is intersection points of irreducible components of the discriminant locus. Let $S_1$ and $S_2$ be two smooth
irreducible components of the discriminant locus with generic fibers of Kodaira type $T_1$ and $T_2$. The generic fiber at the intersection of $S_1$ and $S_2$ is denoted by $T_1 + T_2$. The type of the generic fiber at the collision does not have to be one of Kodaira's types [129, 236]. But it is usually a contraction of a Kodaira type or obtained by letting some of the nodes of a Kodaira fiber to coincide. We will assume throughout the thesis that we work over the complex numbers.

In the early 1980s, Miranda introduced a systematic regularization procedure for elliptic three-folds defined by Weierstrass models [236]. He considers collisions of type $T_1 + T_2$ in which $T_1$ and $T_2$ are Kodaira fibers having the same $j$-invariant and such that the supporting divisors are smooth divisors intersecting transversally. Miranda’s regularization produces elliptic fibrations that are flat fibrations and their $j$-invariant is a morphism. Miranda’s work on threefolds was generalized to elliptic $n$-folds in Szydlo’s Ph.D. thesis [286]. Elliptic fibrations resulting from Miranda’s regularization are called Miranda models [100]. Miranda models were used by Dolgachev and Gross to study the Tate-Shafarevich group of elliptic threefolds [100]. Using tools from the Minimal Model Program, Hodge theory, and toric geometry, Nakayama studied in [248] the local fibration structure of elliptic threefolds defining a collision $I_n + I_m$ with normal transverse divisors in a nonsingular surface.

Miranda regularization is not usually a crepant resolution. But when it is, it provides interesting examples of elliptic Calabi–Yau threefolds yielding non-Abelian semi-simple gauge theories. Applications of Miranda model to F-theory was first studied by Bershadsky and Johansen [38] and have applications in the classification of six-dimensional Conformal Field Theories (CFTs).

In F-theory and M-theory, collisions of singularities are crucial for geometric engineering of gauge theories with semi-simple Lie groups, and matters charged under some representation of the Lie
group [243, 243, 292]. In recent years, we have improved our understanding of crepant resolutions of elliptic fibrations corresponding to simple Lie groups [112, 115, 124, 125, 127, 129]. We have extended these methods to the study of elliptic fibrations corresponding to semi-simple groups [113, 118–121], including the case in which the gauge group is not simply connected. Following a point of view that started in [5, 6, 109, 120], we work relatively to an arbitrary base and do not impose the Calabi–Yau condition.

This allows us to understand the geometry of these elliptic fibrations in a larger setting before to specialize to the particular cases relevant to string theory. In the case of Calabi–Yau threefolds, such analyses are closely related to basic questions on five dimensional and six dimensional supergravity theories since they are obtained by compactifications of M-theory and F-theory. In the case of the five-dimensional theory, we determine the matter content, the structure of the Coulomb branch, and the Chern-Simons levels. In its six-dimensional theory uplift, we determine the tensor branch, the matter content, and the fine detail of cancellations of gravitational, gauge, and mixed anomalies.

2.7 Intersection theory and pushforward formulae

2.7.1 A brief history of pushforward in string theory

Intersection theory in algebraic geometry as we know it today is presented in the seminal book of Fulton [136]. Chern classes are defined from Segre classes, which satisfy stronger functorial properties. The first formula computing the Chern classes of the tangent bundle of the blow-up of a nonsingular variety along a nonsingular center was conjectured by Todd and Segre, and proven by
Porteous [261]. A generalization of Porteous to singular varieties was obtained by Aluffi [4], who also provided user friendly descriptions of Porteous formula in the case of blow-ups whose centers are smooth complete intersections. Aluffi formula are center to this various parts of this thesis, and are reviewed in section 5.4.

The pushforward allows to compute intersection numbers of a fibration in terms of the Chow ring of its base. The first use of implicit pushforward methods in string theory is the computation of the Euler characteristic of a Weierstrass model by Sethi, Vafa and Witten for Calabi–Yau threefolds and fourfolds in terms of the Chow ring of its base [279]. Using efficient pushforward techniques, generating functions for the Euler characteristic of a smooth Weierstrass model was derived by Aluffi and Esole [5]. Intersection theory is instrumental in defining the induced D3-charges in presence of an orientifold [78], which is to constrain to satisfy a “tadpole condition”. See [6, 109, 120] for additional examples of topological relations in the Chow ring motivated by string dualities and tadpole cancellations.

The first application of Porteous formula in string theory is [12]. Aluffi’s formula was used to compute the Euler characteristic of an SU(5) model [129] in [226] and in the study of anomaly cancellations in six dimensional gauge theories in [118, 120, 121, 124]. Powerful methods to compute pushforwards in projective bundles using the functorial properties of the Segre class were obtained in [135], extended a point of view used in [5, 6]. Recently in [114], we introduced new theorems that streamline the computation of pushforwards of blowups as simple algebraic manipulations involving rational polynomials. These techniques allow a simple computations of pushforward of any analytic expression of the exceptional divisors of the blowup of a complete intersections of
smooth divisors. All these techniques are illustrated in [114] by computing the Euler characteristics of crepant resolutions of Weierstrass models.

**Theorem 2.7.1** (Aluffi–Esole, [5]). *For a smooth Weierstrass model, we have*

\[
\phi_* c(Y) = 12 \frac{L}{1 + 6L} c(B). \tag{2.11}
\]

**Theorem 2.7.2** (Esole–Jefferson–Kang, [114]). *The SU(2)-model over a base of arbitrary dimension, gives*

\[
\phi_* c(Y) = \frac{2L + 3LS - S^2}{(1 + S)(1 + 6L - 2S)} c(B), \tag{2.12}
\]

where \( S \) is the divisor supporting the fiber of type I\(_2\) or III.

**Theorem 2.7.3** (Esole–Fullwood–Yau, [109, Theorem 1.4]). *Let \( \phi : Y \to B \) be an elliptic fibration defined by the complete intersection of two divisors of class \( O(2) \otimes \pi^* L \otimes L \) in the projective bundle \( \pi : \mathbb{P}(O_B \oplus L \oplus L \oplus L) \to B. \) Then*

\[
\phi_* c(Y) = \frac{4L(3 + 5L)}{(1 + 2L)^2} c(B), \tag{2.13}
\]

where \( L = c_1(L) \).

**Theorem 2.7.4** (Esole–Kang–Yau, [120]). *Consider a projective variety \( B \) endowed with two line bundles \( \mathcal{L} \) and \( \mathcal{D} \). Let \( \phi : Y \to B \) be a smooth elliptic fibration defined as the zero scheme of a section*
of the line bundle \( \mathcal{O}(3) \otimes \pi^* \mathcal{L} \otimes 2 \otimes \pi^* \mathcal{D} \) in the projective bundle \( \pi: \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{D}) \to B \). Then

\[
\phi_*(c(Y)) = 6 \frac{(2L + 2L^2 - LD + D^2)}{(1 + 2L - 2D)(1 + 2L + D)} c(B),
\]

where \( D = c_1(\mathcal{D}) \) and \( L = c_1(\mathcal{L}) \).

2.7.2 Definitions and notations

The first Chern class of \( \mathcal{O}_{X_0}(1) \) is denoted \( H \) and the first Chern class of \( \mathcal{L} \) is denoted \( L \). The Chow group \( A_*(X) \) of a nonsingular variety \( X \) is the group of divisors modulo rational equivalence [136, Chap. 1, §1.3]. We use \([V]\) to refer to the class of a subvariety \( V \) in \( A_*(X) \). Given a class \( \alpha \in A_*(X) \), the degree of \( \alpha \) is denoted \( \int_X \alpha \) (or simply \( \int \alpha \) if \( X \) is clear from the context.) Only the zero component of \( \alpha \) is relevant in computing \( \int_X \alpha \)—see [136, Definition 1.4, p. 13]. We use \( c(X) = c(TX) \cap [X] \) to refer to the total homological Chern class of a nonsingular variety \( X \), and likewise we use \( c_i(TX) \) to denote the \( i \)th Chern class of the tangent bundle \( TX \). Given two varieties \( X, Y \) and a proper morphism \( f: X \to Y \), the proper pushforward associated to \( f \) is denoted \( f_* \). If \( g: X \to Y \) is a flat morphism, the pullback of \( g \) is denoted \( g^* \) and by definition \( g^*[V] = [g^{-1}(V)] \), see [136, Chap 1, §1.7].

**Definition 2.7.5 (Pushforward, [136, Chap. 1, p. 11]).** Let \( f: X \to Y \) be a proper morphism.

Let \( V \) be a subvariety of \( X \), the image \( W = f(V) \) a subvariety of \( Y \), and the function field \( R(V) \) an
extension of the function field $R(W)$. The pushforward $f_* : A(X) \to A(Y)$ is defined as follows

$$f_*[V] = \begin{cases} 0 & \text{if } \dim V \neq \dim W, \\ [R(V) : R(W)] [V] & \text{if } \dim V = \dim W, \end{cases}$$

where $[R(V) : R(W)]$ is the degree of the field extension $R(V)/R(W)$.

**Definition 2.7.6 (Degree, [136, Chap. 1, p. 13]).** The degree of a class $\alpha$ of $A(X)$ is denoted by $f_* \alpha$ (or simply $\int \alpha$ if there is no ambiguity in the choice of $X$), and is defined to be the degree of its component in $A_0(X)$.

The total homological Chern class $c(X)$ of any nonsingular variety $X$ of dimension $d$ is defined as

$$c(X) = c(TX) \cap [X],$$

where $TX$ is the tangent bundle of $X$ and $[X]$ is the class of $X$ in the Chow ring. The degree of $c(X)$ is the topological Euler characteristic of $X$:

$$\chi(X) = \int_X c(X).$$

The following Lemma gives an important functorial property of the degree.

**Lemma 2.7.7 ([136, Chap. 1, p. 13]).** Let $f : X \to Y$ be a proper map between varieties. For any class
Lemma 2.7.7 means that an intersection number in $X$ can be computed in $Y$ through a pushforward of a proper map $f : X \to Y$. This simple fact has far-reaching consequences as it allows us to express the topological invariants of an elliptic fibration in terms of those of the base.

Let $X$ be a projective variety with at worst canonical Gorenstein singularities. We denote the canonical class by $K_X$.

**Definition 2.7.8 (Crepant birational map).** A birational map $\phi : \tilde{Y} \to Y$ between two algebraic varieties with $\mathbb{Q}$-Cartier canonical classes is said to be crepant if it preserves the canonical class, i.e. $K_{\tilde{Y}} = \phi^* K_Y$.

**Definition 2.7.9 (Resolution of singularities).** A resolution of singularities of a variety $Y$ is a proper birational morphism $\phi : \tilde{Y} \to Y$ such that $\tilde{Y}$ is nonsingular and $\phi$ is an isomorphism away from the singular locus of $Y$. In other words, $\tilde{Y}$ is nonsingular and if $U$ is the singular locus of $Y$, $\phi$ maps $\phi^{-1}(Y \setminus U)$ isomorphically onto $Y \setminus U$.

**Definition 2.7.10 (Crepant resolution of singularities).** A crepant resolution of singularities is a resolution of singularities such that $K_Y = f^* K_{\tilde{X}}$.

### 2.7.3 Pushforward Formulae

When pushing forward blowups of a projective bundle $\pi : X_0 = \mathbb{P}[\mathcal{O}_B \oplus \mathcal{L}^{\otimes 2} \oplus \mathcal{L}^{\otimes 3}] \to B$, the key ingredients are the following three theorems. The first one is a theorem of Aluffi which gives
the Chern class after a blowup along a local complete intersection. Given a complete intersection $Z$ of hypersurfaces $Z_i = V(z_i)$ in a variety $X$, we denote the blowup $\tilde{X} = \text{Bl}_Z X$ of $X$ along $Z$ with exceptional divisor $E = V(e)$ as

$$\begin{align*}
X \xleftarrow{(z_1, \ldots, z_n|e)} \tilde{X}.
\end{align*}$$

The second theorem is a pushforward theorem that provides a user-friendly method to compute invariant of the blowup space in terms of the original space. The last theorem is a direct consequence of functorial properties of the Segre class and gives a simple method to pushforward analytic expressions in the Chow ring of the projective bundle $X_0$ to the Chow ring of its base.

**Theorem 2.7.11** (Aluffi, [4, Lemma 1.3]). Let $Z \subset X$ be the complete intersection of $d$ nonsingular hypersurfaces $Z_1, \ldots, Z_d$ meeting transversally in $X$. Let $f : \tilde{X} \longrightarrow X$ be the blowup of $X$ centered at $Z$. We denote the exceptional divisor of $f$ by $E$. The total Chern class of $\tilde{X}$ is then:

$$c(T\tilde{X}) = (1 + E) \left( \prod_{i=1}^{d} \frac{1 + f^* Z_i - E}{1 + f^* Z_i} \right) f^* c(TX). \quad (2.15)$$

**Lemma 2.7.12** (See [4, 114]). Let $f : \tilde{X} \longrightarrow X$ be the blowup of $X$ centered at $Z$. We denote the exceptional divisor of $f$ by $E$. Then

$$f^* E^n = (-1)^{d+1} b_{n-d}(Z_1, \ldots, Z_d) Z_1 \cdots Z_d,$$

where $b_i(x_1, \ldots, x_k)$ is the complete homogeneous symmetric polynomial of degree $i$ in $(x_1, \ldots, x_k)$ with the convention that $b_i$ is identically zero for $i < 0$ and $b_0 = 1$. 
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Theorem 2.7.13 (Esole–Jefferson–Kang, see [114]). Let the nonsingular variety $Z \subset X$ be a complete intersection of $d$ nonsingular hypersurfaces $Z_1, \ldots, Z_d$ meeting transversally in $X$. Let $E$ be the class of the exceptional divisor of the blowup $f : \widetilde{X} \rightarrow X$ centered at $Z$. Let $\widetilde{Q}(t) = \sum_{a} f^* Q_a t^a$ be a formal power series with $Q_a \in A_*(X)$. We define the associated formal power series $Q(t) = \sum_{a} Q_a t^a$, whose coefficients pullback to the coefficients of $\widetilde{Q}(t)$. Then the pushforward $f_*(\widetilde{Q}(E))$ is

$$f_*\widetilde{Q}(E) = \sum_{\ell=1}^{d} Q(Z_\ell) M_\ell,$$

where $M_\ell = \prod_{m \neq \ell} \frac{Z_m}{Z_m - Z_\ell}$.

Theorem 2.7.14 (See [114]). Let $L$ be a line bundle over a variety $B$ and $\pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus L \otimes 2 \oplus L \otimes 3) \rightarrow B$ a projective bundle over $B$. Let $\tilde{Q}(t) = \sum_{a} \pi^* Q_a t^a$ be a formal power series in $t$ such that $Q_a \in A_*(B)$. Define the auxiliary power series $Q(t) = \sum_{a} Q_a t^a$. Then

$$\pi_*\tilde{Q}(H) = -2 \left. \frac{Q(H)}{H^2} \right|_{H=-2L}^{} + 3 \left. \frac{Q(H)}{H^2} \right|_{H=-3L}^{} + \left. \frac{Q(0)}{6L^2} \right|_{H=-3L}^{},$$

where $L = c_1(L)$ and $H = c_1(\mathcal{O}_{X_0}(1))$ is the first Chern class of the dual of the tautological line bundle of $\pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus L \otimes 2 \oplus L \otimes 3) \rightarrow B$.

By adjunction, the Chern class of a Weierstrass model is

$$c(TY) = \frac{(1 + H)(1 + H + 2L)(1 + H + 3L)}{1 + 3H + 6L} c(TB).$$ (2.16)

Since all the blowups used in this thesis have centers that are complete intersections of two or
three smooth divisors, the following two Lemmas are all that is needed to compute pushforwards under such blowups when the base is a threefold. They are direct consequences of Lemma 2.7.12.

**Lemma 2.7.15.** For a blowup \( f : \tilde{X} \rightarrow X \) with center a transverse intersection of two divisors of class \( Z_1 \) and \( Z_2 \), we have

\[
\begin{align*}
f_*E &= 0, \quad f_*E^2 = -Z_1Z_2, \quad f_*E^3 = -(Z_1 + Z_2)Z_1Z_2, \\
f_*E^4 &= -(Z_1^2 + Z_2^2 + Z_1Z_2)Z_1Z_2, \quad f_*E^5 = -(Z_1 + Z_2)(Z_1^2 + Z_2^2)Z_1Z_2. \quad (2.17)
\end{align*}
\]

**Lemma 2.7.16.** For a blowup \( f : \tilde{X} \rightarrow X \) with center a transverse intersection of three divisors of class \( Z_1, Z_2, \) and \( Z_3 \), we have

\[
\begin{align*}
f_*E &= 0, \quad f_*E^2 = 0, \quad f_*E^3 = Z_1Z_2Z_3, \\
f_*E^4 &= (Z_1 + Z_2)Z_1Z_2Z_3, \quad f_*E^5 = (Z_1^2 + Z_2^2 + Z_1Z_2 + Z_1Z_3 + Z_2Z_3)Z_1Z_2Z_3. \quad (2.18)
\end{align*}
\]

**Lemma 2.7.17 ([114, 134]).** Given the projective bundle \( \pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L}^2 \oplus \mathcal{L}^3) \rightarrow B \), denoting the first Chern class of \( \mathcal{L} \) by \( L \), we have:

\[
\begin{align*}
\pi_*1 &= 0, \quad \pi_*H = 0, \quad \pi_*H^2 = 1, \quad \pi_*H^3 = -5L, \quad \pi_*H^4 = 19L^2, \quad \pi_*H^5 = -65L^3, \\
\pi_*H^k &= \left( (-2)^{k-1} - (-3)^{k-1} \right) L^{k-2} \quad n \geq 1.
\end{align*}
\]
Using Lemma 2.7.17, it is then direct to show that

\[ \pi_*(H^k(3H + 6L)) = -(-3)^k L^{k-1}, \quad k \geq 1 \] (2.19)

2.7.4 Example: the second Chern class under a crepant birational map

We now look at the behavior of the second Chern class of a divisor $V$ under a crepant blowup whose center is a complete intersection of $n$ smooth divisors intersecting transversally in a smooth ambient space $X$.

**Theorem 2.7.18.** Consider a smooth variety $X$ and a blowup $f: \tilde{X} \to X$ with center the complete intersection of $n \geq 2$ smooth divisors $Z_i$ intersecting transversally. We denote the exceptional divisor by $E$. Consider a divisor $V$ in $X$. If we ask for the restriction of the blowup to $V$ to be crepant, then the class of $V$ is such that its proper transform is \( \tilde{V} = f^* V - (n - 1)E \). It follows that

\[ f_*(c_2(T\tilde{V}) \cdot \tilde{V}) = c_2(TV) \cdot V. \]

**Proof.** Using Aluffi’s formula (Theorem 2.7.11) and the adjunction formula, we have

\[ c(T\tilde{V}) = (1 + E) \left( \prod_{i=1}^n \frac{(1 + f^* Z_i - E)}{(1 + f^* Z_i)} \right) \frac{f^* c(TX)}{(1 + f^* V - (n - 1)E)}. \]
In the case $n - 2$, by a direct expansion:

$$c_1(T\tilde{V}) = f^*c_1(TX) - f^*V = f^*c_1(TV), \quad c_2(T\tilde{V}) = f^*c_2(Y) - V(Y - Z_1 - Z_2) - V^2,$$

where $c_2(TV) = c_2(TX) - c_1V + V^2$. It follows that

$$f_*c_2(T\tilde{V}) \cap \tilde{V} = f_*[f^*c_2(TV) \cap [V] + f^*Vf^*(Z_1 + Z_2)E - f^*(Z_1 + Z_2)E^2 + E^3].$$

By applying Lemma 2.7.15, we find

$$f_*c_2(T\tilde{V}) \cap \tilde{V} = c_2(TV) \cap [V].$$

In the case $n = 3$, there is no contribution of order $E^3$ in $f_*c_2(T\tilde{V}) \cap \tilde{V}$ and by Lemma 2.7.16 we have $f_*E = f_*E^2 = 0$.

$$f_*\left(c_2(T\tilde{V}) \cdot \tilde{V}\right) = f^*[c_2(V) \cdot V]$$

$$+ (2c_1V - 2c_2 - 4V^2 + VZ_1 + VZ_2 + VZ_3)E + (4V - 2Z_1 - 2Z_2 - 2Z_3)E^2.$$ 

In the case $n \geq 4$, the theorem is trivial because $c_2(T\tilde{V}) \cdot \tilde{V}$ is at most cubic in $E$ and $f^*E^i = 0$ for $i \leq 3$ by Lemma 2.7.12.
2.8 Euler characteristic and Hodge numbers

2.8.1 Batyrev’s theorem and Euler characteristic of a crepant resolution

We denote the Chow ring of a nonsingular variety $X$ by $A_*(X)$. The free group of generated by sub-varieties of dimension $r$ modulo rational equivalence is denoted by $A_r(X)$. The degree of a class $\alpha$ of $A_*(X)$ is denoted by $\int_X \alpha$ (or simply $\int \alpha$ if there is no ambiguity in the choice of $X$), and is defined to be the degree of its component in $A_0(X)$. The total homological Chern class $c(X)$ of any nonsingular variety $X$ of dimension $d$ is defined by:

$$c(X) = c(TX) \cap [X],$$

where $TX$ is the tangent bundle of $X$ and $[X]$ is the class of $X$ in the Chow ring. The degree of $c(X)$ is the topological Euler characteristic of $X$:

$$\chi(X) = \int_X c(X).$$

Motivated by string geometry, Batyrev and Dais proposed in [30, Conjecture 1.3] the following conjecture.

Conjecture 2.8.1 (Batyrev and Dais, see [30]). Hodge numbers of smooth crepant resolutions of an algebraic variety defined over the complex numbers with at worse Gorenstein canonical singularities do not depend on the choice of such a resolution.
Using $p$-adic integration and the Weil conjecture, Batyrev proved the following slightly weaker proposition:

**Theorem 2.8.2** (Batyrev, [29]). *Let $X$ and $Y$ be irreducible birational smooth $n$-dimensional projective algebraic varieties over $\mathbb{C}$. Assume that there exists a birational rational map $\phi : X \to Y$ which does not change the canonical class. Then $X$ and $Y$ have the same Betti numbers.*

Batyrev’s result was strongly inspired by string dualities, in particular by the work of Dixon, Harvey, Vafa, and Witten [98]. Kontsevitch proved the Batyrev–Dais conjecture for the special case of Calabi–Yau varieties as a corollary of his newly invented theory of motivic integration; the proof relies on Hodge theory and geometrizes Batyrev’s use of $p$-adic integration.

**Theorem 2.8.3** (Kontsevitch, [Kontsevich]). *Let $X$ and $Y$ be birationally-equivalent smooth Calabi–Yau varieties. Then $X$ and $Y$ have the same Hodge numbers.*

As a direct consequence of Batyrev’s theorem, the Euler characteristic of a crepant resolution of a variety with Gorenstein canonical singularities is independent on the choice of resolution. We identify the Euler characteristic as the degree (see Definition 2.1.2) of the total (homological) Chern class of a crepant resolution $f : \tilde{Y} \to Y$ of a Weierstrass model $Y \to B$:

$$
\chi(\tilde{Y}) = \int c(\tilde{Y}).
$$

We then use the birational invariance of the degree under the pushfoward to express the Euler characteristic as a class in the Chow ring of the projective bundle $X_0$. We subsequently push this class...
forward to the base to obtain a rational function depending upon only the total Chern class of the base $c(B)$, the first Chern class $c_1(L)$, and the class $S$ of the divisor in $B$:

$$\chi(\tilde{Y}) = \int_B \pi_* f_* c(\tilde{Y}).$$

In view of Theorem 2.8.2, this Euler characteristic is independent of the choice of a crepant resolution. We discuss pushforwards and their role in the computation of the Euler characteristic in more detail in Section 5.4.

2.8.2 *Hodge numbers for Calabi–Yau elliptic threefolds*

Using motivic integration, Kontsevich shows in his famous “String Cohomology” Lecture at Orsay that birational equivalent Calabi–Yau varieties have the same class in the completed Grothendieck ring [Kontsevich]. Hence, birational equivalent Calabi–Yau varieties have the same Hodge-Deligne polynomial, Hodge numbers, and Euler characteristic. In this section, we compute the Hodge numbers of crepant resolutions of Weierstrass models in the case of Calabi–Yau threefolds.

**Theorem 2.8.4** (Kontsevich, (see [Kontsevich])). *Let $X$ and $Y$ be birational equivalent Calabi–Yau varieties over the complex numbers. Then $X$ and $Y$ have the same Hodge numbers.*

**Remark 2.8.5.** In Kontsevich’s theorem, a Calabi–Yau variety is a nonsingular complete projective variety of dimension $d$ with a trivial canonical divisor. To compute Hodge numbers in this section, we use the following stronger definition of a Calabi–Yau variety.
Definition 2.8.6. A Calabi–Yau variety is a smooth compact projective variety \(Y\) of dimension \(n\) with a trivial canonical class and such that \(H^i(Y, \mathcal{O}_Y) = 0\) for \(1 \leq i \leq n - 1\).

We first recall some basic definitions and relevant classical theorems.

Theorem 2.8.7 (Noether’s formula). If \(B\) is a smooth compact, connected, complex surface with canonical class \(K_B\) and Euler number \(c_2\), then

\[
\chi(\mathcal{O}_B) = 1 - h^{0,1}(B) + h^{0,2}(B), \quad \chi(\mathcal{O}_B) = \frac{1}{12}(K^2 + c_2).
\]

When \(B\) is a smooth compact rational surface, we have a simple expression of \(h^{1,1}(B)\) as a function of \(K^2\) using the following lemma.

Lemma 2.8.8. Let \(B\) be a smooth compact rational surface with canonical class \(K\). Then

\[
h^{1,1}(B) = 10 - K^2. \tag{2.20}
\]

Proof. Since \(B\) is a rational surface, \(h^{0,1}(B) = h^{0,2}(B) = 0\). Hence \(c_2 = 2 + h^{1,1}(B)\) and the lemma follows from Noether’s formula. \(\square\)

We now compute \(h^{1,1}(Y)\) using the Shioda–Tate–Wazir theorem [300, Corollary 4.1].

Theorem 2.8.9 (Shioda-Tate-Wazir; see Corollary 4.1. of [300]). Let \(\phi : Y \to B\) be a smooth elliptic threefold. Then,

\[
\rho(Y) = \rho(B) + f + \text{rank}(\mathcal{M}W(\phi)) + 1,
\]
where $f$ is the number of geometrically irreducible fibral divisors not touching the zero section.

**Theorem 2.8.10.** Let $Y$ be a smooth Calabi–Yau threefold elliptically fibered over a smooth variety $B$ with Mordell–Weil group of rank zero. Assuming the Mordell-Weil group of $Y$ has rank zero, then

$$b^{1,1}(Y) = b^{1,1}(B) + f + 1, \quad b^{2,1}(Y) = b^{2,1}(Y) - \frac{1}{2} \chi(Y),$$

where $f$ is the number of geometrically irreducible fibral divisors not touching the zero section. In particular, if $Y$ is a $G$-model with $G$ being a semi-simple group, then $f$ is the rank of $G$.

### 2.9 Characteristic numbers of the fourfolds

The theory of characteristic classes was founded in the 1930s and 1940s by Whitney, Stiefel, Pontryagin, and Chern [171, 234]. To these days, the most famous characteristic numbers are the Stiefel-Whitney numbers, the Pontryagin numbers, the Chern numbers, together with the Euler characteristic, which is the oldest topological invariant. The theory of characteristic classes relies deeply on sheaf theory as developed by Kodaira, Spencer, and Serre; and historically, also on Thom’s theory of cobordism. Grothendieck introduced an axiomatic definition of Chern classes in the Chow ring of a variety using projective bundles. This establishes characteristic classes as familiar objects in intersection theory [136, Chap 3]. In a sense, any natural transformation from the complex vector bundles to the cohomology ring is a polynomial in the Chern numbers. In his seminal book, Hirzebruch expresses all characteristic classes in terms of Chern classes [171].
2.9.1 List of characteristic numbers

We compute the following six types of rational Chern and Pontryagin numbers for each $G$-models:

1. The Chern numbers

\[ \int_Y c_1(TY)^4, \int_Y c_1(TY)c_2(TY), \int_Y c_1(TY)c_3(TY), \int_Y c_2^2(TY), \text{ and } \int_Y c_4(TY). \] (2.21)

2. The holomorphic genera $\chi_i(Y) = \sum_{a=0}^{n} (-1)^{a} b^{p-a}(Y)$ [196]:

\[ \begin{align*}
\chi_0(Y) &= \int_Y Td(TY) = \frac{1}{720} \int_Y (-c_4 + c_1c_3 + 3c_2^2 + 4c_1^2c_2 - c_4^4), \\
\chi_1(Y) &= \frac{1}{180} \int_Y (-31c_4 - 14c_1c_3 + 3c_2^2 + 4c_1^2c_2 - c_4^4), \\
\chi_2(Y) &= \frac{1}{120} \int_Y (79c_4 - 19c_1c_3 + 3c_2^2 + 4c_1^2c_2 - c_4^4).
\end{align*} \] (2.22)

The holomorphic Euler characteristic $\chi_0$ is a birational [162, Theorem II.8.19] and diffeomorphism invariant. The other holomorphic genera are diffeomorphism invariants and invariant under crepant birational maps.

3. The Pontryagin numbers of a fourfold are the numbers $\int_Y p_2(TY)$ and $\int_Y p_4^2(TY)$, where the Pontryagin classes $p_1(TY)$ and $p_2(TY)$ are defined as follows:

\[ \begin{align*}
p_1(TY) &= c_1(TY) - 2c_4(TY), \\
p_2(TY) &= c_2^2(TY) - 2c_1(TY)c_3(TY) + 2c_4(TY).
\end{align*} \] (2.23)
4. The Hirzebruch signature of a fourfold,

\[
\sigma(Y) = \frac{1}{45} \int_Y \left( 7p_2(TY) - p_2^a(TY) \right) = \frac{1}{45} \int_Y \left( -c_4^4 + 4c_1c_2 + 3c_2^2 - 14c_1c_3 + 14c_4 \right). \tag{2.24}
\]

The signature is the degree of the Hirzebruch L-genus. The L-genus is always an integer \[234, \text{Corrolary 19.5, p. 226}\] and depends only on the oriented homotopy type of the variety \[234, \text{Corrolary 19.6, p. 226}\].

5. The \(\hat{A}\)-genus of a fourfold,

\[
\int Y \hat{A}_2(TY) = \frac{1}{5760} \int Y \left( 7p_1^a(TY) - 4p_2(TY) \right)
= \frac{1}{5760} \int Y \left( 7c_4 - 28c_1c_2 + 8c_1c_3 + 24c_2^2 - 8c_4 \right). \tag{2.25}
\]

By the Atiyah-Singer theorem, if the fourfold \(Y\) is a spin manifold, the degree of \(\hat{A}_2\) gives the index of the Dirac operator on \(Y\). We will see that the \(\hat{A}\)-genus is independent of our choice of a crepant resolution and is also independent of \(G\).

6. We also compute the following form that plays an important role in many questions of anomaly cancellations, it detects the appearance of a non-vanishing contribution to the one-point function for the two, three, and four forms in type IIA, M, and F-theory \[279, 293\]:

\[
X_8(Y) = \frac{1}{192} \int Y \left( p_1^a(TY) - 4p_2(TY) \right). \tag{2.26}
\]
In string theory, $X_8(Y)$ typically appears as a curvature invariant. As it is expressed by Pontryagin numbers, $X_8(Y)$ is an oriented diffeomorphism invariants and is also invariants under crepant birational maps.

2.9.2 Chern numbers of fourfolds are $K$-equivalence invariants

Crepant resolutions are in a sense the mildest form of desingularizations, since they do not modify a singular variety away from its singular locus and preserves the canonical class. Crepant resolutions are also relative minimal models over the underlying singular variety. When they exist, crepant resolutions are not necessarily unique for varieties of dimension three or higher. For $G$-models, the number of flops can be pretty big \[110, 111, 163\]. When two varieties are crepant resolutions of the same underlying singular variety, a natural question to ask is if their characteristic numbers are the same. For instance, the Betti numbers and the Hodge numbers are invariants under crepant birational maps \[29, Kontsevich\].

A key point that makes this computation possible is the fact that it is enough to know a single crepant resolution to compute the Chern and Pontryagin numbers of a given $G$-model. This is because the Chern numbers of a fourfold are invariants under crepant birational maps as proven in Theorem 2.9.6 using a result of Aluffi \[3, p. 3368\] and the birational invariance of the Todd genus. We would like to point out that such an invariance for the Chern numbers should not be taken for granted as it is not generally true that Chern and Pontryagin numbers are invariant under crepant birational maps. The first counter-example appears in dimension five (see Example 2.9.1). This fact motivated our choice to present the results only for fourfolds. For a projective five-fold, the Chern
numbers are
\[
\int c_1^5, \quad \int c_1^3c_2, \quad \int c_1^2c_3, \quad \int c_1c_4, \quad \int c_5, \quad \int c_1^2c_2, \quad \int c_2c_3,
\]
where only the first five are invariant under K-equivalence by Aluffi's theorem (see Theorems 2.9.4 and 2.9.6). In fact, Goresky and MacPherson gave the following example of a five-dimensional Schubert variety with two different small resolutions with the same Chern numbers with the exception of \(\int c_2c_3\). For more information on K-invariance, see [298, 299].

**Example 2.9.1** (Goresky and MacPherson, [140, Example 2, page 221]). Let \(X\) be the Schubert variety in the Grassmannian \(G_2(\mathbb{C}^4)\) consisting of all complex two-planes \(V \subset \mathbb{C}^4\) such that \(\dim(V \cap \mathbb{C}^2) \geq 1\). This variety \(X\) has a singularity at the point \(V = \mathbb{C}^2\), and it has a small resolution \(\phi_1 : \tilde{X}_1 \to X\) where \(\tilde{X}_1\) consists of all \((1, 2)\)-flags \(V^1 \subset V^2 \subset \mathbb{C}^4\) such that \(V^1 \subset \mathbb{C}^2\). It has a second small resolution \(\phi_2 : \tilde{X}_2 \to X\) which consists of all \((2, 3)\)-flags \(V^2 \subset V^3 \subset \mathbb{C}^4\) such that \(\mathbb{C}^2 \subset V^3\). Although \(\tilde{X}_1\) and \(\tilde{X}_2\) are homeomorphic, by a computation of Verdier, they do not have the same Chern classes.

**Example 2.9.2** (Goresky and MacPherson, [140, Example 2, page 222]). Let \(X\) be a Schubert variety \(X = \{ V \in G_2(\mathbb{C}^4) \mid \dim(V \cap \mathbb{C}^3) \leq 1\}\). Let \(\tilde{X}_1\) be the variety of partial flags \(V_1 \subset V_2 \subset \mathbb{C}^4\) such that \(V_1 \subset \mathbb{C}^2\). Let \(\tilde{X}_2\) be the variety of partial flags \(V_2 \subset V_3 \subset \mathbb{C}^4\) such that \(\mathbb{C}^3 \subset V_4\). Both \(\tilde{X}_1\) and \(\tilde{X}_2\) are small resolutions of \(X\) but their cohomology rings are not even abstractly isomorphic.

The following theorem of Libgober and Wood was known to Hirzebruch in the case of fourfolds.
Theorem 2.9.3 (Libgober and Wood, [218], Theorem 3). For a compact complex manifold $X$, the Chern number $\int_X c_i c_{n-1}$ is determined by the holomorphic genera and hence by the Hodge numbers.

Even though Chern numbers other than the Euler characteristic are not topological invariants, some are invariant under crepant birational maps as proven by Aluffi.

Theorem 2.9.4 (Aluffi, [3, page 3368]). For two nonsingular $n$-dimensional complete varieties $X$ and $Y$ connected by a crepant birational map

$$\int_X c_i(TX)c_{n-i}(TX) = \int_Y c_i(TY)c_{n-i}(TY), \quad i = 0, 1, \ldots, n.$$  

The following theorem is also used in this thesis.

Theorem 2.9.5 (Aluffi, [3, Corollary 1.2]). Let $f : \tilde{X} \to X$ be a crepant resolution. Then the class

$$f_* \left( c(T\tilde{X}) \cap [\tilde{X}] \right),$$

in $(A^*_X)_\mathbb{Q}$ is independent of $X$.

The following theorem asserts that the Chern numbers of fourfolds are $K$-equivalence invariants.

The proof is a simple application of Theorem 2.9.4 of Aluffi.

Theorem 2.9.6 (Esole–Kang, [116]). The Chern and Pontryagin numbers of an algebraic variety of complex dimension four are $K$-equivalence invariants.
Proof. The Chern numbers of a fourfold are \( \int_Y c_1(TY)^4, \int_Y c_1(TY)^2c_2(TY), \int_Y c_1(TY)c_3(TY), \int_Y c_2^2(TY), \) and \( \int_Y c_4(TY). \) Hirzebruch showed that \( \int_Y c_1(TY)c_3(TY) \) can be expressed by Hodge numbers.

Moreover, from a result of Aluffi, we know that the Chern numbers \( \int_Y c_1(TY)c_{n-i}(TY) \) are \( K \)-equivalence invariants. The Chern number \( \int_Y c_2^2(TY) \) is also a \( K \)-equivalence invariant as it can be expressed as a linear combination of the holomorphic Euler characteristic (which is a birational invariant) and the \( \int_Y c_i(TY)c_{n-i}(TY) \) for \( i = 0, 1, 2, 3, 4. \) It follows that all Chern numbers of a fourfold are \( K \)-equivalence invariants. The same is true for Pontryagin numbers since they are linear combinations of Chern numbers.

Theorem 2.9.6 allows us to compute Chern numbers of \( G \)-models in the crepant resolution of our choice since it is independent of a choice of a crepant resolution.

The Chern number \( \int_Y c_1(TY)c_2(TY) \), the \( \hat{A} \)-genus, and the Todd-genus (the holomorphic Euler characteristic) are invariants of the choice of \( G \). They can all be expressed as invariants of the divisor \( W \) defined by the vanishing locus of a smooth section of \( \mathcal{L} \).

2.9.3 Independence of Chern numbers

By expressing \( \chi_0 \) and \( \hat{A} \) in terms of Chern numbers and using the identity \( \int_Y c_4^4 = 0 \), which holds for any crepant resolution of a Weierstrass model (see Theorem 6.1.1), we get the following expressions of \( c_1^2c_2 \) and \( c_4c_3 \):

\[
\int_Y c_1^2c_2 = 96(\chi_0(Y) - \hat{A}(Y)), \quad \int_Y c_4c_3 = 384\hat{A}(Y) + 336\chi_0(Y) + \chi(Y) - 3 \int_Y c_2^2. \tag{2.27}
\]
For an elliptic fibration that is a crepant resolution of a Weierstrass model, this shows that \( \int_Y c_1^2 \) gives the same value as a smooth Weierstrass model with the same fundamental line bundle \( \mathcal{L} \). It is therefore enough to compute only \( \int_Y c_1^2 \) and the Euler characteristic \( \chi(Y) = \int_Y c_4 \) to know all the Chern numbers of a crepant resolution of a Weierstrass model.

2.10 Weak coupling limit and brane geometry

In an F-theory compactification on an elliptic fourfold \( Y \to B \), the number of D3 branes \( (N_{D3}) \) depends only on the Euler characteristic \( \chi(Y) \) of the elliptic fibration \( Y \) and the \( G_4 \)-flux \[153]\:

\[
\text{D3 tadpole in F-theory} : \quad N_{D3} = \frac{1}{24} \chi(Y) - \frac{1}{2} \int_Y G_4 \wedge G_4.
\tag{2.28}
\]

This relation is derived from the duality between M-theory and F-theory. For IIB \( \mathbb{Z}_2 \) orientifold compactifications, the D3 tadpole depends on fluxes and the Euler characteristics of the cycles wrapped by the orientifolds and the D7-branes:

\[
\text{D3 tadpole in type IIB} : \quad 2N_{D3} = \frac{1}{6} \chi(O) + \frac{1}{24} \sum_i \chi(D_i) + \frac{1}{2} \sum_i \int_{D_i} \text{tr}(F^2),
\tag{2.29}
\]

where \( O \) is an orientifold; \( D_i \) are surfaces wrapped by D7-branes; \( \int_{D_i} \text{tr}(F^2) \) are fluxes localized on the D7-branes. The trace \( \text{tr} \) is taken in the adjunct representation. Since the number of D3 branes is independent of the string coupling and invariant under \( \text{SL}(2, \mathbb{Z}) \), one would expect a matching
between the computation of the number of D3 branes in F-theory and in type IIB:

\[ 2\chi(Y) - 24 \int_Y G_4 \wedge G_4 = 4\chi(O) + \sum_i \chi(D_i) + 12 \sum_i \int_{D_i} tr(F^2). \quad (2.30) \]

Such a matching condition was first introduced in [78]. For configurations such that both \(G\)-fluxes and type IIB fluxes are zero, the matching of the D3 tadpole in type IIB and in F-theory will give a purely topological relation between Euler characteristics [78]:

\[ \text{Tadpole matching condition : } 2\chi(Y) = 4\chi(O) + \sum_i \chi(D_i). \quad (2.31) \]

When this topological condition holds, equation (2.30) also gives a relation between the fluxes in F-theory and in type IIB:

\[ \text{Flux matching condition : } \int_Y G_4 \wedge G_4 = -\frac{1}{2} \sum_i \int_{D_i} tr(F^2). \quad (2.32) \]

In general, the curvature contribution to the D3 tadpole in F-theory and type IIB theory do not have to match. For example, branes seen in the type IIB limit can recombine into a different configuration of branes plus fluxes [78].

### 2.10.1 Geometric definition of a weak coupling limit

Following the point of view of [6], the weak coupling limit of an elliptic fibration is a degeneration such that the generic fiber of the elliptic fibration becomes semi-stable as we reach \( \varepsilon = 0 \). A semi-
stable elliptic curve is a singular elliptic curve of type $I_n$. Such a singular elliptic curve has an infinite $j$-invariant. This explains the name “weak coupling limit” as an infinite $j$-invariant means that the imaginary part of $\tau$ goes to zero which in the F-theory description of type IIB string theory essentially means the string coupling is weak: $g_s \to 0$. If the semi-stable fiber is just a nodal curve $I_1$ as it is the case for a smooth Weierstrass model, we are in the case analyzed by Sen. In the case the degeneration gives a curve of type $I_n$ with $n > 1$, each irreducible components of the semi-stable curve $I_n$ describes a $\mathbb{P}^1$-bundle over the base and since two components intersects normally, all together they form a normal crossing variety $Z$. It follows that for a weak coupling limit defines with a generic fiber of type $I_n$ naturally leads to a semi-stable degeneration. We will see it explicitly here. It is important to realize that an elliptic fibration can admit many non-equivalent weak coupling limits with different semi-stable curves $I_n$ as illustrated in [6, 109].

2.10.2 Brane geometry at weak coupling

When taking a weak coupling limit, the discriminant locus can split into different components that are wrapped by orientifolds and branes. These branes can be singular and can split further into brane-image-brane pairs in the double cover of the base. We quickly review the most familiar ones by considering the following discriminant and $j$-invariant:

\[
\Delta = \varepsilon^2 h^{2+n} \prod_i (\eta_i^2 - h\psi_i^2) \prod_j (\eta_j^2 - h\chi_j), \prod_k \varphi_k + O(\varepsilon^3), \tag{2.33}
\]

\[
\frac{h^{4-n}}{\varepsilon^2 \prod_i (\eta_i^2 - h\psi_i^2) \prod_j (\eta_j^2 - h\chi_j) \prod_k \varphi_k}. \tag{2.34}
\]
The locus $b = 0$ is the orientifold locus as seen from the base of the elliptic fibration. As $\varepsilon$ goes to zero, $j$ goes to infinity and the string couplings goes to zero.

$$\lim_{\varepsilon \to 0} j = \infty \implies \text{Im}(\tau) = \infty \iff g_s = 0.$$ 

At weak coupling, we get an orientifold on the double cover of the base branched at $b = 0$:

$$X : \quad \xi^2 = b,$$  \hspace{1cm} (2.35)

which defines a section of the line bundle $L^2$. The involution $\sigma : X \to X$ which sends $\xi$ to $-\xi$ can be used to define a $\mathbb{Z}_2$ orientifold symmetry $\sigma\Omega(-)^{F_L}$ and the branched locus is therefore interpreted as a $O_7$ orientifold. The geometry of Sen’s weak coupling limit can be summarized by the following diagram:

$$\begin{array}{c}
\text{Sen's limit} \\
\downarrow \text{Orientifold limit} \\
B_n \leftarrow X_n \\
\end{array}$$  \hspace{1cm} (2.36)

where $Y_{n+1} \to B_n$ is an elliptic fibration and $X_n \to B$ is a double cover. The different terms of $\Delta$ determine different type of D7-branes. We summarize them in table 2.6 where we have also included the orientifold.
<table>
<thead>
<tr>
<th>Name</th>
<th>In the discriminant</th>
<th>In the double cover $X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientifold</td>
<td>$b^2$</td>
<td>$\xi = 0$</td>
</tr>
<tr>
<td>Whitney brane</td>
<td>$\eta^2 - b\chi$</td>
<td>$\eta^2 - \xi^2\chi = 0$</td>
</tr>
<tr>
<td>Brane-image-brane pair</td>
<td>$\eta^2 - b\psi^2$</td>
<td>$(\eta + \xi\psi)(\eta - \xi\psi) = 0$</td>
</tr>
<tr>
<td>Invariant brane</td>
<td>$\eta$</td>
<td>$\eta = 0$</td>
</tr>
</tbody>
</table>

Table 2.6: Familiar types of brane found in Sen’s weak coupling limit. The Whitney brane is the one observed in Sen’s limit of an $E_8$ elliptic fibration. It can specialize into a brane-image-brane pair when $\chi$ is a perfect square and into two invariant branes on top of each other when $\chi = 0$.

### 2.11 Tadpole matching and Whitney branes

#### 2.11.1 Generalized tadpole condition

The D3 tadpole matching condition presented in equation (2.31) is a topological condition that can be proven to hold in a much more general set up than anticipated from the assumptions of its string theory origin. It generalizes to a relation valid at the level of the total homological Chern classes for elliptic fibrations over bases of arbitrary dimension without even assuming the Calabi–Yau condition [5, 6, 109]:

\[
2\phi_*c(Y) = 4\rho_*c(O) + \sum \rho_*c(D_i). \tag{2.37}
\]

The right-hand-side of this relation involves objects seen in the type IIB weak coupling limit defined by taking a degeneration of the elliptic fibration while the left-hand-side is the elliptic fibration. In that respect, it requires both a choice of an elliptic fibration and a choice of a degeneration. The most interesting case is the one involving a Weierstrass model (an $E_8$ elliptic fibration). In that case,
the degeneration is given by the original Sen’s weak coupling limit and the corresponding generalized tadpole relation was proven in [5]. Sen’s weak coupling limit was generalized geometrically in [6]. The method of [6] provides an easy way to define a weak coupling limit for families of elliptic fibrations that are not given by a Weierstrass model. It also gives a natural way to organize such limits using the fiber geometry of the elliptic fibration. A generalized tadpole relation is available for $E_8$, $E_6$, and $E_7$ elliptic fibration [5, 6], and $D_5$ elliptic fibration [109].

2.11.2 Whitney branes and Orientifold Euler characteristic

Since Whitney branes are singular, we have to be careful how we define their Euler characteristic or more generally their total Chern class. The appropriate definition has been worked out in [5, 78]. For a Whitney brane $D_w$, we have

$$c(D_w) := \rho_* c(D_w) - c(S), \quad (2.38)$$

where $D_w$ is the normalization of $D_w$ and $S$ is the locus of codimension-two singularities of the Whitney brane. The corresponding Euler characteristic is known as the orientifold Euler characteristic $\chi_o(D) = \chi(D) - \chi(S)$. The original weak coupling limit discussed by Sen will satisfy the F theory-type IIB tadpole matching condition only thanks to the presence of the singularities of the Whitney brane [5, 78]. The orientifold Euler characteristic is also useful for certain weak coupling limits of $E_7$ and $D_5$ elliptic fibrations [6, 109].
2.12 \(5d \mathcal{N} = 1\) supergravity theories

The compactification of M-theory on a Calabi–Yau threefold \(Y\) yields a five dimensional supergravity theory with eight supercharges coupled to \(h^{1,1}(Y)\) vector multiplets and \(h^{2,1}(Y) + 1\) neutral hypermultiplets [66]. The gravity multiplet also contains a gauge field called the graviphoton. The kinetic terms of the vector multiplets and the graviphoton, together with the coefficients of the Chern-Simons terms, are derived from the prepotential \(\mathcal{F}(\varphi)\), which is a real function of the scalar fields of the vector multiplets. After integrating out massive charged vector and matter fields, the prepotential receives a one-loop quantum correction protected from additional quantum corrections by supersymmetry. The vector multiplets transform in the adjoint representation of the gauge group while the hypermultiplets transform in representation \(\mathbf{R} = \bigoplus_i \mathbf{R}_i\) of the gauge group, where \(\mathbf{R}_i\) are irreducible components of \(\mathbf{R}\).

The Coulomb branches of the theory correspond to the chambers of the hyperplane arrangement \(I(\mathfrak{g}, \mathbf{R})\). By matching the crepant resolutions with the chambers of \(I(\mathfrak{g}, \mathbf{R})\), we determine which resolutions correspond to which phases of the Coulomb branch. The triple intersection numbers of the fibral divisors correspond to the coefficient of the Chern-Simons couplings of the five dimensional gauge theory and can be compared with the Intrilligator–Morrison–Seiberg (IMS) prepotential, which is the one-loop quantum contribution to the prepotential of the five-dimensional gauge theory. Since in field theory the Chern-Simons couplings are linear in the numbers \(n_{\mathbf{R}_i}\) of hypermultiplets transforming in the irreducible representation \(\mathbf{R}_i\), computing the triple intersection numbers provides a way to determine the numbers \(n_{\mathbf{R}_i}\) from the topology of the ellip-
tic fibration. We observe by direct computation in each chamber that the numbers we find do not depend on the choice of the crepant resolution.

This idea of using the triple intersection numbers to determine the number of multiplets transforming in a given representation was used previously in [124] for SU(n)-models, in [115] (or Chapter 8) for F₄-models, in [112] (or Chapter 9) for G₂, Spin(7), and Spin(8)-models, in [118] (or Chapter 10) for SO(4) and Spin(4)-models, in [119] (or Chapter 11) for SU(2) × G₂-models, in [113] (or Chapter 12) for SU(2) × SU(3)-models, in [121] (or Chapter 13) for SU(2) × Sp(4), SU(2) × Sp(4)/Z₂, SU(2) × SU(4), and SU(2) × SU(4)/Z₂-models. This technique has been advocated by Grimm and Hayashi in [148].

Table 2.7: Supermultiplets for \( \mathcal{N} = 1 \) five dimensional supergravity. The indices \( \mu \) and \( \nu \) refer to the five dimensional spacetime coordinates. The tensor \( g_{\mu \nu} \) is the metric of the five dimensional spacetime. The fields \( \psi_{\mu}, \lambda, \zeta \) are symplectic Majorana spinors. The field \( \psi_{\mu} \) is the gravitino and \( A_\mu \) is the graviphoton. The hyperscalar \( q \) is a quaternion composed of four real scalar fields.

<table>
<thead>
<tr>
<th>Multiplet</th>
<th>Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graviton</td>
<td>((g_{\mu \nu}, A_\mu, \psi_{\mu}))</td>
</tr>
<tr>
<td>Vector</td>
<td>((A_\mu, \phi, \lambda))</td>
</tr>
<tr>
<td>Hyper</td>
<td>((q, \xi))</td>
</tr>
</tbody>
</table>

2.12.1 5d PREPOLENTIAL

In the Coulomb phase of an \( \mathcal{N} = 1 \) supergravity theory in five dimension, the scalar fields of the vector multiplets are restricted to the Cartan sub-algebra of the Lie group as the Lie group is broken to \( U(1)^r \) where \( r \) is the rank of the group. It follows that the charge of an hypermultiplet is simply given by a weight of the representation under which it transforms [176]. The 5d prepotential by
Intrilligator–Morrison–Seiberg (IMS) is the one-loop quantum contribution to the prepotential of a five-dimensional gauge theory with the matter fields in the representations \( R_i \) of the gauge group. Let \( \varphi \) be in the Cartan subalgebra of a Lie algebra \( \mathfrak{g} \). The weights are in the dual space of the Cartan subalgebra. We denote the evaluation of a weight on a coroot vector \( \varphi \) as a scalar product \( \langle \mu, \varphi \rangle \). We recall that the roots are the weights of the adjoint representation of \( \mathfrak{g} \). Denoting the fundamental simple roots by \( \alpha \) and the weights of \( R_i \) by \( \varpi \) we have

\[
6F_{\text{IMS}}(\varphi) = \frac{1}{2} \left( \sum_{\ell} |\langle \alpha_\ell, \varphi \rangle|^3 - \sum_i \sum_{\varpi \in R_i} n_{R_i} |\langle \varpi, \varphi \rangle|^3 \right). 
\]

(2.39)

For all simple groups with the exception of \( SU(N) \) with \( N \geq 3 \), this is the full cubic prepotential as there are no non-trivial third Casimir invariants.

The open dual fundamental Weyl chamber is defined as the cone \( \langle \alpha, \varphi \rangle > 0 \), where \( \alpha \) runs through the set of all simple positive roots. For a given choice of a group \( G \) and representations \( R_i \), we have to determine a Weyl chamber to remove the absolute values in the sum over the roots. We then consider the hyperplane arrangement \( \langle \varpi, \varphi \rangle = 0 \), where \( \varphi \) runs through all the weights of all the representations \( R_i \) and \( \varphi \) is an element of the coroot space. They define the hyperplane arrangement \( I(\mathfrak{g}, R = \bigoplus_i R_i) \) restricted to the dual fundamental Weyl chamber. If none of these hyperplanes intersect the interior of the dual Weyl chamber of \( \mathfrak{g} \), we can safely remove the absolute values in the sum over the weights. Otherwise, we have hyperplanes partitioning the dual fundamental Weyl chamber into subchambers. Each of these subchambers is defined by the signs of the linear forms \( \langle \varpi, \varphi \rangle \). Two such subchambers are adjacent when they differ by the sign of a unique linear
form. Within each of these subchambers, the prepotential is a cubic polynomial.

Each of the subchambers is called a Coulomb phase of the gauge theory. But as we go from one subchamber to an adjacent one, we have to go through one of the walls defined by the weights. The transition from one chamber to an adjacent chamber is a phase transition that geometrically corresponds to a flop between different crepant resolutions of the same singular Weierstrass model. The number of chambers of such a hyperplane arrangement is physically the number of phases of the Coulomb branch of the gauge theory.

2.12.2 COUNTING HYPERMULTIPLETS: WITTEN’S GENUS FORMULA

M-theory compactified on an elliptically fibered Calabi–Yau threefold $Y$ gives rise to a five-dimensional supergravity theory with eight supercharges coupled to $b^{1,1}(Y) + 1$ neutral hypermultiplets and $b^{1,1}(Y) - 1$ vector multiplets [66]. Taking into account the graviphoton, there are a total of $b^{1,1}(Y)$ gauge fields. The kinetic terms, the Chern-Simons coefficients of the vector multiplets, and the graviphoton are all completely determined by the intersection ring of the Calabi–Yau variety.

Witten determined the number of states appearing when a curve collapses to a point using a quantization argument [306]. In particular, he showed that the number of hypermultiplets transforming in the adjoint representation is the genus of the curve $S$ over which the gauge group is localized. Aspinwall, Katz, and Morrison subsequently applied Witten’s quantization argument to the case of non-simply laced groups in [1]. If $S'$ is a $d$ cover of $S$ with ramification divisor $R$, then
number \( n_{R_0} \) of hypermultiplets transforming in the representation \( R_0 \) is given by

\[
n_{R_0} = g' - g, \tag{2.40}
\]

where \( g' \) is the genus of \( S' \) and \( g \) is the genus of \( S \) [1]. This method is shown to be consistent with the six-dimensional anomaly cancellation conditions [142].

Computing the right hand side of the equation (2.40) \( g' - g \) is a classical exercise whose answer is given by the following theorem.

**Theorem 2.12.1** (Riemann-Hurwitz, see [162, Chap. IV, Cor. 2.4 and Example 2.5.4.]). Let \( f : S' \to S \) be a finite, separable morphism of curves of degree \( d \) branched with ramification divisor \( R \). If \( g' \) is the genus of \( S' \), \( g \) is the genus of \( S \), and \( R \) is the ramification divisor, then

\[
g' - g = (d - 1)(g - 1) + \frac{1}{2} \deg R.
\]

Physically, this is the number of charged hypermultiplets in the representation \( R_0 \), as expected from Witten’s quantization argument⁷:

\[
n_{R_0} = (d - 1)(g - 1) + \frac{1}{2} \deg R. \tag{2.41}
\]

⁷This is a direct application of the Riemann-Hurwitz’s theorem (Theorem 2.12.1) in the context of Witten’s genus for non-simply laced groups [1]. See Section 3 of [143].
The matter content of the six-dimensional $\mathcal{N} = (1, 0)$ supergravity theory are given by [147]

- **supergravity multiplets:** $(g_{\mu\nu}, B_{\mu\nu}^-, \psi_\mu^A^-)$
- **tensor multiplets:** $(B_{\mu\nu}^+, \chi^A^+, \sigma)$
- **vector multiplets:** $(A_\mu, \lambda^A^-)$
- **hypermultiplets:** $(4\varphi, \zeta^+)$

where $\mu, \nu = 0, \ldots, 5$ label spacetime indices, $A = 1, 2$ labels the fundamental representation of the $R$-symmetry $\text{SU}(2)$, and $\pm$ denotes the chirality of Weyl spinors or the self-duality (+) or anti-self-duality (−) of the field strength of antisymmetric two-forms. The gravitini $\psi_\mu^A^-$, the tensorini $\chi^A^+$, and gaugini $\lambda^A^-$ are symplectic Majorana Weyl spinors. The hyperino $\zeta^+$ is a Weyl spinor invariant under the $R$-symmetry group $\text{SU}(2)_R$. The scalar manifold of the tensor multiplets is the symmetric space $\text{SO}(1, n_T)/\text{SO}(n_T)$ where $n_T$ is the number of tensor multiplets. The scalar manifold of the hypermultiplet is a quaternionic-Kähler manifold of quaternionic dimension $n_H$, where $n_H$ is the number of hypermultiplets.

We consider a gauged six-dimensional $\mathcal{N} = (1, 0)$ supergravity theory [147] with a semi-simple gauge group $G = \prod_a G_a, n_{V}^{(6)}$ vector multiplets, $n_T$ tensor multiplets, and $n_H$ hypermultiplets consisting of $n_H^0$ neutral hypermultiplets and $n_H^{ch}$ charged hypermultiplets under a representation $\bigoplus_i R_i$ of the gauge group with $R_i = \bigotimes_a R_{i,a}$, where $R_{i,a}$ is an irreducible representation of the simple component $G_a$ of the semi-simple group $G$. The vector multiplets transform under the adjoint of the gauge group. CPT invariance requires the representation to be quaternionic, and hence we have...
quaternions of dimension $n_H$ for the hypermultiplets.

In particular, F-theory compactified on a Calabi–Yau threefold $Y$ gives a six-dimensional supergravity theory with eight supercharges coupled to $n_V$ vector, $n_T$ tensor, and $n_H^0 = h^{2,1}(Y) + 1$ neutral hypermultiplets. When the Calabi–Yau variety is elliptically-fibered with a gauge group $G$ and a representation $\mathbf{R}$,

- the number of vectors: $n_V = \dim G$,
- the number of tensors: $n_T = 9 - K^2$,
- the number of hypers: $n_H = n_H^0 + n_H^{ch}$ with neutral hypers $n_H^0 = h^{2,1} + 1$,

where $K$ is the canonical class of the base $B$ of the elliptic fibration, and we have charged hypermultiplets transforming in the representation $\mathbf{R}$ of $G$. We consider the semisimple gauge group with simple components $G_a$ such that $G = \sum_a G_a$. The base of the fibration is then necessarily a rational surface $B$ whose canonical class is denoted $K$ [269].

2.13.1 5d $N = 1$ supergravity theories and their 6d uplifts

For a compactification on a Calabi–Yau threefold $Y$, the number of neutral hypermultiplets is $n_H^0 = h^{2,1}(Y) + 1$ [66]. The number of each multiplet is

$$
n_{V}^{(6)} = \dim G, \quad n_T = h^{2,1}(B) - 1 = 9 - K^2, \quad (2.42)
$$

$$
n_{H} = n_H^0 + n_H^{ch} = h^{2,1}(Y) + 1 + \sum_i n_{R_i} \left( \dim R_i - \dim R_i^{(5)} \right), \quad (2.43)
$$
where the (elliptically fibered) base $B$ is a rational surface. From the Hodge number $h^{2,1}(Y)$ of the Calabi–Yau threefolds, the number of hypermultiplets can be computed for each $G$-model.

<table>
<thead>
<tr>
<th></th>
<th>F-theory on $Y$</th>
<th>M-theory on $Y$</th>
<th>F-theory on $Y \times S^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$6d \mathcal{N} = (1, 0)$ sugra</td>
<td>$5d \mathcal{N} = 1$ sugra</td>
<td>$5d \mathcal{N} = 1$ sugra</td>
</tr>
<tr>
<td>$n_{\nu}^{(5)}$</td>
<td>$b^{+1}(Y) - b^{+1}(B) - 1$</td>
<td>$n_{\nu}^{(5)} = n_{\nu}^{(6)} + n_T + 1 = b^{+1}(Y) - 1$</td>
<td>$n_{\nu}^{(6)} = b^{+1}(Y) + 1$</td>
</tr>
<tr>
<td>$n_H^{(5)}$</td>
<td>$b^{+1}(Y) + 1$</td>
<td>$n_H^{(5)} = n_H^{(6)} + n_T + 1 = b^{+1}(Y) + 1$</td>
<td>$n_H^{(6)} = b^{+1}(Y) + 1$</td>
</tr>
<tr>
<td>$n_T^{(5)}$</td>
<td>$b^{+1}(B) - 1$</td>
<td>$n_T^{(6)} = b^{+1}(B) - 1$</td>
<td>$n_T^{(6)} = b^{+1}(B) - 1$</td>
</tr>
</tbody>
</table>

Table 2.8: Compactification of F-theory and M-theory on a Calabi–Yau threefold $Y$. We assume that all tensor multiplets in the five dimensional theory are dualized to vector multiplets. The number of neutral hypermultiplets are the same in five and six dimensions, but $n_{\nu}^{(5)} = n_{\nu}^{(6)} + n_T + 1$.

2.13.2 Anomaly Cancellations in $6d \mathcal{N} = (1, 0)$ Supergravity Theories

For anomalies in six dimensions, we have incorporated the viewpoints of [142, 147, 208, 237, 262, 269] and use the notation of [121]. We refer to [257] for an elegant general review.

Since we consider only local anomalies, we only have pure gravitational anomalies, pure gauge anomalies, and mixed gravitational and gauge anomalies. An effective way to address these anomalies are via using Green-Schwarz mechanism in six-dimensions. The anomaly polynomial $I_4$ has a pure gravitational contribution from the term proportional to the $\text{tr} R^4$, which is given by

$$ (n_H - n_{\nu}^{(6)} + 29n_T - 273)\text{tr} R^4, $$

where $R$ is the Riemann tensor thought of as a $6 \times 6$ real matrix of two-form values.

In order to have vanishing gravitational anomalies, the coefficient of $\text{tr} R^4$ is required to vanish...
\[ n_{H} - n_{V}^{(6)} + 29n_{T} - 273 = 0. \quad (2.44) \]

The remainder terms of the anomaly polynomial \( I_8 \), is given by

\[ I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} \sum_{a} X_a^{(2)} \text{tr} R^2 - \frac{2}{3} \sum_{a} X_a^{(4)} + 4 \sum_{a < b} Y_{ab}, \quad (2.45) \]

where contributions from each simple gauge component \( X_a^{(n)} \) for \( n = 2, 4 \) and the mixed contribution \( Y_{ab} \) are given by

\[ X_a^{(n)} = \text{tr}_{\text{adj}} F_a^n - \sum_{i} n_{R_{i,a}} \text{tr}_{R_{i,a}} F_a^n, \quad Y_{ab} = \sum_{i,j} n_{R_{i,a}, R_{j,b}} \text{tr}_{R_{i,a}} F_a^n \text{tr}_{R_{j,b}} F_b^n, \quad (2.46) \]

where \( n_{R_{i,a}, R_{j,b}} \) is the number of hypermultiplets transforming in the representation \((R_{i,a}, R_{j,b})\) of the gauge group \( G_a \times G_b \). Note that the mixed term by computing all possible pairs of the simple components of the gauge groups which are denoted by two indices.

It is important to note that when a representation is charged on more than a simple component of the group, it affects not only \( Y_{ab} \) but also \( X_a^{(2)} \) and \( X_a^{(4)} \). Consider a representation \((R_1, R_2)\) for of a semisimple group with two simple components \( G = G_1 \times G_2 \), where \( R_2 \) is a representation of \( G_2 \). Then this representation contributes \( \dim R_2 \) times to \( n_{R_1} \), and contributes \( \dim R_1 \) times to \( n_{R_2} \):

\[ n_{R_1} = \cdots + \dim R_2 n_{R_{i, R_2}}, \quad n_{R_2} = \cdots + \dim R_1 n_{R_{i, R_1}}. \quad (2.47) \]
Since the hypermultiplets of zero weights are neutral, we have to remove the neutral hypermultiplet contributions to get the charged dimension of the hypermultiplets in each irreducible representation. By denoting the zero weights of a representation \( R_i \) as \( R_i^{(0)} \), the charged dimension of the hypermultiplets in representation \( R_i \) is given by

\[
\dim R_i - \dim R_i^{(0)}.
\]

For a representation \( R_i \), \( n_{R_i} \) denotes the multiplicity of the representation \( R_i \). Then the number of charged hypermultiplets is given by [142]

\[
n^{ch}_{\mathcal{H}} = \sum_i n_{R_i} \left( \dim R_i - \dim R_i^{(0)} \right). \tag{2.48}
\]

The trace identities for a representation \( R_{i,a} \) of a simple group \( G_a \) are

\[
\text{tr}_{R_{i,a}} F_a^2 = A_{R_{i,a}} \text{tr}_{F_a} F_a^2, \quad \text{tr}_{R_{i,a}} F_a^4 = B_{R_{i,a}} \text{tr}_{F_a} F_a^4 + C_{R_{i,a}} (\text{tr}_{F_a} F_a^2)^2 \tag{2.49}
\]

with respect to a reference representation \( F_a \) for each simple component \( G_a \) of the gauge group.\(^{12}\)

The coefficients \( A_{R_{i,a}}, B_{R_{i,a}}, \) and \( C_{R_{i,a}} \) depends on the gauge groups and are listed in [22, 106, 294].

Then we can write the gauge contribution terms with respect to the coefficients from trace identi-

---

\(^{12}\)We denoted this representation as \( F_a \) as we picked the fundamental representations for convenience. However, any representation can be used as a reference representation.
ties:

\[ X^{(2)}_a = \left( A_{a, \text{adj}} - \sum_i n_{R_{i,a}} A_{R_{i,a}} \right) \text{tr} F_a F^2_a, \quad (2.50) \]

\[ X^{(4)}_a = \left( B_{a, \text{adj}} - \sum_i n_{R_{i,a}} B_{R_{i,a}} \right) \text{tr} F_a F^2_a + \left( C_{a, \text{adj}} - \sum_i n_{R_{i,a}} C_{R_{i,a}} \right) (\text{tr} F_a F^2_a)^2, \quad (2.51) \]

\[ Y_{ab} = \sum_{i,j} n_{R_{i,a} R_{j,b}} A_{R_{i,a}} A_{R_{j,b}} \text{tr} F_a F^2_a \text{tr} F_b F^2_b. \quad (2.52) \]

For each simple component \( G_a \), the anomaly polynomial \( I_8 \) has a pure gauge contribution proportional to the quartic term \( \text{tr} F^4_a \), which is contained in equation (2.51). In order to have a vanishing pure gauge anomalies, the coefficients of these terms have to vanish:

\[ B_{a, \text{adj}} - \sum_i n_{R_{i,a}} B_{R_{i,a}} = 0. \quad (2.53) \]

For a representation \( R \) with only one quartic Casimir, we simply take \( B_R = 0 \).

When the coefficients of all quartic terms (\( \text{tr} R^4 \) and \( \text{tr} F^4_a \)) vanish, the remaining part of the anomaly polynomial \( I_8 \) is [269]

\[
\begin{align*}
I_8 &= \frac{k^2}{4} (\text{tr} R^2)^2 + \frac{1}{6} \sum_a X^{(2)}_a \text{tr} R^2 - \frac{1}{3} \sum_a X^{(4)}_a + 4 \sum_{a < b} Y_{ab}, \\
X^{(2)}_a &= (A_{a, \text{adj}} - \sum_i n_{R_{i,a}} A_{R_{i,a}}) \text{tr} F_a F^2_a, \quad X^{(4)}_a = (C_{a, \text{adj}} - \sum_i n_{R_{i,a}} C_{R_{i,a}}) (\text{tr} F_a F^2_a)^2, \quad (2.54) \\
Y_{ab} &= \sum_{i,j} n_{R_{i,a} R_{j,b}} A_{R_{i,a}} A_{R_{j,b}} \text{tr} F_a F^2_a \text{tr} F_b F^2_b, \quad (a \neq b). \end{align*}
\]
The anomalies are canceled by the Green-Schwarz mechanism when $I_8$ factorizes $[147, 270, 272]$.

For example, if the coefficients of $\text{tr} R^4$ and $\text{tr} F_4^2$ vanish and $G = G_1 \times G_2$, the remainder of the anomaly polynomial can be written as

$$I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} \left( X_1^{(4)} + X_2^{(4)} \right) \text{tr} R^2 - \frac{2}{3} \left( X_1^{(4)} + X_2^{(4)} \right) + 4 Y_{12}. \quad (2.55)$$

If $I_8$ factors as $\frac{1}{2} \Omega_i X_i^{(4)} X_j^{(4)}$, then the anomaly is cancelled by adding the counter term $\Omega_i B_i \wedge X_j^{(4)}$ to the Lagrangian. The modification of the field strength $H^{(i)}$ of the antisymmetric tensor $B^{(i)}$ are $H^{(i)} = dB^{(i)} + \omega^{(i)}$, where $\omega^{(i)}$ is a proper combination of Yang-Mills and gravitational Chern-Simons terms.

More precisely, the modification of the field strength $H$ of the antisymmetric tensor $B$ for the general scenario is

$$H = dB + \frac{1}{2} K \omega_L + 2 \sum_a \frac{S_a}{\lambda_a} \omega_{a,3Y}, \quad (2.56)$$

where $\omega_L$ and $\omega_{a,3Y}$ are respectively the gravitational Yang-Mills and Chern–Simons terms. If $I_8$ factors as

$$I_8 = X \cdot X, \quad (2.57)$$

then the anomaly is canceled by adding the following Green-Schwarz counter-term

$$\Delta L_{GS} \propto \frac{1}{2} B \wedge X, \quad (2.58)$$
which implies that $X$ carries string charges. Following Sadov [269], to cancel the local anomalies, we consider

$$X = \frac{1}{2} K \text{tr} R^2 + \sum_a \frac{2}{\lambda_a} S_a \text{tr} R^2_a,$$  

(2.59)

where the $\lambda_a$ are normalization factors chosen such that the smallest topological charge of an embedded SU(2) instanton in $G_a$ is one [35, 208, 257]. This forces $\lambda_a$ to be the Dynkin index of the fundamental representation of $G_a$ as summarized in Table 2.9 [257].

<table>
<thead>
<tr>
<th>$G_a$</th>
<th>$A_n$</th>
<th>$B_n$</th>
<th>$C_n$</th>
<th>$D_n$</th>
<th>$E_6$</th>
<th>$E_7$</th>
<th>$E_8$</th>
<th>$F_4$</th>
<th>$G_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>60</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.9: The normalization factors for each simple gauge algebra. See [208].

With all the local anomaly cancellation conditions in six-dimensions investigated, we can coalesce as the set of equations with number of charged hypermultiplets in each irreducible representations as unknowns. If the simple group $G_a$ is supported on a divisor $S_a$, the local anomaly cancellation conditions are the following equations:

$$n_T = 9 - K^2,$$  

(2.60a)

$$n_H - n_V^{(6)} + 29 n_T - 273 = 0,$$  

(2.60b)

$$\left(B_{a,\text{adj}} - \sum_i n_{R_{i,a}} B_{R_{i,a}}\right) = 0,$$  

(2.60c)

$$\lambda_a \left(A_{a,\text{adj}} - \sum_i n_{R_{i,a}} A_{R_{i,a}}\right) = 6 K \cdot S_a,$$  

(2.60d)

$$\lambda_a^2 \left(C_{a,\text{adj}} - \sum_i n_{R_{i,a}} C_{R_{i,a}}\right) = -3 S_a^e,$$  

(2.60e)
\[ \lambda_a \lambda_b \sum_{i,j} n_{R_{i,a} R_{j,b}} A_{R_{i,a}} A_{R_{j,b}} = S_a \cdot S_b, \quad (a \neq b). \quad (2.60f) \]

Equation (2.60a) gives the number of tensor multiplets and assume that the base of the fibration is a rational surface, equation (2.60b) is required by the vanishing of the pure gravitational anomalies, equation (2.60c) ensures the cancellation of pure gauge anomalies, equations (2.60d) and (2.60e) are the conditions for cancellation of mixed gravitational-gauge anomalies.

Assuming the first three equations hold, cancelling the anomalies is equivalent to factoring the anomaly polynomial

\[ I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_1^{(2)} + X_2^{(2)}) \text{tr} R^2 - \frac{2}{3} (X_1^{(4)} + X_2^{(4)}) + 4 Y_{12}. \quad (2.61) \]

To summarize, for a compactification on an elliptically-fibered Calabi–Yau threefold \( Y \), the number of multiplets is [142]

\[ n_Y^{(6)} = \dim G, \quad n_T = b^{1+}(B) - 1 = 9 - K^2, \quad (2.62a) \]

\[ n_H = n_H^0 + n_H^{\text{ch}} = b^{3+}(Y) + 1 + \sum_i n_{R_i} \left( \dim R_i - \dim R_i^{(0)} \right), \quad (2.62b) \]

where \( n_{R_i} \) is a number of hypermultiplets charged under each irreducible representation \( R_i \) that satisfies equations (2.60).
Entanglement entropy has many applications in quantum field theory, ranging from the study of renormalization group flows [72, 73] to confinement [194] to topological orders [193, 217]. With the discovery of the Ryu–Takayangi formula [268], entanglement entropy has been especially useful...
in studying holographic quantum field theories. For holographic theories, it is important to understand the emergent low-energy bulk physics in $d$-dimensions from the conformal field theory in $(d-1)$-dimensions. Since local bulk operators can be expressed as boundary operators smeared over either the entire spatial slice or compact spatial subregions [157, 158], a single bulk operator can be reconstructed in different subregions [2]. Quantum error correction provides a convenient setup where bulk operators are defined only on a code subspace of the physical Hilbert space of the conformal field theory. In order to resolve apparent inconsistencies with space-like commutativity of local operators in quantum field theory, bulk reconstruction was studied in the context of quantum error correcting codes [2]. Using the Ryu–Takayanagi formula, [178] showed that the relative entropy of nearby states computed in a boundary subregion is equivalent to the relative entropy computed in the dual entanglement wedge [167], up to corrections on the order of Newton’s constant $G_N$. These results were used in [102, 160] to argue that CFT operators in a boundary subregion can be used to reconstruct bulk operators in the entanglement wedge.

Much of the literature on entanglement entropy contains assumptions that are only true for quantum mechanical systems with finite-dimensional Hilbert spaces. For instance, entanglement entropy has often been defined by assuming that the Hilbert space $\mathcal{H}$ can be written as $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{A^c}$, where $A$ refers to a subregion of space and $A^c$ refers to the complement of $A$. The entanglement entropy is the von Neumann entropy of the reduced density matrix one obtains after performing a partial trace on the Hilbert space $\mathcal{H}_{A^c}$. However, the infinite-dimensional Hilbert space $\mathcal{H}$ does not factorize in this way because the entanglement entropy contains a universal area-law divergence [307].
Von Neumann algebras are a mathematical structure that arise naturally in quantum field theory. Instead of assuming that the Hilbert space factorizes, we should characterize a causally complete region of spacetime\(^1\) by an associated von Neumann algebra [155]. Formulating quantum field theory with von Neumann algebras is powerful because it allows one to make use of the mathematical machinery of Tomita-Takesaki theory to study entanglement. The modular operator is an important object in Tomita-Takesaki theory, and Araki [15] has used it to define relative entropy in quantum field theory. Theorem 3.5.8, a central result of Tomita-Takesaki theory, formalizes the notion of modular flow. A demonstration of how von Neumann algebras are associated with the left and right Rindler wedges of Minkowski space was provided by Bisognano and Wichmann in [43]. More recently, an explicit computation of mutual information for free fermions in 1+1 dimensions was performed in [221]. Moreover, the study of entanglement entropy has utilized results in the mathematical field of operator algebras [25, 220, 221].

Given the role that entanglement entropy plays in our understanding of holography and the role that von Neumann algebras play in our understanding of entanglement entropy, it is natural to ask whether statements in the bulk reconstruction literature can be recast in a way that dispenses with the fiction that the boundary Hilbert space can be written as \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_A^c \) for an arbitrary sub-region \( A \). In the context of quantum error correction with finite dimensional Hilbert spaces, [159] formulates and completes the equivalence of the Ryu–Takayangi formula, entanglement wedge reconstruction, and the equality of bulk and boundary relative entropies. With the exception of the

\(^1\)The causal complement of a region \( R \), denoted by \( R' \), is defined to be all of the points in spacetime which are spacelike separated from every point in \( R \). A region \( R \) is causally complete if \( R'' = R \). Note that any von Neumann algebra \( M \) satisfies \( M = M'' \), where the \( t \) denotes the commutant.
Ryu–Takayangi formula, there are natural ways to generalize these statements to the case where the Hilbert space is infinite-dimensional. The Ryu–Takayangi formula, on the other hand, computes the entanglement entropy of an arbitrary subregion in the boundary field theory, which is infinite.

In Chapter 14, we prove that in the context of quantum error correction with infinite-dimensional Hilbert spaces, the equivalence of bulk and boundary relative entropies is a necessary and sufficient condition for entanglement wedge reconstruction. This is presented more precisely in Theorem 3.0.1. We define cyclic and separating states in Definitions 3.5.1 and 3.5.2, and relative entropy in Definition 3.5.6.

**Theorem 3.0.1.** Let \( u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}} \) be an isometry\(^2\) between two Hilbert spaces. Let \( M_{\text{code}} \) and \( M_{\text{phys}} \) be von Neumann algebras on \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \) respectively. Let \( M'_{\text{code}} \) and \( M'_{\text{phys}} \) respectively be the commutants of \( M_{\text{code}} \) and \( M_{\text{phys}} \). Suppose that the set of cyclic and separating vectors with respect to \( M_{\text{code}} \) is dense in \( \mathcal{H}_{\text{code}} \). Also suppose that if \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \) is cyclic and separating with respect to \( M_{\text{code}} \), then \( u|\Psi\rangle \) is cyclic and separating with respect to \( M_{\text{phys}} \). Then the following two statements are equivalent:

1. **Bulk reconstruction**

\[
\forall O \in M_{\text{code}}, \forall O' \in M'_{\text{code}}, \exists \tilde{O} \in M_{\text{phys}}, \exists \tilde{O}' \in M'_{\text{phys}} \text{ such that } \begin{align*}
   uO|\Theta\rangle &= \tilde{O}u|\Theta\rangle, \\
   uO'|\Theta\rangle &= \tilde{O}'u|\Theta\rangle, \\
   uO^\dagger|\Theta\rangle &= \tilde{O}^\dagger u|\Theta\rangle, \\
   uO'^\dagger|\Theta\rangle &= \tilde{O}'^\dagger u|\Theta\rangle.
\end{align*}
\]

2\(^\text{This means that } u \text{ is a norm-preserving map. The map } u \text{ need not be a bijection. In general, } u^\dagger u \text{ is the identity on } \mathcal{H}_{\text{code}} \text{ and } uu^\dagger \text{ is a projection on } \mathcal{H}_{\text{phys}}.\)
2. Boundary relative entropy equals bulk relative entropy

For any $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}}$ cyclic and separating with respect to $M_{\text{code}}$,

$$S_{\Psi|\Phi}(M_{\text{code}}) = S_{u\Psi|u\Phi}(M_{\text{phys}}), \text{ and } S_{\Psi|\Phi}(M'_{\text{code}}) = S_{u\Psi|u\Phi}(M'_{\text{phys}}),$$

where $S_{\Psi|\Phi}(M)$ is the relative entropy.

Theorem 3.0.1 has two separate statements regarding bulk reconstruction and relative entropy. Early attempts to express bulk operators as nonlocal operators on the boundary were made in [157, 158], and [2] made the connection between bulk reconstruction and quantum error correction. The statement that relative entropy equals bulk relative entropy is due to [178].

Given the assumptions of Theorem 3.0.1, $M_{\text{code}}$ may be viewed as a von Neumann subalgebra of $M_{\text{phys}}$. For a specific setting when the relative entropy of two states defined with respect to $M_{\text{code}}$ is identical to the relative entropy defined with respect to $M_{\text{phys}}$, $M_{\text{code}}$ is called a weakly sufficient subalgebra with respect to the two states. This particular case is studied in [260]. However, Theorem 3.0.1 is concerned with the case when the relative entropies agree for all states in the code subspace.

Von Neumann algebras acting on finite-dimensional Hilbert spaces must be of type I. Once infinite-dimensional Hilbert spaces are considered, the local operator algebras that arise in quantum field theory are generically of type III [137, 307]. An example of an infinite-dimensional von Neumann algebra is a type II$_1$ factor, which is defined and explained in Section 3.4.1.

More precisely, for a generic local quantum field theory, the von Neumann algebra associated
with any causally complete subregion is generically a type III\(_1\) factor.\(^1\) Assuming that this property of generic local QFTs applies in the bulk theory, one of the assumptions of Theorem 3.0.1 is no longer needed as seen in Remark 3.0.2 (see Section 14.4.5 for further discussion).

**Remark 3.0.2.** If \(M_{\text{code}}\) and \(M'_{\text{code}}\) are both type III\(_1\) factors, then a result of Connes-Størmer [80] allows us to relax the assumption in Theorem 3.0.1 that the set of cyclic and separating vectors with respect to \(M_{\text{code}}\) is dense in \(H_{\text{code}}\).

Since AdS/CFT implies that information in the bulk is encoded redundantly in the boundary, quantum error correction is a natural framework in which to elucidate the connection between holographic quantum field theories and their gravity duals [2, 102, 160, 164]. Quantum error correction with finite-dimensional Hilbert spaces has been used to argue that entanglement wedge reconstruction is identical to the Ryu–Takayanagi formula and the equivalence of bulk and boundary relative entropies [102, 159]. In order to study a more realistic toy model where boundary subregions are characterized by infinite-dimensional von Neumann algebras, we should consider quantum error correcting codes defined on infinite-dimensional Hilbert spaces.

In chapter 15, we construct a Quantum Error Correcting Code (QECC) where the physical Hilbert space and the code subspace are infinite-dimensional and admit the action of infinite-dimensional von Neumann algebras. We describe a toy model that allows us to see how a von Neumann algebra on the code subspace is reconstructed on the physical Hilbert space. Furthermore, we show that in the context of operator-algebra quantum error correction, this QECC satisfies the following two

\(^1\)In Section 2 of [184], we justify this statement on physical grounds and review the classification of factors.
statements:

- Entanglement wedge reconstruction [89, 167, 297].
- Relative entropy equals bulk relative entropy (JLMS formula [178]).

The technical assumptions that connect entanglement wedge reconstruction and the JLMS formula are presented in Theorem 3.0.1 above.

In particular, we first show that our QECC satisfies entanglement wedge reconstruction for a particular choice of von Neumann algebras acting on the code and physical Hilbert spaces, and then we invoke Theorem 1.1 in [185] to argue that our QECC also satisfies the JLMS formula.

We also show that relative entropies defined with respect to the infinite-dimensional von Neumann algebras we consider can be expressed as limits of relative entropies defined with respect to finite-dimensional subalgebras. Thus, another way to see that our QECC satisfies the JLMS formula is to note that our QECC satisfies the JLMS formula with respect to finite-dimensional von Neumann algebras. The JLMS formula for finite-dimensional algebras is studied in [159].

3.1 Bounded and Unbounded Operators

In this section, we review some results in functional analysis that are used in the proofs of Theorems 14.1.1 and 3.0.1. In particular, we explain how to define a function of a bounded self-adjoint operator and we review the spectral theorem (for unbounded operators). We mostly follow reference [264].

**Definition 3.1.1.** An *operator* on a Hilbert space $\mathcal{H}$ is a linear map from its domain, a linear subspace of $\mathcal{H}$, into $\mathcal{H}$. 
Definition 3.1.2. A **bounded operator** is an operator \( O \) that satisfies \[ ||O|\psi\rangle|| \leq K|||\psi\rangle|| \quad \forall \psi \in \mathcal{H} \] for some \( K \in \mathbb{R} \). We let \( B(\mathcal{H}) \) denote the algebra of bounded operators on \( \mathcal{H} \).

Definition 3.1.3. The **commutant** of a subset \( S \subset B(\mathcal{H}) \) is the set \( S' \) of bounded operators that commute with all operators in \( S \), i.e. \( S' = \{ O \in B(\mathcal{H}) : OP = PO \forall P \in S \} \). The **double commutant** of \( S \) is the commutant of \( S' \).

Definition 3.1.4. A **von Neumann algebra** is an algebra of bounded operators that contains the identity operator, is closed under hermitian conjugation, and is equal to its double commutant.

Theorem 3.1.5. Let \( O \in B(\mathcal{H}) \). Let \( \{ |\Psi_n\rangle \} \in \mathcal{H} \) be a sequence of vectors such that its limit vanishes, i.e. \( \lim_{n \to \infty} |\Psi_n\rangle = 0 \). Then, \( \lim_{n \to \infty} O |\Psi_n\rangle = 0 \).

Theorem 3.1.5 implies that bounded operators define a continuous linear map on the Hilbert space. Any bounded operator that annihilates a dense subspace of the Hilbert space is identically zero.

Definition 3.1.6. A **densely defined operator** on a Hilbert space \( \mathcal{H} \) is an operator whose domain is a dense subspace of \( \mathcal{H} \).

3.1.1 Functions of bounded operators

In this section, we will explain how to understand functions of bounded operators.

Definition 3.1.7. The **spectrum** of \( O \in B(\mathcal{H}) \) is defined as

\[
\sigma(O) := \{ \lambda \in \mathbb{C} : O - \lambda I \text{ is not invertible} \},
\]
where $I$ denotes the identity operator.

We will make use of the mathematical facts that $\sigma(O)$ is a nonempty closed bounded subset of $C$ and that when $O$ is self-adjoint, $\sigma(O) \subseteq \mathbb{R}$ and $||O|| = \sup_{\lambda \in \sigma(O)} |\lambda|$ [180][264].

**Definition 3.1.8.** Let $O \in B(\mathcal{H})$ be a self-adjoint operator. We denote the set of continuous $\mathbb{R}$-valued functions defined on $\sigma(O)$ by $C(\sigma(O))$.

**Definition 3.1.9.** For every self-adjoint operator $O \in B(\mathcal{H})$, we define the $L_\infty$ norm (denoted by $||\cdot||_\infty$) of $f \in C(\sigma(O))$ by

$$||f||_\infty = \sup_{x \in \sigma(O)} |f(x)|.$$

**Theorem 3.1.10** ([264], page 121). Given a self-adjoint operator $O \in B(\mathcal{H})$, the set of polynomials (with $\mathbb{R}$-valued coefficients) is dense in $C(\sigma(O))$ in the $L_\infty$ norm.

**Definition 3.1.11.** For any polynomial $p(x) = \sum_{n=0}^{N} a_n x^n$ with $a_n \in \mathbb{R}$, we define $p(O) := \sum_{n=0}^{N} a_n O^n$ for $O \in B(\mathcal{H})$.

**Theorem 3.1.12** ([264], page 223). Let $p(x) = \sum_{n=0}^{N} a_n x^n$ with $a_n \in \mathbb{R}$. Let $O \in B(\mathcal{H})$. Then

$$\sigma(p(O)) = \{p(\lambda) | \lambda \in \sigma(O)\}.$$

**Theorem 3.1.13** ([264], page 223). For any self-adjoint operator $O \in B(\mathcal{H})$ and any polynomial $p \in C(\sigma(O))$,

$$||p(O)|| = ||p||_\infty.$$

4Note that $O$ need not be self-adjoint.
Proof. \( \|p(O)\| = \sup_{\lambda \in \sigma(p(O))} |\lambda| = \sup_{\lambda \in \sigma(O)} |p(\lambda)| = \|p\|_\infty. \)

Let \( O \in B(H) \) be self-adjoint. Let \( P \) denote the space of polynomials defined on \( \mathbb{R} \) with \( \mathbb{R} \)-valued coefficients. Define a map \( \tilde{\phi}_O : P \to B(H) \) such that \( \tilde{\phi}_O(p) = p(O) \) for any polynomial \( p \in P \). The map \( \tilde{\phi}_O \) is a bounded linear operator because \( \|\tilde{\phi}_O(p)\| = \|p\|_\infty \). Hence, \( \tilde{\phi}_O \) may be uniquely extended to a bounded linear operator \( \varphi_O : C(\sigma(O)) \to B(H) \). For \( f \in C(\sigma(O)) \), we define \( f(O) := \varphi_O(f) \). If \( \{p_n\} \in P \) denotes a sequence of polynomials such that \( \lim_{n \to \infty} p_n = f \) (where the limit converges in the \( L_\infty \) norm), then we may also write

\[
\varphi_O(f) = \lim_{n \to \infty} p_n(O),
\]

where the limit converges in the norm topology. If \( f, g \in C(\sigma(O)) \), then one may show [264] that \( \varphi_O(fg) = \varphi_O(f) \varphi_O(g) \) and that \( \varphi_O(f^*) = \varphi_O(f)^\dagger \).

**Theorem 3.1.14 ([180], page 19).** Let \( M \) be a von Neumann algebra. Any operator in \( M \) is a linear combination of four unitary operators in \( M \).

*Proof.* Let \( O \in M \). We may write

\[
O = \frac{1}{2}(O + O^\dagger) - i\frac{1}{2}(i(O - O^\dagger)).
\]

This shows that \( O \) may be written as a linear combination of two self-adjoint operators in \( M \). Next, let \( Q \in M \) be a self-adjoint operator that satisfies \( \|Q\| < 1 \). The condition \( \|Q\| < 1 \) is important
because the function $f(x) = \sqrt{1 - x^2}$ is $\mathbb{R}$-valued and continuous only for $|x| < 1$. Define $U := Q + i\sqrt{1 - Q^2}$. Then $U$ is unitary, $U \in M$, and $Q = \frac{U + U^\dagger}{2}$.

### 3.1.2 Unbounded Operators

Unbounded operators are generically not defined on the entire Hilbert space. The domain of an operator $O$ is denoted by $D(O)$. The definition of $O^\dagger$ is subtle when $O$ is unbounded, as $O^\dagger$ may not be defined on the entire Hilbert space.

**Definition 3.1.15.** A densely defined operator $O$ is closed when $O(\lim_{n \to \infty} |\psi_n\rangle) = \lim_{n \to \infty} O|\psi_n\rangle$ whenever both limits exist.

**Definition 3.1.16.** Let $O$ be a densely defined operator on $\mathcal{H}$. The domain of the adjoint $O^\dagger$ is defined by

$$D(O^\dagger) = \{ |\phi\rangle : \exists |\eta\rangle \in \mathcal{H} \text{ such that } \langle \phi | O | \psi \rangle = \langle \eta | \psi \rangle \quad \forall |\psi\rangle \in D(O) \}.$$  

For $|\phi\rangle \in D(O^\dagger)$ there is precisely one $|\eta\rangle$ that satisfies the above criterion. We define

$$O^\dagger |\phi\rangle := |\eta\rangle.$$  

**Theorem 3.1.17 ([264], page 252).** If $O$ is a densely defined operator on $\mathcal{H}$, then $O^\dagger$ is closed. If $O$ is closed, $D(O^\dagger)$ is dense in $\mathcal{H}$.
Definition 3.1.18. A densely defined operator $O$ is self-adjoint when $O = O^\dagger$. In particular, $D(O) = D(O^\dagger)$.

Definition 3.1.19. A densely defined operator is positive when $\langle \psi | O | \psi \rangle \geq 0 \quad \forall |\psi\rangle \in D(O)$.

Definition 3.1.20. Let $O$ be a closed operator on a Hilbert space $H$. $\lambda \in \mathbb{C}$ is in the resolvent set of $O$ if $\lambda I - O$ is a bijection of $D(O)$ onto $H$. The spectrum of $O$, denoted $\sigma(O)$, is defined to be the set of all complex numbers that are not in the resolvent set of $O$.

Theorem 3.1.21. Let $O$ be a self-adjoint positive operator. Then the spectrum of $O$ is a subset of $[0, \infty)$.

Proof. For any $|\psi\rangle \in D(O)$ and any $\lambda = \lambda_1 + i\lambda_2$ for $\lambda_1, \lambda_2 \in \mathbb{R}$, note that\footnote{To be explicit, we have that
\[\langle (O - \lambda I) |\chi\rangle |(O - \lambda I) |\chi\rangle = \langle (O - \lambda_1 I) |\chi\rangle |(O - \lambda_1 I) |\chi\rangle + \langle \lambda_2 |\chi\rangle \langle \lambda_2 |\chi\rangle + i\lambda_2 \langle \chi\rangle |(O - \lambda_1 I) |\chi\rangle - i\lambda_2 \langle (O - \lambda_1 I) |\chi\rangle.\]
The last two terms cancel because $O$ is self-adjoint and $\lambda_1$ is real.}

\[||((O - \lambda I) |\chi\rangle||^2 = \lambda_1^2 |||\chi\rangle||^2 + ||((O - \lambda_1 I) |\chi\rangle||^2 \geq \lambda_2^2 |||\chi\rangle||^2. \tag{3.2}\]

Let us consider the case when $\lambda_2 \neq 0$. Then $\ker(O - \lambda I) = \{0\}$ so that $O - \lambda I$ is an injection. Using the fact that $D(O)$ is dense in $H$, one may show that the orthocomplement of the range of $(O - \lambda I)$ is trivial, implying that the range of $(O - \lambda I)$ is dense in $H$. Then, the previous equation implies that if $\{|\chi_n\rangle\} \in D(O)$ is a sequence such that $\lim_{n \to \infty} (O - \lambda I) |\chi_n\rangle$ exists, then $\lim_{n \to \infty} |\chi_n\rangle$ also exists. Since $O$ is a closed operator, the range of $(O - \lambda I)$ is also closed. Thus, $(O - \lambda I)$ is a bijection from $D(O)$ onto $H$, demonstrating that $\lambda$ is in the resolvent set of $O$.\footnote{To be explicit, we have that
\[\langle (O - \lambda I) |\chi\rangle |(O - \lambda I) |\chi\rangle = \langle (O - \lambda_1 I) |\chi\rangle |(O - \lambda_1 I) |\chi\rangle + \langle \lambda_2 |\chi\rangle \langle \lambda_2 |\chi\rangle + i\lambda_2 \langle \chi\rangle |(O - \lambda_1 I) |\chi\rangle - i\lambda_2 \langle (O - \lambda_1 I) |\chi\rangle.\]
The last two terms cancel because $O$ is self-adjoint and $\lambda_1$ is real.}
Now, consider the case when $\lambda \in \mathbb{R}$, $\lambda < 0$. For any $|\chi\rangle \in D(O)$,

$$
||(O - \lambda I) |\chi\rangle||^2 = |\lambda|^2 |||\chi\rangle||^2 - 2 \langle \chi | O | \chi \rangle \lambda + ||O |\chi\rangle||^2.
$$

(3.3)

As $O$ is a positive operator,

$$
||(O - \lambda I) |\chi\rangle||^2 \geq |\lambda|^2 |||\chi\rangle||^2.
$$

(3.4)

The same logic used in the previous case establishes that $\lambda$ is in the resolvent set of $O$. Hence, the spectrum of $O$ must be a subset of $[0, \infty)$. $\square$

**Theorem 3.1.22 ([264], page 316).** Let $O$ be a closed operator. Then $D(O^\dagger O) = \{ |\psi\rangle : |\psi\rangle \in D(O), O |\psi\rangle \in D(O^\dagger) \}$ is dense in the Hilbert space and $O^\dagger O$ is self-adjoint and positive.

### 3.1.3 The spectral theorem for unbounded operators

In this section, we closely follow [264] (pages 262-263), to which we refer the reader for more details on the spectral theorem. Note that a projection $P \in \mathcal{B} (\mathcal{H})$ is idempotent and hermitian i.e. $P = P^2 = P^\dagger$.

**Definition 3.1.23.** A projection valued measure assigns a projection $P_\Omega$ to every Borel set $\Omega \subset \mathbb{R}$ such that

- $P_\emptyset = 0, P_{(-\infty,\infty)} = I$
- $P_{\Omega_1} P_{\Omega_2} = P_{\Omega_1 \cap \Omega_2}$
• If $\Omega = \bigcup_{n=1}^{\infty} \Omega_n$ with $\Omega_n \cap \Omega_m = \emptyset$ if $n \neq m$, then $P_{\Omega}$ is a strong limit of $\sum_{n=1}^{N} P_{\Omega_n}$.

Given any vector $|\psi\rangle \in \mathcal{H}$, $\langle \psi | P_{\Omega} | \psi \rangle$ defines an integration measure for Borel functions, which we will use in Definition 3.1.25.

**Theorem 3.1.24 (Spectral Theorem [264], page 263).** There is a one-to-one correspondence between self-adjoint operators $\mathcal{O}$ and projection valued measures $P^\mathcal{O}_\Omega$. The correspondence is given by

$$\mathcal{O} = \int_{\mathbb{R}} \lambda \, d(P^\mathcal{O}_\lambda).$$

The notation means that we are integrating the function $f(\lambda) = \lambda$ on $\mathbb{R}$ with the projection-valued measure given by $P^\mathcal{O}_\Omega$. The integral converges strongly.\(^6\)

Intuitively, $P^\mathcal{O}_\Omega$ is the projection onto the “eigenspace” spanned by all “eigenvalues” in $\Omega$. We will need that $P^\mathcal{O}_{(-\infty, \infty)} = P^\mathcal{O}_{\sigma(\mathcal{O})}$, where $\sigma(\mathcal{O})$ denotes the spectrum of $\mathcal{O}$. For the details on how the spectral projections associated with a self-adjoint operator $\mathcal{O}$ are constructed, see Theorem VIII.4 and discussions afterwards in Section VIII.3 of [264].

**Definition 3.1.25.** Given a self-adjoint positive operator $\mathcal{O}$, the diagonal matrix element of $\log \mathcal{O}$ is given by

$$\langle \psi | \log \mathcal{O} | \psi \rangle := \int_{0}^{\infty} \log \lambda \, d(\langle \psi | P^\mathcal{O}_\lambda | \psi \rangle),$$

for all $|\psi\rangle \in \mathcal{H}$ such that the above integral converges, where $P^\mathcal{O}_\Omega$ is the unique projection valued measure associated with $\mathcal{O}$ by the spectral theorem.

\(^6\)For any $|\psi\rangle \in D(\mathcal{O})$, the integral $\int_{\mathbb{R}} \lambda \, d(\langle \psi | P^\mathcal{O}_\lambda | \psi \rangle)$ with vector-valued measure $P^\mathcal{O}_\Omega |\psi\rangle$ converges in the Hilbert space norm to $\mathcal{O} |\psi\rangle$. The integral does not converge for $|\psi\rangle \notin D(\mathcal{O})$. 
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Note that $\log x$ is continuous for $x \in (0, \infty)$. Thus, $\log x$ is a Borel function. One can define a self-adjoint operator using any real-valued Borel function on $\mathbb{R}$. See page 264 of [264].

**Theorem 3.1.26.** Let $\mathcal{O}$ be a self-adjoint positive operator. For all $|\psi\rangle \in D(\mathcal{O})$ such that $\langle \psi | \log \mathcal{O} | \psi \rangle$ is defined,

\[
\langle \psi | \log \mathcal{O} | \psi \rangle \leq \langle \psi | \mathcal{O} | \psi \rangle - \langle \psi | \psi \rangle,
\]

and the inequality is saturated if and only if $\mathcal{O} | \psi \rangle = | \psi \rangle$.

**Proof.** Assume $| \psi \rangle \neq 0$. For $x > 0$, note that $\log x \leq x - 1$. It follows that

\[
\langle \psi | \log \mathcal{O} | \psi \rangle = \int_0^\infty \log \lambda d(\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle) \leq \int_0^\infty \lambda d(\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle) - \int_0^\infty \lambda d(\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle). \tag{3.5}
\]

The first integral on the right hand side converges because $| \psi \rangle \in D(\mathcal{O})$. The second integral converges to $\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle$ because the spectrum of $\mathcal{O}$ is a subset of $[0, \infty)$, which implies that $\mathcal{P}_{[0,\infty)}^\mathcal{O} = \mathcal{P}_{(-\infty,\infty)}^\mathcal{O} = I$. Hence,

\[
\langle \psi | \log \mathcal{O} | \psi \rangle \leq \langle \psi | \mathcal{O} | \psi \rangle - \langle \psi | \psi \rangle. \tag{3.6}
\]

As $\log x \leq x - 1$ is only saturated for $x = 1$, the inequality in equation (3.5) is only saturated when the measure $\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle$ is such that $\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle = 0$ when $\lambda \notin \Omega$. If $\lambda \notin \Omega$, then $\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle = \langle \mathcal{P}_{\lambda}^\mathcal{O} | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle$ implies that $\mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle = 0$. If $\lambda \in \Omega$, then the fact that $\int_\mathbb{R} d(\langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle) = \langle \psi | \psi \rangle$ implies that $\langle \mathcal{P}_{\lambda}^\mathcal{O} | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle = \langle \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle$. For $\lambda \in \Omega$, note that the Cauchy-Schwartz inequality $| \langle \psi | \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle | \leq || \psi || \cdot || \mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle ||$ is saturated, which implies that $\mathcal{P}_{\lambda}^\mathcal{O} | \psi \rangle$ is a multiple
of $|\psi\rangle$, and this multiple must be 1. Thus, for $i \in \Omega$, $P^{|\psi\rangle}_\Omega = |\psi\rangle$. This implies that

$$O|\psi\rangle = \int_{\mathbb{R}} \lambda d(P^{|\psi\rangle}_\lambda) = |\psi\rangle. \quad (3.7)$$

\[\square\]

### 3.2 Example of a strongly convergent sequence of operators

Let us give a nontrivial example a strongly convergent sequence in $A_{code}$. First we will make some preliminary definitions.

#### 3.2.1 Preliminary definitions

Consider the Hilbert space of a single qutrit. Let $V(\theta) := \begin{pmatrix} e^{i\theta} & 0 & 0 \\
0 & e^{-i\theta} & 0 \\
0 & 0 & 1 \end{pmatrix}$ be a unitary operator defined on this Hilbert space. Let $|\gamma\rangle$ be any normalized state of a single qutrit. Then one may show that

$$\langle \gamma | V(\theta) | \gamma \rangle = 1 + z_\gamma (1 - \cos \theta) + i \hat{z}_\gamma \sin \theta \quad (3.8)$$

where $z_\gamma$ and $\hat{z}_\gamma$ are real numbers that depend on $|\gamma\rangle$ and satisfy $|z_\gamma| \leq 1, |\hat{z}_\gamma| \leq 1$.

Furthermore, consider the expectation value of the operator $V(\theta) \otimes I$ in a two-qutrit Hilbert
space in the state $|\lambda\rangle = \frac{1}{\sqrt{3}}(|00\rangle + |11\rangle + |22\rangle)$

$$
\langle \lambda | V(\theta) \otimes I | \lambda \rangle = \frac{2 \cos \theta + 1}{3} = 1 - \frac{2}{3} (1 - \cos \theta).
$$

(3.9)

3.2.2 The example

We will define a sequence of operators in $A_{\text{code}}$ that we wish to study. First, we define a sequence of angles $\{\theta_n\}$. We will specify the actual values of $\theta_n$, $n \in \mathbb{N}$ later. We define the sequence of operators $\{a_n\} \in A_{\text{code}}$ to be

$$
a_1 = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes I \cdots
$$

(3.10)

$$
a_2 = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes [V_{i_2}(\theta_2) \otimes I_{j_2}] \otimes I \cdots
$$

(3.11)

$$
\vdots
$$

(3.12)

$$
a_n = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes [V_{i_2}(\theta_2) \otimes I_{j_2}] \otimes \cdots \otimes [V_{i_n}(\theta_n) \otimes I_{j_n}] \otimes I \cdots
$$

(3.13)
Each square brackets contains the black qutrits associated with one collection in Figure 3.3. Each of the operators in the sequence is unitary, so they all are bounded and have unit norm. Now, we want to investigate the convergence of this sequence acting on a basis vector of $p\mathcal{H}_{\text{code}}$, such as the one given in equation (15.1). Define $|\psi_n\rangle := a_n |M, \{p, q\}\rangle$ for $n \in \mathbb{N}$. Choose $n, m \in \mathbb{N}$ with $m > n$.

Then we have

$$\| |\psi_m\rangle - |\psi_n\rangle \|^2 = 2 - \langle \psi_m | \psi_n \rangle - \langle \psi_n | \psi_m \rangle = 2 - \langle M, \{p, q\} | a_m^\dagger a_n | M, \{p, q\} \rangle - \langle M, \{p, q\} | a_n^\dagger a_m | M, \{p, q\} \rangle .$$

(3.14)

Note that

$$a_n^\dagger a_m = [I_i \otimes I_j] \otimes \cdots \otimes [I_i \otimes I_j] \otimes [V_{i_{n+1}}(\theta_{n+1}) \otimes I_{j_{n+1}}] \otimes \cdots \otimes [V_{i_m}(\theta_m) \otimes I_{j_m}] \otimes I \cdots$$

(3.15)

$$\langle M, \{p, q\} | a_n^\dagger a_m | M, \{p, q\} \rangle = \prod_{k=n+1}^m Y_k$$

(3.16)

$$Y_k = \begin{cases} \langle p_k | V_{i_k}(\theta_k) | p_k \rangle & k \leq M \\ \langle \lambda \cdots | V_{i_k}(\theta_k) \otimes I_{j_k} | \lambda \cdots \rangle & k > M \end{cases}$$

(3.17)

Another way to write $Y_k$ is

$$Y_k = 1 + x_k (1 - \cos \theta_k) + iy_k \sin \theta_k = r_k e^{i\phi_k}$$

(3.18)
where $x_k$ and $y_k$ are real numbers satisfying $|x_k| \leq 1$, $|y_k| \leq 1$. One may show that

\[
1 - 2|1 - \cos \theta_k| \leq r_k \leq 1 + (1 - \cos \theta_k)^2 + 2|1 - \cos \theta_k| + \sin^2 \theta_k
\]  

(3.19)

and that, if $|\theta_k| < \frac{\pi}{2}$,

\[
|\varphi_k| \leq \arctan \frac{|\sin \theta_k|}{1 - |1 - \cos \theta_k|}.
\]  

(3.20)

Up until now we did not specify the choice of angles $\theta_k$. Now, we make a choice. First, we choose an arbitrary $\eta \in \mathbb{R}$ such that $0 < \eta < 1$. We choose $\theta_k$ such that each $r_k$ satisfies

\[
e^{-\eta^k} < r_k < e^{\eta^k}
\]  

(3.21)

and such that each $\varphi_k$ satisfies

\[-\eta^k < \varphi_k < \eta^k.
\]  

(3.22)

We choose each $\theta_k$ to be nonzero.

Thus,

\[
\prod_{k=n+1}^m r_k < e^{\sum_{k=n+1}^m \varphi_k} < e^{\frac{\eta^{n+1}}{1-\eta}},
\]  

(3.23)

\[
\prod_{k=n+1}^m r_k > e^{-\sum_{k=n+1}^m \varphi_k} > e^{-\frac{\eta^{n+1}}{1-\eta}},
\]  

(3.24)
The real part of \( \prod_{k=n+1}^{m} Y_k \) is arbitrarily close to 1 for \( n \) sufficiently large. This means that

\[
| |\psi_m\rangle - |\psi_n\rangle || \text{ is arbitrarily close to 0 for } n \text{ sufficiently large and } m > n. \]

This is enough to show that the sequence \( \{|\psi_n\rangle\} \) is Cauchy, meaning that \( \lim_{n \to \infty} a_n |M, \{p, q\}\rangle \) converges for every basis vector \( |M, \{p, q\}\rangle \). Hence, \( \lim_{n \to \infty} a_n |\psi\rangle \) converges for every \( |\psi\rangle \in p\mathcal{H}_{code} \). Since the sequence of norms \( \{||a_n||\} \) is bounded from above (in particular \( ||a_n|| = 1 \quad \forall n \in \mathbb{N} \)) then the sequence of operators \( \{a_n\} \) converges strongly.

### 3.3 Infinite-dimensional von Neumann algebras

In this section, we provide background information on operator algebras, including the definitions of type I, II_1, II_\infty, and III factors that elucidate their relevance to physics. We also prove theorems that are useful for constructing our infinite-dimensional QECC. First, we review the notion of Hilbert space and bounded operators in Section 3.3.1. With these notions, we recall basic theorems about Hilbert spaces, operators, and boundedness. Based on those, we explain the operator topologies in Section 3.3.2. Then we introduce relevant theorems and present definitions of von Neumann algebras in a physics-friendly manner in Section 3.4. We review the different types of von Neumann algebra factors in Section 3.4.1. This section mainly draws upon [180], [Landsman], and [264].
3.3.1 **Hilbert Space and Bounded Operators**

**Definition 3.3.1.** A *Hilbert space* is a complex vector space \( \mathcal{H} \) with the inner product

\[
\langle \cdot | \cdot \rangle : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}
\]

that satisfies the following properties:

1. The inner product is linear in the second variable,

2. The inner product satisfies \( \langle \xi | \eta \rangle = \langle \eta | \xi \rangle \),

3. The inner product is positive definite \( (\langle \xi | \xi \rangle > 0 \text{ for } |\xi\rangle \neq 0) \),

4. The vector space \( \mathcal{H} \) is complete for the norm defined by \( ||| \xi \rangle || = \sqrt{\langle \xi | \xi \rangle} \).

A Hilbert space is complete when all Cauchy sequences converge. A *pre-Hilbert space* has the same properties as a Hilbert space except that it is not complete.

**Definition 3.3.2.** A Hilbert space is *separable* when it has an orthonormal basis, or a sequence \( \{|e_i\} \) of unit vectors such that \( \langle e_i | e_j \rangle = 0 \; \forall i \neq j \) and \( 0 \) is the only element of \( \mathcal{H} \) orthogonal to all of the \( |e_i\rangle \).

**Definition 3.3.3.** Given two Hilbert spaces \( \mathcal{H} \) and \( \mathcal{K} \), a linear operator \( \mathcal{O} : \mathcal{H} \rightarrow \mathcal{K} \) is *bounded* when \( ||\mathcal{O} |\xi\rangle || \leq K ||\xi\rangle || \; \forall |\xi\rangle \in \mathcal{H} \) for some number \( K \). The infimum of all such \( K \) is called the *norm of \( \mathcal{O} \),* i.e. \( ||\mathcal{O}|| \). The set of bounded operators from \( \mathcal{H} \rightarrow \mathcal{H} \) is denoted as \( B(\mathcal{H}) \).
Theorem 3.3.4 (Uniform Boundedness Principle [282]). Let \( \{O_n\} \in B(H) \) be a sequence of operators such that \( \lim_{n \to \infty} O_n \langle \chi \rangle \) converges for every \( \langle \chi \rangle \in H \). Then, the sequence of norms \( \{||O_n||\} \) is bounded from above. 

Theorem 3.3.5. If \( \{O_n\} \in B(H) \) is a sequence of operators whose norms are bounded from above and \( \lim_{n \to \infty} O_n \langle \psi \rangle \) converges for all \( \langle \psi \rangle \) in a dense subspace of \( H \), then \( \lim_{n \to \infty} O_n \langle \Psi \rangle \) converges for all \( \langle \Psi \rangle \in H \).

Proof. Note that \( ||(O_n - O_m) \langle \Psi \rangle|| \leq (||O_n|| + ||O_m||)||\langle \Psi \rangle - \langle \psi \rangle|| + ||(O_n - O_m) \langle \psi \rangle|| \).

We are given that \( \{O_n \langle \psi \rangle\} \) is a Cauchy sequence. Given \( \epsilon > 0 \), choose \( \langle \psi \rangle \) such that \( (||O_n|| + ||O_m||)||\langle \Psi \rangle - \langle \psi \rangle|| < \frac{\epsilon}{2} \). Then, choose \( N \) such that for all \( n, m > N, ||(O_n - O_m) \langle \psi \rangle|| < \frac{\epsilon}{2} \).

Hence, \( \{O_n \langle \Psi \rangle\} \) is a Cauchy sequence. \( \square \)

Theorem 3.3.6 (Bounded Linear Transformation (BLT) Theorem [264]). Suppose \( O \) is a bounded linear transformation from a pre-Hilbert space \( pH \) to a Hilbert space \( H \). Then \( O \) can be uniquely extended to a bounded linear operator (with the same norm) from the completion of \( pH \) to \( H \).

Definition 3.3.7. An operator \( O \in B(H) \) is

- self-adjoint if \( O^\dagger = O \),

- a projection if \( O = O^\dagger = O^2 \),

- positive if \( \langle \xi | O | \xi \rangle \geq 0, \forall | \xi \rangle \in H \) (thus \( O_1 \geq O_2 \) if \( O_1 - O_2 \) is positive),

\(^7\)The Uniform Boundedness Principle is true in a more general setting, but we are only interested in the special case given here.
• an isometry if $O^\dagger O = 1$,

• unitary if $O^\dagger O = OO^\dagger = 1$,

• a partial isometry if $O^\dagger O$ is a projection.

One can also define an isometry more generally as a norm-preserving map from one Hilbert space to a different Hilbert space. An example is the isometry from $\mathcal{H}_{\text{code}}$ to $\mathcal{H}_{\text{phys}}$ considered in Theorem 3.0.1.

**Definition 3.3.8.** If $S \subset B(\mathcal{H})$, then the commutant $S'$ is \( \{ O \in B(\mathcal{H}) : OP = PO \; \forall P \in S \} \).

**Theorem 3.3.9.** Let $|e_i\rangle$, $i \in \mathbb{N}$ be an orthonormal basis of a Hilbert space $\mathcal{H}$. Let $O \in B(\mathcal{H})$. Then

\[
\lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} |e_i\rangle \langle e_i|O|e_j\rangle \langle e_j|\chi\rangle = O|\chi\rangle \quad \forall |\chi\rangle \in \mathcal{H}. \tag{3.26}
\]

**Proof.** For $n, m \in \mathbb{N}$, define

\[
S_{n,m} := \sum_{i=1}^{n} \sum_{j=1}^{m} |e_i\rangle \langle e_i|O|e_j\rangle \langle e_j|. \tag{3.27}
\]

Let $|\chi\rangle \in \mathcal{H}$. Note that

\[
S_{n,m} |\chi\rangle - O |\chi\rangle = \left[ \sum_{i=1}^{n} |e_i\rangle \langle e_i|O - O \right] |\chi\rangle \\
- \left[ \sum_{i=1}^{n} |e_i\rangle \langle e_i|O - O \right] \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j|\chi\rangle + \left[ \sum_{j=1}^{m} O|e_j\rangle \langle e_j|O - O \right] |\chi\rangle. \tag{3.28}
\]
We will evaluate the norm of the above equation and use the triangle inequality on the right hand side. We need the inequality

\[
\left\| \sum_{i=1}^{n} |e_i\rangle \langle e_i| O - O \right\| \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j| \chi \rangle \leq \left\| \sum_{i=1}^{n} |e_i\rangle \langle e_i| O - O \right\| \cdot \left\| \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j| \chi \rangle \right\|
\]

\[
\leq K \left\| \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j| \chi \rangle \right\|
\]

where \( K > 0 \) is some constant. This inequality follows from the fact that the limit

\[
\lim_{n \to \infty} \left[ \sum_{i=1}^{n} |e_i\rangle \langle e_i| O - O \right] |\psi\rangle
\]

(3.30)

converges for all \( |\psi\rangle \in \mathcal{H} \), which implies that the set

\[
\{ \left\| \sum_{i=1}^{n} |e_i\rangle \langle e_i| O - O \right\| : n \in \mathbb{N} \}
\]

is bounded (see Theorem 3.3.4). Thus,

\[
\left\| S_{n,m} |\chi\rangle - O |\chi\rangle \right\| \leq \left\| \sum_{i=1}^{n} |e_i\rangle \langle e_i| O - O \right\| |\chi\rangle \right\|

+ K \left\| \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j| \chi \rangle \right\| + \left\| \sum_{j=1}^{m} O |e_j\rangle \langle e_j| - O \right\| |\chi\rangle \right\|
\]

(3.31)
Given any $\varepsilon > 0$, there exists an $M \in \mathbb{N}$ such that for $m > M$,

$$K || \sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j| \chi \rangle || < \frac{\varepsilon}{3}, \quad || \left[ \sum_{j=1}^{m} O |e_j\rangle \langle e_j| - O \right] |\chi\rangle || < \frac{\varepsilon}{3}. \quad (3.32)$$

There also exists an $N \in \mathbb{N}$ such that for $n > N$,

$$|| \left[ \sum_{i=1}^{n} |e_i\rangle \langle e_i| - O \right] |\chi\rangle || < \frac{\varepsilon}{3}. \quad (3.33)$$

Thus, there exist $N, M \in \mathbb{N}$ such that $||S_{n,m} |\chi\rangle - O |\chi\rangle || < \varepsilon$ for $n > N$ and $m > M$. Hence,

$$\lim_{n \to \infty} \lim_{m \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{m} |e_i\rangle \langle e_i| O |e_j\rangle \langle e_j| \chi \rangle = \lim_{n \to \infty} S_{n,n} |\chi\rangle = O |\chi\rangle \quad \forall |\chi\rangle \in \mathcal{H}. \quad (3.34)$$

**Remark 3.3.10.** Naively, the equation (3.26) in Theorem 3.3.9 can be thought of as a trivial consequence of the statement that for all $|\chi\rangle$ in $\mathcal{H}$,

$$\lim_{n \to \infty} \lim_{m \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{m} |e_i\rangle \langle e_i| O |e_j\rangle \langle e_j| \chi \rangle = \lim_{m \to \infty} \lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{m} |e_i\rangle \langle e_i| O |e_j\rangle \langle e_j| \chi \rangle = O |\chi\rangle$$

However despite the fact that the statement is always true, the equation (3.26) does not follow directly, which makes the Theorem 3.3.9 to be nontrivial. This can be easily demonstrated by the following counter example where the statement holds where the equation (3.26) does not hold. Con-
Consider the double-sequence \( a_{n,m} \in \mathbb{R} \), indexed by \( n, m \in \mathbb{N} \), which is defined as
\[
a_{n,m} := \frac{1}{\frac{n}{m} + \frac{n}{m}}.
\] (3.35)

One can check that
\[
\lim_{n \to \infty} \lim_{m \to \infty} a_{n,m} = \lim_{m \to \infty} \lim_{n \to \infty} a_{n,m} = 0.
\] (3.36)

However, we get a nonzero limit of \( a_{n,n} \) such that
\[
\lim_{n \to \infty} a_{n,n} = \frac{1}{2}.
\] (3.37)

This demonstrates that the Theorem 3.3.9 is not a simple consequence of the definition of a limit.

Our proof of Theorem 3.3.9 makes use of Theorem 3.3.4, which is demonstrated above in its proof.

### 3.3.2 Topologies on \( \mathcal{B}(\mathcal{H}) \)

A topology on \( \mathcal{B}(\mathcal{H}) \) is a family of subsets of \( \mathcal{B}(\mathcal{H}) \) that are defined to be open. This family must contain both the empty set \( \emptyset \) and \( \mathcal{B}(\mathcal{H}) \) itself. Furthermore, this family must be closed under finite intersections and arbitrary unions. There are various notions of open sets in \( \mathcal{B}(\mathcal{H}) \); we list their definitions below, closely following [180]. In this section \( \mathcal{O} \) denotes an operator in \( \mathcal{B}(\mathcal{H}) \) and \( |\xi\rangle, |\eta\rangle \) denote states in \( \mathcal{H} \).

**Definition 3.3.11.** The norm (or uniform) topology is induced by the operator norm \( ||\mathcal{O}|| \). It is the...
smallest topology that contains the following basic neighborhoods:

\[ N(O, \varepsilon) = \{ P \in B(H) : \| P - O \| < \varepsilon \}. \]

**Definition 3.3.12.** The *strong operator topology* is the smallest topology that contains the following basic neighborhoods:

\[ N(O, |\xi_1\rangle, |\xi_2\rangle, \ldots, |\xi_n\rangle, \varepsilon) = \{ P \in B(H) : |(P - O) |\xi_i\rangle | < \varepsilon \quad \forall i \in \{1, 2, \ldots, n\} \}. \]

A sequence of bounded operators \( \{ O_n \} \) converges strongly if and only if \( \lim_{n \to \infty} O_n |\psi\rangle \) converges for all \( |\psi\rangle \in H \). Note that the hermitian conjugates \( O_n^\dagger \) need not converge strongly. We will sometimes use \( s\text{-lim} \) to denote a strong limit.

**Definition 3.3.13.** The *weak operator topology* is the smallest topology that contains the following basic neighborhoods:

\[ N(O, |\xi_1\rangle, \ldots, |\xi_n\rangle, |\eta_1\rangle, \ldots, |\eta_n\rangle, \varepsilon) = \{ P \in B(H) : |\langle \eta_i | (P - O) |\xi_i\rangle | < \varepsilon \quad \forall i \in \{1, 2, \ldots, n\} \}. \]

A sequence of bounded operators \( \{ O_n \} \) converges weakly if and only if \( \lim_{n \to \infty} \langle \chi | O_n |\psi\rangle \) converges for all \( |\chi\rangle, |\psi\rangle \in H \). We will sometimes use \( w\text{-lim} \) to denote a weak limit.

**Definition 3.3.14.** The *ultraweak operator topology* is the smallest topology that contains the fol-
lowing basic neighborhoods:

\[ \mathcal{N}(O, \{\xi_i\}, \{\eta_i\}, \varepsilon) = \{ P \in \mathcal{B}(\mathcal{H}) : \sum_{i=1}^{\infty} |\langle \eta_i | (P - O) |\xi_i\rangle| < \varepsilon \}, \]

where the sequences \( \{\xi_i\} \) and \( \{\eta_i\} \) satisfy

\[ \sum_{i=1}^{\infty} (||\xi_i||^2 + ||\eta_i||^2) < \infty. \]

Given topologies A and B, we say that topology A is stronger than topology B when every open set in topology B is also open in topology A. The relations between the various operator topologies are given in Figure 3.1.

![Figure 3.1: The norm operator topology is stronger than the strong operator topology and the ultraweak operator topology, which are both stronger than the weak operator topology.](image)

3.4 **Definition of von Neumann algebras**

In this section, we define von Neumann algebras, factors, and hyperfinite von Neumann algebras.

**Definition 3.4.1.** A \(*\)-algebra is an algebra of operators that is closed under hermitian conjugation.
Theorem 3.4.2 ([180], page 12). Let $M$ be a $\star$-subalgebra of $B(H)$ that contains the identity operator. Then $M'' = \overline{M}$, where closure\(^8\) is taken in the strong operator topology.

Theorem 3.4.3 ([180], page 12). If $M$ is a $\star$-subalgebra of $B(H)$ that contains the identity operator, then the following statements are equivalent:

1. $M = M''$, 
2. $M$ is closed in the strong operator topology, 
3. $M$ is closed in the weak operator topology.

Definition 3.4.4. A von Neumann algebra is an algebra that satisfies the statements in Theorem 3.4.3.

Given a $\star$-subalgebra of $B(H)$ containing the identity, we can generate a von Neumann algebra by taking either the double commutant or the closure in the strong or weak topology.

Definition 3.4.5. A factor is a von Neumann algebra $M$ with trivial center. That is,

$$M \cap M' = \{ \lambda I : \lambda \in \mathbb{C} \},$$

where $I$ denotes the identity operator.

Definition 3.4.6. A von Neumann algebra $M$ is hyperfinite if $M = (\cup_n M_n)''$ for a sequence $\{M_n\}$ of finite-dimensional von Neumann subalgebras of $M$ that satisfies $M_n \subset M_{n+1}$ $\forall n \in \mathbb{N}$.

---

\(^8\)A set is closed if its complement is open. The closure of a set $S$, denoted $\overline{S}$, is the smallest closed set that contains $S$. 
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Note that the union of finitely many closed sets is also closed. However, the union of infinitely many closed sets need not be closed. In section 15.2, we define a hyperfinite von Neumann algebra by taking the closure of an infinite union of finite-dimensional von Neumann algebras. The closure introduces additional operators into the algebra.

**Definition 3.4.7.** If $M$ is a von Neumann algebra, a non-zero projection $p \in M$ is called *minimal* if, for any other projection $q, q \leq p \implies (q = 0 \text{ or } q = p)$.

**Definition 3.4.8.** Let $A$ be a $\star$-algebra that contains the identity operator $I$. Let $T : A \to \mathbb{C}$ be a linear function on $A$. The map $T$ is

- **positive** if $T(O^\dagger O) \geq 0$ and $T(O^\dagger) = T(O)^*$ $\forall O \in A$,

- **normalized** if $T(I) = 1$,

- **a state** if $T$ is positive and normalized,

- **faithful** if $T(O^\dagger O) = 0 \implies O = 0$ $\forall O \in A$,

- **tracial** (or a trace) if $T(O_1 O_2) = T(O_2 O_1)$ $\forall O_1, O_2 \in A$.

Given any normalized Hilbert space vector $|\Psi\rangle$ and a von Neumann algebra $M \subset B(\mathcal{H})$, one can naturally define an associated state $T_\Psi : M \to \mathbb{C}$ as

$$T_\Psi(O) := \langle \Psi | O | \Psi \rangle \quad \forall O \in M.$$
For this reason, the term “state” is often used to refer to both Hilbert space vectors and positive, normalized linear functions of a von Neumann algebra.

3.4.1 Classification of von Neumann algebras

In this section, we review the classification of von Neumann algebra factors in a manner to have a direct consequence in physics. We first review type I factors, which are the only factors relevant for finite-dimensional Hilbert spaces. We then review type II factors. We explicitly construct type II$_1$ factors from our tensor network model in Section 15.2. We finally review type III factors. We explain why among type III factors we only expect type III$_1$ factors to arise as algebras in local quantum field theories.

Type I factors

Definition 3.4.9. A factor with a minimal projection is called a type I factor.

Definition 3.4.10. A type I factor that is isomorphic$^9$ to the algebra of bounded operators on a Hilbert space of dimension $n$ is a type I$_n$ factor.

Definition 3.4.11. A type I factor that is isomorphic to the algebra of bounded operators on an infinite-dimensional Hilbert space is a type I$_\infty$ factor.

$^9$We say that the von Neumann algebras $M_1$ and $M_2$, which may act on different Hilbert spaces, are isomorphic when there exists a bijection between $M_1$ and $M_2$ that preserves linear combinations, products, and adjoints. We refer the reader to section III.2.1 of [155] for more details.
Type II factors

Definition 3.4.12. A type II$_1$ factor is an infinite-dimensional factor $M$ on $\mathcal{H}$ that admits a non-zero linear function $\text{tr} : M \to \mathbb{C}$ satisfying the following properties:

\begin{itemize}
  \item $\text{tr}(O_1O_2) = \text{tr}(O_2O_1) \quad \forall O_1, O_2 \in M$,
  \item $\text{tr}(O^\dagger O) \geq 0 \quad \forall O \in M$,
  \item $\text{tr}$ is ultraweakly continuous.
\end{itemize}

Theorem 3.4.13 ([180], page 39). Let $M$ be a von Neumann algebra with a positive ultra-weakly continuous faithful normalized trace $\text{tr}$. Then $M$ is a type II$_1$ factor if and only if $\text{Tr} = \text{tr}$ for all ultraweakly continuous normalized traces $\text{Tr}$.

Theorem 3.4.14 ([180], page 109). Up to isomorphisms, there is a unique hyperfinite type II$_1$ factor.

Definition 3.4.15 ([180], page 57). A type II$_\infty$ factor is a factor of the form $M \otimes B(\mathcal{H})$ with $M$ a type II$_1$ factor and $\dim \mathcal{H} = \infty$.

Type III factors

In order to define the von Neumann algebra of type III factor, we first recall the definition of the invariant using the modular operator, which is presented in section 15.7.

Definition 3.4.16. If $M$ is a von Neumann algebra, the invariant $S(M)$ is the intersection over all faithful normal states $\varphi$ of the spectra of their corresponding modular operators $\Delta_\varphi$.
Note that each cyclic and separating vector in the Hilbert space defines a faithful normal state. Thus, for every cyclic and separating vector $|\Psi\rangle$, $S(M)$ is a subset of the spectrum of the modular operator $\Delta_{\Psi}$. With the intersection $S(M)$, we can define the type III factor.

**Definition 3.4.17.** A factor $M$ is of type III if and only if $0 \in S(M)$.

When $0 \in S(M)$, every modular operator $\Delta_{\Psi}$ is not a bijection of $D(\Delta_{\Psi})$ onto $\mathcal{H}$. It follows that the inverse of every modular operator is not defined on the entire Hilbert space. This is exactly desired for a local quantum field theory because the inverse of a modular operator is the modular operator defined with respect to the commutant:

$$\Delta_{\Psi}^{-1} = \Delta'_{\Psi}.$$  \hspace{1cm} (3.38)

As shown in [307], $\Delta'_{\Psi}$ should not be bounded and thus should not be defined on the entire Hilbert space. If $0 \notin S(M)$, then there exists a state whose modular operator defined with respect to $M'$ is bounded. Hence we expect the condition $0 \in S(M)$ to be satisfied by the algebras arising from a physical local quantum field theory.

---

$^{10}$This is a direct consequence of the definitions of the spectrum and the resolvent set. We let $D(O)$ denote the domain of operator $O$. See section 2.2 of [185] for more information.

**Definition 3.4.18.** The *spectrum* of $O \in B(\mathcal{H})$ is defined as

$$\sigma(O) := \{ \lambda \in \mathbb{C} : O - \lambda I \text{ is not invertible} \},$$

where $I$ denotes the identity operator.

**Definition 3.4.19.** Let $O$ be a closed operator on a Hilbert space $\mathcal{H}$. $\lambda \in \mathbb{C}$ is in the *resolvent set* of $O$ if $\lambda I - O$ is a bijection of $D(O)$ onto $\mathcal{H}$. The *spectrum* of $O$, denoted $\sigma(O)$, is defined to be the set of all complex numbers that are not in the resolvent set of $O$. 

---
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Definition 3.4.20. A factor $M$ is called type III$_{\lambda}$ for $0 \leq \lambda \leq 1$ if

\[
\lambda = 0 \implies S(M) = \{0\} \cup \{1\}, \quad (3.39)
\]

\[
o < \lambda < 1 \implies S(M) = \{0\} \cup \{\lambda^n : n \in \mathbb{Z}\}, \quad (3.40)
\]

\[
\lambda = 1 \implies S(M) = \{0\} \cup \mathbb{R}^+. \quad (3.41)
\]

We expect a local quantum field theory to have a continuous spectrum of the modular operator $\Delta_\Psi$. Thus we see that the von Neumann algebra of type III$_1$ factor is the only factor that is relevant to physics among all possible type III factors.

We can also use $S(M)$ to characterize factors of types I or II. For such factors, $S(M)$ is given by the following theorem.

Theorem 3.4.21 ([285]). Let $M$ be a type I or type II factor on a separable Hilbert space. Let $S(M)$ be the invariant given in Definition 3.4.16. Then $S(M) = \{0, 1\}$ if $M$ is of type I$_\infty$ or II$_\infty$ and $S(M) = \{1\}$ otherwise.

3.5 Review of Tomita-Takesaki theory

Previous works on entanglement entropy and AdS/CFT [71, 74, 102, 178] have used the definition for the relative entropy as $S(\rho, \sigma) = \text{Tr} (\rho \log \rho - \rho \log \sigma)$. Since $S(\rho, \sigma)$ does not increase upon performing a partial trace on $\rho$ and $\sigma$, the relative entropy may be intuitively thought of as a measure of distinguishability between two states. Araki’s definition of the relative entropy [15] also has a
monotonicity property, and it reduces to $S(\rho, \sigma)$ when the Hilbert space is finite-dimensional \cite{307}.

Hence, we might expect that statements about relative entropy in AdS/CFT can be reformulated for infinite-dimensional Hilbert spaces.

We want to understand the connection between entanglement wedge reconstruction and the equivalence of bulk and boundary relative entropies in infinite dimensional Hilbert spaces, using Tomita-Takesaki theory. Tomita-Takesaki theory provides us with the relative modular operator which is used to define the relative entropy. In this section, we review properties of the relative modular operator and the definition of the relative entropy, following \cite{15, 180, 307}.

**Definition 3.5.1.** A vector $|\Psi\rangle \in \mathcal{H}$ is said to be cyclic with respect to a von Neumann algebra $M$ when the set of vectors $O|\Psi\rangle$ for $O \in M$ is dense in $\mathcal{H}$.

**Definition 3.5.2.** A vector $|\Psi\rangle \in \mathcal{H}$ is separating with respect to a von Neumann algebra $M$ when zero is the only operator in $M$ that annihilates $|\Psi\rangle$. That is, $O|\Psi\rangle = 0$ $\implies$ $O = 0$ for $O \in M$.

Given a von Neumann algebra $M \subset \mathcal{B}(\mathcal{H})$ and a vector $|\Psi\rangle \in \mathcal{H}$, we may define a map $e_{\Psi} : M \to \mathcal{H}$ : $O \mapsto O|\Psi\rangle$. $\mathcal{H}$ is the closure of the image of $e_{\Psi}$ iff $|\Psi\rangle$ is cyclic with respect to $M$. Also, $\ker e_{\Psi} = \{0\}$ iff $|\Psi\rangle$ is separating with respect to $M$.

**Definition 3.5.3.** Let $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}$ and $M$ be a von Neumann algebra. The relative Tomita operator is the operator $S_{\Psi|\Phi}$ that acts as

\[
S_{\Psi|\Phi} |x\rangle := |y\rangle
\]

\footnote{In other words, $e_{\Psi}$ is an injective map.}
for any sequence \( \{O_n\} \in M \) such that the limits \( |x\rangle = \lim_{n \to \infty} O_n |\Psi\rangle \) and \( |y\rangle = \lim_{n \to \infty} O_n^\dagger |\Phi\rangle \) both exist.

The relative Tomita operator \( S_{\Psi}|\Phi\) is well-defined on a dense subset of the Hilbert space if and only if \( |\Psi\rangle \) is cyclic and separating with respect to \( M \).\(^{12}\) Note that \( S_{\Psi}|\Phi\) is a closed operator.

**Theorem 3.5.4** ([180], page 94). Let \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H} \) both be cyclic and separating with respect to a von Neumann algebra \( M \). Let \( S_{\Psi}|\Phi\) and \( S'_{\Psi}|\Phi\) be the relative Tomita operators defined with respect to \( M \) and its commutant \( M' \) respectively. Then

\[
S'\dagger_{\Psi}|\Phi\rangle = S'_{\Psi}|\Phi\rangle, \quad S'\dagger_{\Psi}|\Phi\rangle = S_{\Psi}|\Phi\rangle.
\] (3.42)

**Definition 3.5.5.** Let \( S_{\Psi}|\Phi\) be a relative Tomita operator and \( |\Psi\rangle \in \mathcal{H} \) be cyclic and separating with respect to a von Neumann algebra \( M \). The relative modular operator is

\[
\Delta_{\Psi}|\Phi\rangle := S'\dagger_{\Psi}|\Phi\rangle S_{\Psi}|\Phi\rangle.
\]

If \( |\Phi\rangle \) is replaced with \( O'|\Phi\rangle \), where \( O' \in M' \) is unitary, then the relative modular operator remains unchanged [307]:

\[
\Delta_{\Psi}|\Phi\rangle = \Delta_{\Psi}|O'|\Phi\rangle.
\] (3.43)

**Definition 3.5.6** ([15]). Let \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H} \) and \( |\Psi\rangle \) be cyclic and separating with respect to a von Neumann algebra \( M \).

\(^{12}\) \( S_{\Psi}|\Phi\) is well-defined if and only if \( \lim_{n \to \infty} O_n |\Psi\rangle = o \implies \lim_{n \to \infty} O_n^\dagger |\Psi\rangle = o \). See footnote 14 of [307] for a proof of why this is true. \( S_{\Psi}|\Phi\) is densely defined because \( |\Psi\rangle \) is cyclic with respect to \( M \).
Neumann algebra $M$. Let $\Delta_{\Psi\Phi}$ be a relative modular operator. The relative entropy with respect to $M$ of $|\Psi\rangle$ is

$$S_{\Psi\Phi}(M) = -\langle \Psi | \log \Delta_{\Psi\Phi} | \Psi \rangle.$$ 

Note that the relative entropy $S_{\Psi\Phi}(M)$ is nonnegative and it vanishes precisely when $|\Phi\rangle = O' |\Psi\rangle$ for a unitary $O' \in M'$.

**Definition 3.5.7.** Let $M$ be a von Neumann algebra on $\mathcal{H}$ and $|\Psi\rangle$ be a cyclic and separating vector for $M$. The Tomita operator $S_\Psi$ is

$$S_\Psi := S_{\Psi|\Psi},$$

where $S_{\Psi|\Psi}$ is the relative modular operator defined with respect to $M$. The modular operator $\Delta_\Psi = S_\Psi^\dagger S_\Psi$ and the antiunitary operator $J_\Psi$ are the operators that appear in the polar decomposition of $S_\Psi$ such that

$$S_\Psi = J_\Psi \Delta_\Psi^{1/2}.$$ 

**Theorem 3.5.8 (Tomita-Takesaki [288]).** Let $M$ be a von Neumann algebra on $\mathcal{H}$ and let $|\Psi\rangle$ be a cyclic and separating vector for $M$. Then

- $f_\Psi M f_\Psi = M'$.

- $\Delta_\Psi^t M \Delta_\Psi^{-t} = M \quad \forall t \in \mathbb{R}$.

Theorem 3.5.8 is important because it allows us to interpret $\Delta_\Psi$ as the operator that generates a modular flow on $M$. Suppose that the Hilbert space $\mathcal{H}$ factorizes as $\mathcal{H} = \mathcal{H}_\ell \otimes \mathcal{H}_r$. For concrete-
ness, we may intuitively think of $H_\ell$ as a Hilbert space that corresponds to the left Rindler wedge of Minkowski space, while $H_r$ corresponds to the right Rindler wedge.

![Two Rindler wedges in Minkowski space. The generators $K_r$ and $K_\ell$ correspond to boosts, as shown.](image)

For a given state $|\Psi\rangle \in \mathcal{H}$, if we define

$$
\rho := |\Psi\rangle \langle \Psi|, \quad \rho_\ell := \text{Tr}_r \rho, \quad \rho_r := \text{Tr}_\ell \rho,
$$

then the reduced density matrices $\rho_\ell$ and $\rho_r$ generate a modular flow on operators that act on $H_\ell$ and $H_r$, respectively. The modular operator $\Delta_\Psi$ corresponding to the von Neumann algebra that acts nontrivially on $H_\ell$ is then given by

$$
\Delta_\Psi = \rho_\ell \otimes \rho_r^{-1}.
$$
When $|\Psi\rangle$ is the vacuum and $\mathcal{H}_\ell$ and $\mathcal{H}_r$ correspond to Rindler wedges, we have that

$$
\rho_\ell = e^{-2\pi K_\ell}, \quad \rho_r = e^{-2\pi K_r},
$$

(3.46)

where $K_\ell$ and $K_r$ are the boost generators that act respectively on the left and right wedges (see Figure 3.2). The modular operator $\Delta_\Psi$ is then given by

$$
\Delta_\Psi = e^{-2\pi (K_\ell - K_r)}.
$$

(3.47)

In this context, Theorem 3.5.8 states that the modular flow maps operators in a Rindler wedge to operators in the same Rindler wedge. Thus, the algebraically defined modular flow in Theorem 3.5.8 has a geometric interpretation. This is an example of modular covariance, which is the property that the modular flow is a spacetime symmetry. The unitary group generated by the modular operator associated with the vacuum state implements the Lorentz boosts that leave the Rindler wedges invariant. The antiunitary operator $J$ corresponds to the operator $CRT$, where $C$ denotes charge conjugation, $R$ is a reflection that maps one wedge into the other, and $T$ is time reversal [32].

One of the findings of [178] is that bulk modular flow is dual to boundary modular flow. As an intermediate step in proving the equivalence of bulk and boundary entropies, we will also show that the bulk and boundary modular operators act on the code subspace in the same way. This is further evidence that the definitions and theorems of Tomita-Takesaki theory are relevant for understanding bulk reconstruction.
3.6 The three-qutrit code and a finite tensor network

The three-qutrit code is an example of a QECC. A code qutrit is isometrically mapped to a Hilbert space of three physical qutrits. The map is given by

$$
\begin{align*}
|0\rangle & \rightarrow \frac{1}{\sqrt{3}} (|\tilde{0}\tilde{0}\tilde{0}\rangle + |\tilde{1}\tilde{1}\tilde{1}\rangle + |\tilde{2}\tilde{2}\tilde{2}\rangle), \\
|1\rangle & \rightarrow \frac{1}{\sqrt{3}} (|\tilde{0}\tilde{1}\tilde{2}\rangle + |\tilde{1}\tilde{0}\tilde{2}\rangle + |\tilde{2}\tilde{0}\tilde{1}\rangle), \\
|2\rangle & \rightarrow \frac{1}{\sqrt{3}} (|\tilde{0}\tilde{2}\tilde{1}\rangle + |\tilde{1}\tilde{2}\tilde{0}\rangle + |\tilde{2}\tilde{1}\tilde{0}\rangle).
\end{align*}
$$

(3.48)

We can write this more succinctly as

$$
|\tilde{i}\rangle \rightarrow \sum_{\tilde{a}, \tilde{b}, \tilde{c}} T_{\tilde{i}\tilde{a} \tilde{b} \tilde{c}} |\tilde{a}\tilde{b}\tilde{c}\rangle,
$$

(3.49)

where $i$ denotes an input leg and $\tilde{a}, \tilde{b}, \tilde{c}$ denote output legs. We can apply successive isometries to create an isometry from two code qutrits to four physical qutrits. We illustrate this with a tensor network, represented in Figure 3.3.

**Figure 3.3:** The black code subspace qutrits are mapped to the white physical qutrits via an isometry defined by this tensor network.
The isometry corresponding to Figure 3.3 is given by

$$ |p⟩_i |q⟩_j \rightarrow \sum_{\tilde{x}, \tilde{y}, \tilde{z}, \tilde{c}, \tilde{w}} \sqrt{3} T_{\tilde{x} \tilde{y} \tilde{z} \tilde{c}} |\tilde{x}⟩_A |\tilde{y}⟩_B |\tilde{z}⟩_D |\tilde{c}⟩_E |\tilde{w}⟩_E. \quad (3.50) $$

Throughout this chapter, we use subscripts to associate qutrits with specific nodes in Figures 3.3 or 15.1, and tildes are used to denote qutrits in the physical Hilbert space.

Let $U$ be a unitary operator that acts on a two-qutrit state as

$$
\begin{align*}
U|00⟩ &= |00⟩ \\
U|11⟩ &= |20⟩ \\
U|01⟩ &= |11⟩ \\
U|12⟩ &= |21⟩ \\
U|02⟩ &= |22⟩ \seteq \\
U|20⟩ &= |12⟩ \\
U|21⟩ &= |02⟩.
\end{align*}
(3.51)

and define

$$ |\lambda⟩ := \frac{1}{\sqrt{3}} [ |00⟩ + |11⟩ + |22⟩]. \quad (3.52) $$

Let $|ψ⟩_{ij}$ be a vector in the Hilbert space of the black qutrits $i, j$ in Figure 3.3, and let $|\tilde{ψ}⟩_{\tilde{a} \tilde{b} \tilde{d} \tilde{e}}$ be its image under the isometry in equation (3.50). Let $U_{\tilde{a} \tilde{b}} (U_{\tilde{d} \tilde{e}})$ be the unitary operator in equation (3.51) that acts on qutrits $\tilde{a}, \tilde{b}$ ($\tilde{d}, \tilde{e}$). One may compute that

$$
U_{\tilde{a} \tilde{b}} U_{\tilde{d} \tilde{e}} |\tilde{ψ}⟩_{\tilde{a} \tilde{b} \tilde{d} \tilde{e}} = |ψ⟩_{\tilde{a} \tilde{d}} |\lambda⟩_{\tilde{b} \tilde{e}}, \quad (3.53)
$$

where $|ψ⟩_{\tilde{a} \tilde{d}}$ is the same state as $|ψ⟩_{ij}$, except on the white qutrits $\tilde{a}, \tilde{d}$. That is, starting with the state $|\tilde{ψ}⟩_{\tilde{a} \tilde{b} \tilde{d} \tilde{e}}$ on the white qutrits, one can apply separate unitary transformations on white qutrits $\tilde{a}, \tilde{b}$
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and $\tilde{d}$, $\tilde{e}$ to recover $|\psi\rangle_{ij}$ on white qutrits $\tilde{a}$, $\tilde{d}$ and the maximally entangled state $|\lambda\rangle$ on qutrits $\tilde{b}$, $\tilde{e}$.

Given an operator $O$ that acts on qutrit $i$ in Figure 3.3, we may define an operator $\tilde{O}$ that acts on the adjacent white qutrits $\tilde{a}$, $\tilde{b}$ as follows:

$$\tilde{O} := \sum_{p,q} \langle p | O | q \rangle_i \left[ U_{\tilde{a}\tilde{b}} | p \rangle_{\tilde{a}} \langle q |_{\tilde{a}} U_{\tilde{a}\tilde{b}} \right].$$  \hspace{1cm} (3.54)

We say that $O$, which acts on the code Hilbert space, is reconstructed as $\tilde{O}$, which acts on the physical Hilbert space.
Part II

Weak Coupling Limit and a Rank One

Mordell–Weil Group
In the third section of *Enumeratio Linearum Tertii Ordinis* (The Enumeration of Cubics), Sir Isaac Newton finds that all cubic curves can be put in one of the following four canonical forms [26, 152, 161, 252]:

\[ yx^2 + Ax = By^3 + Cy^2 + Dy + E, \quad (3.55) \]

\[ xy = Ax^3 + Bx^2 + Cx + D, \quad (3.56) \]

\[ y^2 = Ax^3 + Bx^2 + Cx + D, \quad (3.57) \]

\[ y = Ax^3 + Bx^2 + Cx + D. \quad (3.58) \]

The second and fourth forms are curves of genus zero as the variable \( y \) is a rational function of \( x \). The first and third forms are curves of genus one. Since they have rational points, they are actually elliptic curves.

The third canonical form was called a *cubic hyperbola* by Newton. Today, it is universally known as a Weierstrass equation. Its Newton’s polygon is a reflexive triangle with six lattice points on its boundary\(^3\). Its Mordell–Weil group is generically trivial. On the other hand, the first canonical form has two rational points along the line of infinity. This indicates that its Mordell–Weil group is non-trivial.

The first canonical form is not as famous as the Weierstrass model. But as we shall see in this paper, it corresponds to the general form of a cubic curve with a non-trivial Mordell–Weil group. This

\(^3\) A reflexive polygon is a polygon with a unique lattice point in its interior. For a binary planar algebraic curve, the number of interior lattice points in their Newton’s polygon gives the arithmetic genus of the curve.
remark is particularly powerful when this curve is used as a model for a fibration. The Newton’s polygon of this curve is a reflexive quadrilateral with seven lattice points on its boundary. If we interpret the coefficients of this equation as parameters defined over a base space $B$, the first canonical form describes an elliptic fibration with a Mordell–Weil group of rank one. This fibration is generically smooth and can be used as a Jacobian for any elliptic fibration with a non-trivial Mordell–Weil group.

In Chapter 4, we introduce a new model for elliptic fibrations endowed with a Mordell–Weil group of rank one. We call it a $Q_7(\mathcal{L}, \mathcal{S})$ model. It naturally generalizes several previous models of elliptic fibrations popular in the F-theory literature. The model is also explicitly smooth, thus relevant physical quantities can be computed in terms of topological invariants in a straightforward manner. Since the general fiber is defined by a cubic curve, basic arithmetic operations on the curve can be done using the chord-tangent group law. We will use this model to determine the spectrum of singular fibers of an elliptic fibration of rank one and compute a generating function for its Euler characteristic. With a view toward string theory, we determine a semi-stable degeneration which is understood as a weak coupling limit in F-theory. We show that it satisfies a non-trivial topological relation at the level of homological Chern classes. This identity ensures that the $D_3$ charge in F-theory is the same as the one in the weak coupling limit.
A New Model for Elliptic Fibrations with a Rank One Mordell–Weil Group

The aim of this chapter is to introduce a new model for elliptic fibrations endowed with a Mordell–Weil group of rank one over a variety $B$. We call this model $Q_f(\mathcal{L}, \mathcal{I})$. It is given by a smooth hypersurface in a projective bundle characterized by two line bundles $\mathcal{L}$ and $\mathcal{I}$. Its general fiber
is modeled by a plane cubic whose Newton’s polygon is a reflexive quadrilateral with seven lattice points on its boundary. It generalizes both the $E_6$ elliptic fibration and the elliptic fibration introduced recently by Cacciatori, Cattaneo, and Van Geemen [64]. Ultimately, it can be traced back to Newton’s first form of cubic curves.

4.1 Summary and the layouts

The $Q_7(\mathcal{L}, \mathcal{I})$ model allows for a particularly friendly derivation of several geometric, topological and arithmetic properties. We provide a classification of its singular fibers. Following [5, 6, 109], we derive a generalized Sethi-Vafa-Witten formula for these elliptic fibrations. This is a generating function for the Euler characteristic over a base of arbitrary dimension. We also explicitly construct a semi-stable degeneration of the $Q_7(\mathcal{L}, \mathcal{I})$ model. This degeneration will be understood in F-theory as a weak coupling limit mapping the elliptic fibration to an orientifold theory [78, 95, 123, 277]. Inspired by string dualities, we prove a topological relation in the Chow ring of such elliptic fibrations, connecting their homological total Chern class with that of several sub-varieties naturally produced by the semi-stable degeneration. In the context of F-theory, we show that this relation induces the non-trivial fact that the D3 charge is the same in F-theory and its orientifold weak coupling limit. For previous works on elliptic fibrations with non-trivial Mordell–Weil groups in F-theory, see [6, 50, 51, 58, 59, 61, 62, 84, 85, 87, 88, 109, 150, 197, 210, 229, 232, 242, 257, 258, 296].

Recently, Morrison and Park have revisited the geometry of elliptic fibration with a Mordell–Weil group of rank one in the context of F-theory on Calabi–Yau threefolds [239]. In their treat-
ment, they navigate between two models: the Jacobian and its resolution. The Jacobian (given by a Weierstrass model) is useful to compute arithmetic properties of the elliptic fibration. They also need an explicit resolution of singularities to evaluate intersection numbers necessary in the discussion of cancellations of anomalies. More generally, in F-theory on an elliptic threefold, a smooth model is useful to compute several physical quantities that are expressed in terms of topological invariants. For example, the Euler characteristic is used in the discussion of anomaly cancellations and intersection numbers are interpreted as physical charges. In F-theory on an elliptic fourfold, the D3 tadpole depends on the Euler characteristic of the fourfold. For all these reasons, it will be useful to have a smooth model for an elliptic fibration with Mordell–Weil group of rank one. It would specially be useful if the the generic fiber is a cubic curve so that several arithmetic properties can be computed using the chord-tangent law without passing to the Jacobian.

4.1.1 Layout

In Section 4.2, we give the formal definition of a $Q_s(\mathcal{L}, \mathcal{I})$ elliptic fibration. We then summarize the results of the chapter. Along the way we give an alternate derivation of the Jacobian formula in Section 4.2.3. In section 4.3, we collect some basic properties of the $Q_s(\mathcal{L}, \mathcal{I})$ elliptic fibration. In particular, we study some limits that recovered well known elliptic fibrations such as the $E_6$ and the $E_7$ models. We also classify the singular fibers of a non-singular fibration of type $Q_s(\mathcal{L}, \mathcal{I})$. Then, we prove the theorem on its Euler characteristic. In section 4.4, we consider the $Q_s(\mathcal{L}, \mathcal{I})$ model in the context of F-theory on elliptic fourfolds and prove the existence of a weak coupling limit. We establish that this weak coupling gives an orientifold theory for which the tadpole matching
condition is satisfied. Then, we compute the spectrum of branes and see that it corresponds to an orientifold with a $\mathcal{S}p(1)$ stack and a Whitney brane. We present our conclusions in section 4.5.

4.2 $Q_7(\mathcal{L}, \mathcal{I})$ model and Jacobian fibration

4.2.1 Definition of a $Q_7(\mathcal{L}, \mathcal{I})$ model

The model of elliptic fibrations with Mordell–Weil group of rank one that we introduced in this chapter is an hypersurface cut by a section of the line bundle $\mathcal{O}(3) \otimes \pi^* L^2 \otimes \pi^* \mathcal{I}$ in the projective bundle $\pi : \mathbb{P}[\mathcal{L} \oplus \mathcal{I} \oplus \mathcal{O}_B] \to B$, where $\mathcal{L}$ and $\mathcal{I}$ are two line bundles over the base $B$. The defining equation can be put in the following canonical form:

$$Q_7(\mathcal{L}, \mathcal{I}) : y(x^2 - c_2 y^2) + z(c_1 y^2 + b_2 xz + c_2 yz + c_3 z^2) = 0. \quad (4.1)$$

The Newton’s polygon of this cubic equation is a reflexive quadrilateral with seven lattice points on its boundary. For this reason, we denote this model $Q_7(\mathcal{L}, \mathcal{I})$.

![Newton polygon of a $Q_7$ reflexive polytope](image)

**Figure 4.1:** Newton polygon of a $Q_7$ reflexive polytope. A $Q_7(\mathcal{L}, \mathcal{I})$ model is described by a section of a line bundle $\mathcal{O}(3) \otimes \pi^* L^2 \otimes \pi^* \mathcal{I}$ in the projective bundle $\mathbb{P}[\mathcal{L} \oplus \mathcal{I} \oplus \mathcal{O}_B]$. Its equation is automatically of type $Q_7$.

The coefficients are sections of the following line bundles:
The details of the projective bundle and the section characterizing the variety are enough to ensure that we get exactly the same Jacobian as the one of an elliptic fibration of rank one. In the defining equation, we denote the projective coordinates as \([x : y : z]\):

<table>
<thead>
<tr>
<th>Line bundles</th>
<th>(\mathcal{L}^2 \otimes \mathcal{I}^{-2})</th>
<th>(\mathcal{L}^2 \otimes \mathcal{I}^{-1})</th>
<th>(\mathcal{L}^2 \otimes \mathcal{I})</th>
<th>(\mathcal{L}^2 \otimes \mathcal{I}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sections</td>
<td>(c_0)</td>
<td>(c_1)</td>
<td>(c_2)</td>
<td>(c_3)</td>
</tr>
</tbody>
</table>

The special case of \(Q_7(\mathcal{L}, \mathcal{O}_B)\) gives the elliptic fibration recently introduced by Cacciatori, Cattaneo, and Van Geemen \([64]\) while the case \(Q_7(\mathcal{L}, \mathcal{L})\) is the usual \(E_6\) elliptic fibration \([5]\). Two rational points of a \(Q_7(\mathcal{L}, \mathcal{I})\) model are

\[
O : y = z = 0 \quad \text{and} \quad O' : y = b_2x + c_0z = 0. \tag{4.2}
\]

These two points are on the line \(y = 0\) which is tangent to the elliptic curve at \(O\). There is also a degree-two divisor on each fiber given by \(z = x^2 - c_0y^2 = 0\), where \(c_0\) is a section of \(\mathcal{L}^2 \otimes \mathcal{I}^{-2}\).

In the case of \(Q_7(\mathcal{L}, \mathcal{L})\), \(c_0\) is just a constant and we get two additional rational sections, \(z = x \pm \sqrt{c_0}y = 0\), which are inverse of each other in the Mordell–Weil group.
4.2.2 The Jacobian fibration

Since \( z = y = 0 \) defines a section for the elliptic fibration \( Q_7(L, S) \), we can define a birationally equivalent Weierstrass model. We interpret the Jacobian of the fibration as the relative Picard scheme \( \text{Pic}^0(Y/B) \) following [18] (see chapter 9 of [53]). Using the formula for the Jacobian of a family of plane cubics over an arbitrary base scheme [18], we get the following Weierstrass equation:

\[
zy(y - b_2c_2z) = x^3 - c_2x^5z + (-c_0b_2^2 + c_3c_1)xz^2 + (c_3 + b_2^2c_1)c_0z^3,
\]

which admits the rational point (see Section 4.2.3):

\[
x = c_2 + \frac{c_2^3}{b_2^3}, \quad y = \frac{2c_1 + 2c_0b_2^2 - b_2^4c_0}{2b_2^3}.
\]

We can rewrite the Weierstrass form in the short form [94, 291]

\[
zy^2 = x^3 + Fxz^2 + Gz^3,
\]

with \( F \) and \( G \) exactly as in [239] modulo the redefinition \( \epsilon_2 \mapsto -\epsilon_2 \):

\[
F = -b_2^2c_0 + c_0c_3 - \frac{1}{3}c_2^2, \quad G = \frac{2}{3}b_2^2c_0c_2 + \frac{1}{4}b_2^4c_1^2 + c_0c_3^2 + \frac{1}{3}c_0c_2c_3 - \frac{2}{27}c_2^3.
\]
It is interesting to see that $F$ and $G$ are respectively sections of $L^4$ and $L^6$. In particular, the line bundle $S$ has disappeared.

### 4.2.3 Alternative derivation of the Jacobian

The Jacobian of a genus one curve with a Mordell–Weil group of rank one can be easily obtained using the Riemann-Roch theorem as discussed for example in [239, 296]. In this section, we present a “quick and dirty trick” that reproduces the same result in an intuitive way. It also gives a simple arithmetic meaning to the section $S$ that enters in the definition of the $Q_7(L, S)$.

Consider a Weierstrass model with a rational point $P$ other than the point at infinity $O : x = z = 0$. Putting $P$ at $y = 0$, the cubic $x^3 + a_2x^2 + a_4x + a_6$ has to factorize. By an appropriate translation of $x$, we can put the Weierstrass model in the following form:

$$y(y + a_1x + a_3) = (x + a_2)(x^2 + a_4). \quad (4.6)$$

We end up with a general Weierstrass model with the specialization $a_6 = a_2a_4$:

$$y^2 + a_1xy + a_4y = x^3 + a_2x^2 + a_4x + a_2a_4. \quad (4.7)$$

This specialization is too mild to factorize the discriminant but does give two non-trivial rational sections:

$$(x, y) = (-a_2, 0) \text{ and } (x, y) = (-a_2, a_1a_2 - a_3). \quad (4.8)$$
These two points are inverse of each other for the Mordell–Weil group with the neutral element $x = z = 0$. Since we can write the Weierstrass model as:

$$y(y + a_1x + a_3) = (x + a_2)(x^2 + a_4),$$  \hspace{1cm} (4.9)

we have conifold-like points at $y = y + a_1x + a_3 = x + a_2 = x^2 + a_4 = 0$. It corresponds to the point $y = x + a_2 = 0$ on each fiber over the codimension-2 locus in the base:

$$a_3 - a_1a_2 = a_4 + a_2^2 = 0.$$  \hspace{1cm} (4.10)

Over this locus, the elliptic fiber can be put in this suggestive form:

$$a_3 - a_1a_2 = a_4 + a_2^2 = 0 \implies (y + a_1(x + a_2))^2 = (x + a_2)^2(x - a_2 + \frac{a_1^2}{4}),$$  \hspace{1cm} (4.11)

which shows that the elliptic curve has a $A_1$ singularity over $a_3 - a_1a_2 = a_4 + a_2^2 = 0$.

We now consider the case in which $a_2$ has an explicit rational part:

$$a_2 = c - \frac{p}{q},$$  \hspace{1cm} (4.12)

where $c$ is integral and $p/q$ is a reduced fraction. By taking appropriate choices for $(a_1, a_3, a_4)$, we can still ensure that when we complete the square in $y$, the coefficients $b_2, b_4$ and $b_6$ are all integral. Since $b_2 = 4a_2 + a_1^2$, we can get rid of the fractional part of $b_2$ due to $a_2$ by taking $a_1 = 2\sqrt{p/q}$.  
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However, the point \((x, y) = (a_2, -a_1a_2 + a_3)\) will not be rational anymore because of the square root in \(a_1\). We can solve this problem by requiring that \(p/q\) to be a perfect square \((p/q = \frac{r^2}{s^2})\).

That is:

\[
a_1 = \frac{r}{s}, \quad a_2 = c - \frac{r^2}{s^2}. \quad (4.13)
\]

We can get rid of the fractional part of \(b_4 = 2a_4 + a_1a_3\) by requiring \(a_3\) to be proportional to \(s\):

\[
a_1 = \frac{r}{s}, \quad a_2 = c - \frac{r^2}{s^2}, \quad a_3 = 2st. \quad (4.14)
\]

Since \(b_6 = 4a_6 + a_3^2\) and \(a_6 = a_2a_4\), we can ensure that \(b_6\) is integral by taking \(a_4\) to be proportional to \(s^2\). Using \(a_6 = a_2a_4\), we get our final form:

\[
a_1 = \frac{r}{s}, \quad a_2 = c - \frac{r^2}{s^2}, \quad a_3 = 2st, \quad a_4 = s^2u, \quad a_6 = u(c^2 - r^2). \quad (4.15)
\]

\[
E : \quad y^2 + 2\frac{r}{s}xy + 2sty = x^3 + cx^2 + (s^2u + 2rt)x + u(c^2 - r^2). \quad (4.16)
\]

This has a rational point of type \((x, y) = (-a_2, 0)\) with \(a_2 = c - \frac{r^2}{s^2}\). This Weierstrass equation has coefficients that are rational expressions. But by construction, we can resolve this problem by completing the square in \(y\):

\[
E : \quad y(y + 2st) = x^3 + cx^2 + (s^2u + 2rt)x + u(c^2 - r^2). \quad (4.17)
\]
with the rational point
\[ x = -c + \frac{r^2}{s^2}, \quad y = \frac{r^3 - rcs^2 + st^4}{s^3}. \] (4.18)

Completing the square in \( y \) we get the canonical form of a Weierstrass model of rank 1:

\[ E : \quad y^2 = x^3 + cx^2 + (s^2 u + 2rt)x + ucs^2 - ur^3 + st^2, \] (4.19)

The corresponding short Weierstrass form is then

\[ y^2 = x^3 + (-\frac{1}{3}c^2 + 2rt + s^2 u)x + (\frac{2}{27}c^3 + s^2 t^2 - r^2 u - \frac{2}{3}c(rt - s^2 u)), \] (4.20)

which depends only on the variable \((s^2, r, c, t, u)\). The reduced Weierstrass model is invariant under the involution:

\[ (s^2, r, c, t, u) \leftrightarrow (-u, t, c, r, -s^2). \] (4.21)

It is also invariant under the scaling symmetry

\[ \alpha \cdot (s^2, r, c, t, u) = (\alpha^2 s^2, \alpha r, c, \frac{t}{\alpha}, \frac{u}{\alpha^2}). \] (4.22)

It is the Jacobian of the Jacobi quartic:

\[ y^2 = s^2 x^4 - 2rx^3 z + cx^2 z^2 + txz^3 + \frac{1}{4}uz^4. \] (4.23)
or equivalently
\[ y^2 = -ux^4 - 2tx^3z + cx^2z^2 + rxz^3 - \frac{1}{4}s^2z^4. \] (4.24)

Both Jacobi quartics (4.23) and (4.24) admit the same Jacobian.

In a Weierstrass model, each coefficient \( a_i \) \( (i = 1, 2, 3, 4, 6) \) is a section of \( \mathcal{L}^i \), where \( \mathcal{L} \) is the fundamental line bundle of the elliptic fibration. Assuming that \( s \) is a section of a line bundle \( \mathcal{M} \), then the different variables \( r, c, t, u \) are sections of the following line bundles:

<table>
<thead>
<tr>
<th>Line bundle</th>
<th>( \mathcal{M}^2 )</th>
<th>( \mathcal{L} \otimes \mathcal{M} )</th>
<th>( \mathcal{L}^2 )</th>
<th>( \mathcal{L}^3 \otimes \mathcal{M}^{-1} )</th>
<th>( \mathcal{L}^4 \otimes \mathcal{M}^{-2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section</td>
<td>( s^2 )</td>
<td>( r )</td>
<td>( c )</td>
<td>( t )</td>
<td>( u )</td>
</tr>
</tbody>
</table>

In this table, as we move to the right, we multiply the line bundle by \( \mathcal{L} \otimes \mathcal{M}^{-1} \). The dictionary to the notation in the main text is:

\[ s = b_2, \quad r = c_3, \quad c = -c_2, \quad t = \frac{1}{2}c_4, \quad u = -c_0. \] (4.25)

We see that the line bundle \( \mathcal{J} \) corresponds to \( \mathcal{L} \otimes \mathcal{M} \). This shows that \( \mathcal{J} \otimes \mathcal{L}^{-1} \) is a natural line to consider to discuss the arithmetic properties of the section.

### 4.2.4 The spectrum of singular fibers

The \( \mathbb{Q}(\mathcal{L}, \mathcal{J}) \) model has all the types of singular cubics with the exception of the triple line as seen on Figure 4.2. In particular, there is a non-Kodaira fiber composed of two rational curves
of multiplicity one and two intersecting transversely\(^1\). We call it a fiber of type IV\(^{(2)}\). Such a non-
Kodaira fiber is very natural from the point of view of degeneration of genus-one curves modeled by
cubic curves. It can be understood as a limiting case of a Kodaira fiber of type I, or of type IV. See
Figure 4.2 and Table 4.2.

\[ \begin{array}{cccc}
& II & I_2 & I_3 \\
I_0 & \searrow & \downarrow & \downarrow \\
& I_1 & III & IV \\
& \leftarrow & \leftarrow & \leftarrow \\
E_8 & E_7 & E_6 & Q_7(L, F)
\end{array} \]

**Figure 4.2:** Singular fibers of plane cubic curves. There are a total of 8 possible singular fibers including the 6 Kodaira fibers with at most 3 components (I, II, I, III, I, IV) and the two non-Kodaira fibers IV\(^{(2)}\) and IV\(^{(3)}\). All the fibers at the left of a given dotted vertical line are those of a smooth elliptic fibration of the type (E, E, E, Q) specified at the bottom left of the dotted line.

### 4.2.5 Weak coupling limit, tadpole and flux matching condition

From the point of view of F-theory, elliptic fibrations with a Mordell–Weil group of rank one yield
an Abelian U(1) gauge symmetry. Depending on the dimension of the base, we are interested at
different geometric properties of the elliptic fibration. If the base is a surface, the compactification of
F-theory models a six-dimensional supersymmetric gauge theory in presence of gravity. In that case,

\[^1\text{For non-Kodaira fibers in F-theory see [60, 64, 76, 109, 126, 128, 129, 163, 241].}\]
Table 4.1: Planar cubic curves.

<table>
<thead>
<tr>
<th>Description</th>
<th>Kodaira fiber</th>
<th>Symbols</th>
<th>$E_8$</th>
<th>$E_7$</th>
<th>$E_6$</th>
<th>$Q_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>smooth genus one curve</td>
<td>✓</td>
<td>$I_0$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>a nodal curve</td>
<td>✓</td>
<td>$I_1$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>a cusp</td>
<td>✓</td>
<td>II</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>a conic and a secant line</td>
<td>✓</td>
<td>$I_2$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>a conic and a tangent line</td>
<td>✓</td>
<td>III</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>three lines forming a triangle</td>
<td>✓</td>
<td>$I_3$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>three lines meeting at a point</td>
<td>✓</td>
<td>IV</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>a line and a double line</td>
<td></td>
<td>IV$^{(2)}$</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>a triple line</td>
<td></td>
<td>IV$^{(3)}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

anomalies cancellations with an $U(1)$ sector are particularly subtle and have a beautiful geometric formulation. If the base is a threefold, F-theory models a type IIB theory with a non-trivial axio-dilaton profile and an Abelian $U(1)$ symmetry. Duality with M-theory gives a simple description of the origin of this $U(1)$ symmetry using the three-form of M-theory. The full F-theory regime is usually strongly coupled and following Sen [277], we can explore the weak coupling limit of F-theory to make contact with well understood type IIB configurations.

The weak coupling limit has a purely geometric description as a degeneration of the elliptic fibration in which the general fiber becomes a semi-stable curve: the elliptic fibration is replaced by a ALE fibration [6, 77]. This description of the weak coupling limit was started in [6] and provides a purely geometric definition of the weak coupling limit that generalizes to any elliptic fibration regardless of the dimension of its base and independent of the Calabi–Yau condition. Interestingly, the topological relations that are expected to hold when F-theory is compared to its weak coupling limit are still true independently of all the string theory setups necessary to make sense of them. For
example, the D3 charge in F-theory depends only on the Euler characteristic of the elliptic fibration and the $G_4$ flux. In a type IIB orientifold, the same D3 charge depends on the Euler characteristic of the orientifolds, the D7 branes, the DBI fluxes supported on these D7 branes and the fluxes coming from the type IIB three form field strengths.

The weak coupling limit of a Weierstrass model is an orientifold theory $[277]$. In absence of fluxes in weak and strong coupling, there is a perfect match between the D3 charge computed in type IIB and in F-theory $[5, 78]$. The same is true for other models of elliptic fibration such as the E7, E6 and D5 elliptic fibrations $[6, 109]$. After classifying the singular fibers of a $Q_7(\mathcal{L}, \mathcal{J})$ model, it is straightforward to identify its weak coupling limit using a semi-stable degeneration following $[6]$. The weak coupling limit is given by equation (4.60) which yields the following spectrum:

\[
(*) \quad \text{a } \mathbb{Z}_2 \text{ orientifold } + \text{ a Whitney brane } + \text{ an } SP(1) \text{ stack.}
\]

The orientifold, the $SP(1)$ stack, and the Whitney brane are respectively wrapping the divisors $O$, $D$, and $D_w$. The $SP(1)$ stack is composed of two smooth invariant branes intersecting the orientifold transversely. We prove that the tadpole matching condition is satisfied for this spectrum:

\[
2\chi(Y) = 4\chi(O) + 2\chi(D) + \chi^\infty(D_w). \tag{4.26}
\]
It follows that the G-flux and the type IIB brane fluxes match as well \([78, 95]\):

\[
\int_Y G_4 \wedge G_4 = -\frac{1}{2} \sum_i \int_{D_i} \text{tr}(F^2).
\]

The tadpole matching is a by-product of a much more general relation valid at the level of the total homological Chern classes as summarized in the following theorem:

**Theorem 4.2.1** (Topological tadpole matching for \(Q_7(\mathcal{L}, \mathcal{I})\) elliptic fibrations). A \(Q_7(\mathcal{L}, \mathcal{I})\) elliptic fibration endowed with the weak coupling limit (4.60) satisfies the topological tadpole matching condition at the level of the total Chern class:

\[
2\phi_* c(Y) = 4\rho_* c(O) + 2\rho_* c(D) + \rho_* c_{\infty}(D_w),
\]

where the Chern class of the Whitney brane is understood as \(\rho_* c_{\infty}(D_w) = \rho_* c(D_w) - \rho_* c(S)\), with \(D_w\) the normalization of \(D_w\) and \(S\) the cuspidal locus of the Whitney brane.

### 4.3 Properties of a \(Q_7(\mathcal{L}, \mathcal{I})\) Elliptic Fibration

In the section, we will further explain our new model, \(Q_7(\mathcal{L}, \mathcal{I})\). It is similar to \(E_6\) and \(E_8\) model as it is a model for a cubic. But as we will establish in details, a \(Q_7(\mathcal{L}, \mathcal{I})\) elliptic fibration has a much richer spectrum of singular fibers. It admits all possible types of singular cubics except for the triple line. In other words, its spectrum of singular fibers is \((I_1, I_2, III, IV, IV^{(2)})\). In particular, it contains a non-Kodaira fiber, a fiber of type \(IV^{(2)}\), which consists of two rational curves.
of multiplicity 1 and 2 intersecting transversely at a point. To appreciate the difference in the spectrum of singular fibers of smooth elliptic fibrations of type $E_8$, $E_7$, $E_6$, and $Q_7(L, \mathcal{S})$, we review the singular fibers of cubic plane curves and the elliptic fibrations defined in Table 4.1 and Figure 4.2.

The following lemma is a direct consequence of the use of the adjunction formula to compute the canonical class of an $Q_7(L, \mathcal{S})$ elliptic fibration:

**Theorem 4.3.1** (Calabi–Yau condition). An $Q_7(L, \mathcal{S})$ fibration is Calabi–Yau if the line bundle $L$ is the anti-canonical line bundle of the base $B$.

### 4.3.1 Mordell–Weil group

An $E_n$ elliptic fibration ($n = 8, 7, 6, 5$ with $E_5 = D_5$) has $(9 - n)$ marked points defined by a divisor of degree $(9 - n)$ on each fibers and each of the points defined by such a divisor gives a section of the elliptic fibration as the divisor splits. The elliptic fibration $Q_7(L, \mathcal{S})$ has a different structure: on each fiber, we have a rational divisor of degree three as it is the case for a $E_6$ elliptic fibration. However, the divisor does not split into three rational points on every fiber but instead splits into a rational point and a divisor of degree two that does not factorize. This is very clear using the canonical form (4.1). The line at infinity ($z = 0$) cuts every elliptic fiber along the following degree three divisor

$$z = y(x^2 - c_0y^2) = 0,$$

which splits into a closed point $z = y = 0$ and a degree two divisor $z = x^2 - c_0y^2 = 0$. As we circle around the locus $c_0$ in the base, the two points defined by $z = x^2 - c_0y^2 = 0$ are exchanged.
This monodromy is the $\mathbb{Z}_2$ discrete group corresponding to the Galois group of the field extension needed to properly define individually the two points $z = x^2 - c_0 y^2 = 0$ over the base. A $\mathbb{Q}_7(\mathcal{L}, \mathcal{S})$ elliptic fibration has an additional rational section. Consider the intersection with $y = 0$:

$$y = 0 \implies z^2(b_2 x + c_2 z) = 0 \implies 2O + O', \quad (4.29)$$

where $O : y = z = 0$, $O' : y = b_2 x + c_2 z = 0$.

This indicates that $y = 0$ is tangent to the elliptic curve at $O$ and intersects the elliptic curve at an additional point $O'$. These two sections intersect over the divisor $b_2 = 0$.

**Remark 4.3.2.** If $\mathcal{S} = \mathcal{L}^{-1}$, $b_2$ is a constant and thus the two sections do not intersect. In such a case, it is easier to start from the following projective bundle obtained by an overall factor of $\mathcal{S}$:

$$\mathbb{P}[(\mathcal{L} \otimes \mathcal{S}^{-1}) \oplus \mathcal{O}_B \oplus \mathcal{S}^{-1}], \quad (4.30)$$

and the equation is a section of $\mathcal{O}(3) \otimes \pi^* \mathcal{L}^2 \otimes \pi^* \mathcal{S}^{-2}$, which gives for $\mathcal{S} = \mathcal{L}^{-1}$:

$$\mathbb{P}[(\mathcal{L}^2 \oplus \mathcal{O}_B \oplus \mathcal{L}) \mathcal{O}(3) \otimes \pi^* \mathcal{L}^4]. \quad (4.31)$$

**Theorem 4.3.3** (Mordell–Weil group). A $\mathbb{Q}_7(\mathcal{L}, \mathcal{S})$ elliptic fibration has a Mordell–Weil group of rank one with generator $O'$ and neutral element $O$.  
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4.3.2 A smooth hypersurface description of an elliptic fibration of rank one

The Jacobian obtained in equation (4.5) is exactly the one describing a general rank one elliptic fibration as discussed in Morrison-Park [239] modulo the following substitution:

\[ c_2 \mapsto -c_2. \]  

(4.32)

This provides an interesting opportunity to obtain a non-singular formulation of the general rank one elliptic fibration as an hypersurface in a projective bundle by generalizing the \( E'_6 \) fibration to have coefficients that are sections of different line bundles. It is useful to notice that the Jacobian (4.5) is invariant under the following scaling:

\[ \alpha \cdot (c_0, c_1, c_2, c_3, b_2^2) = (\alpha^2 c_0, \alpha c_1, c_2, \alpha^{-1} c_3, \alpha^{-2} b_2^2), \]  

(4.33)

from which we find that the coefficients are sections of the following line bundles:\(^2\)

<table>
<thead>
<tr>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( b_2^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{L}^2 \otimes \mathcal{S}^{-2} )</td>
<td>( \mathcal{L}^2 \otimes \mathcal{S}^{-1} )</td>
<td>( \mathcal{L}^2 )</td>
<td>( \mathcal{L}^2 \otimes \mathcal{S} )</td>
<td>( \mathcal{L}^2 \otimes \mathcal{S}^2 )</td>
</tr>
</tbody>
</table>

(4.34)

where \( \mathcal{S} \) is also a line bundle over \( B \). We can then define a projective bundle with coordinates \([x : y : z]\) such that

\[ x \in \Gamma(\mathcal{O}(1) \otimes \pi^* \mathcal{L}), \quad y \in \Gamma(\mathcal{O}(1) \otimes \pi^* \mathcal{S}), \quad z \in \Gamma(\mathcal{O}(1)), \]  

(4.35)

\(^2\) We recall that the Weierstrass model the coefficients \( F \) and \( G \) are respectively sections of \( \mathcal{L}^4 \) and \( \mathcal{L}^6 \).
the corresponding projective bundle is $\mathbb{P}[L \oplus S \oplus O_B]$. With this choice, the defining equation (4.1) will be a section of the line bundle $O(3) \otimes \pi^*L^2 \otimes \pi^*I$. Altogether we have a new family of elliptic fibration characterized by two line bundles $L$ and $S$ such that it is an hypersurface of degree $O(3) \otimes \pi^*L^2 \otimes \pi^*I$ in the projective bundle $\mathbb{P}[L \oplus S \oplus O_B]$. We call this model $Q_7(L, S)$:

$$Q_7(L, S) : \mathbb{P}[L \oplus S \oplus O_B]O(3) \otimes \pi^*L^2 \otimes \pi^*I.$$ (4.36)

All elliptic fibrations of rank one can be put in this form since it was obtained form their common Jacobian. For general values of the coefficients, this is a smooth elliptic fibration. A quick calculation with the adjunction formula shows that the Calabi–Yau condition for the family $Q_7(L, S)$ is $c_1(B) = c_1(L)$.

**Theorem 4.3.4.** An elliptic fibration of rank one is always birational to a fibration of type $Q_7(L, S)$. The fibration is Calabi–Yau when $L$ is the anti-canonical line bundle of the base.

### 4.3.3 Special cases

The special case of $Q_7(L, O_B)$ gives the elliptic fibration recently introduced by Cacciatori, Cattaneo, and Van Geemen [64] while the case $Q_7(L, L)$ is the usual $E_6$ elliptic fibration [5]. The rational points of a $Q_7(L, S)$ model are

$$O : y = z = 0 \quad \text{and} \quad O' : y = b_2x + c_3z = 0.$$ (4.37)
These two points are on the line \( y = 0 \) which is tangent to the elliptic curve at \( O \). There is also a degree-two divisor on each fiber given by \( z = x^2 - c_0 y^2 = 0 \), where \( c_0 \) is a section of \( \mathcal{L}^2 \otimes \mathcal{I}^{-2} \).

In the case of \( Q_7(\mathcal{L}, \mathcal{L}) \), \( c_0 \) is just a constant and we get two additional rational sections, \( z = x \pm \sqrt{c_0} y = 0 \), which are inverse of each other in the Mordell–Weil group.

If \( \mathcal{I} = \mathcal{L}^{-1} \), we start from the following projective bundle obtained by an overall factor of \( \mathcal{I}^3 \):

\[
\mathbb{P}(\mathcal{L} \otimes \mathcal{I}^{-1} \oplus \mathcal{O}_B \oplus \mathcal{I}^{-1}), \tag{4.38}
\]

and the equation is a section of \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^2 \otimes \pi^* \mathcal{I}^{-2} \), which gives for \( \mathcal{I} = \mathcal{L}^{-1} \):

\[
\mathbb{P}(\mathcal{L}^2 \oplus \mathcal{O}_B \oplus \mathcal{L}) \mathcal{O}(3) \otimes \pi^* \mathcal{L}^4. \tag{4.39}
\]

### 4.3.4 Birational map to a Jacobi quartic

We multiply the defining equation 4.1, by \( y \) and we replace the variable \( x \) by \( u = xy \). This can be explained as a birational map in the ambient projective bundle to turn it into a weighted projective bundle:

\[
\mathbb{P}[\mathcal{L} \oplus \mathcal{I} \oplus \mathcal{O}_B] \to \mathbb{P}_{2,1,1}[\mathcal{M} \oplus \mathcal{I} \oplus \mathcal{O}_B], \quad \mathcal{M} = \mathcal{L} \otimes \mathcal{I} \tag{4.40}
\]

\([x : y : z] \mapsto [u : y : z] = [xy : y : z]\).

\[^3\text{Hartshorne Chap II, Lemma 7.9.}\]
The variable \( u \) is a section of \( \pi^* \mathcal{M} \otimes \mathcal{O}(2) \). The defining equation is a section of \( \pi^* \mathcal{M}^2 \otimes \mathcal{O}(4) \):

\[
u(u + b_2z^2) + y(-c_0y^3 + c_1zy^2 + c_2yz^2 + c_3z^3) = 0. \tag{4.41}
\]

This defines an elliptic fibration whose generic fiber is given by a quartic curve with the Newton’s polygon given in Figure 4.3. The rational sections are at \( y = u = 0 \) and \( y = u + b_2z^2 = 0 \). The equation is singular at \( u = y = b_2 = c_3 = 0 \). We can blow up the non-Cartier divisor \( u = y = 0 \) to resolve with this singularity. The ambient space becomes the blow up of the weighted projective bundle \( Bl_{[1:0:1]} \mathbb{P}_{2,1,1} \).

![Figure 4.3: Quartic Q7: a reflexive quadrilateral with seven lattice points on its boundary. This is the Newton’s polygon for the quartic in equation (2.8).](image)

4.3.5 A DOUBLE COVER EMBEDDED IN THE \( Q_7(\mathcal{L}, \mathcal{L}) \) FIBRATION

Inside a \( Q_7(\mathcal{L}, \mathcal{L}) \) fibration, we can use the divisor of degree 2 along each fiber to define a double cover the base \( X \):

\[
X : z = x^2 - c_0y^2 = 0. \tag{4.42}
\]

It admits the following involution:

\[
\sigma : x \mapsto -x, \tag{4.43}
\]
for which \( c_0 = 0 \) is the locus of fixed point. In the definition of \( X \), the divisor \( z = 0 \) cuts \( \mathbb{P}(E) \) along a projective bundle \( \mathbb{P}(L \oplus S) \) with coordinates \([x : y]\). The variety \( X \) naturally lives in that projective bundle with the defining equation \( x^2 + c_0 y^2 = 0 \). Along \( X \), the projective coordinate \( y \) never vanishes since otherwise we would have \( z = y = x = 0 \), which is not possible because \([x : y : z]\) are projective coordinates of the projective bundle. It follows that we can just define \( X \) in the affine patch \( y \neq 0 \) by taking the affine coordinate \( \xi = x/y \), which is a section of \( L \otimes S^{-1} \):

\[
X : \quad \xi^2 = -c_0, \quad \text{with the involution } \xi \mapsto -\xi, \tag{4.44}
\]

which expresses \( X \) as the zero locus of a section of \( L^2 \otimes S^{-2} \). Note that this is not an orientifold.

Using adjunction formula, it is easy to see that the elliptic fibration \( Y \to B \) is a Calabi–Yau \((n + 1)\)-fold if and only if \( c_1(B) = c_1(L) \) while the double cover \( X \to B \) branched on \( c_0 \) is a Calabi–Yau \( n \)-fold if and only if \( c_1(B) = c_1(L) - c_1(S) \). The two are compatible only when \( S \) is trivial, that is for the \( \text{Q}_7(L, \mathcal{O}_B) \) model.

**Lemma 4.3.5.** An elliptic fibration of type \( \text{Q}_7(L, \mathcal{O}_B) \) admits a divisor which is a double cover \( X \) of the base. The \( \text{Q}_7(L, \mathcal{O}_B) \) elliptic fibration is Calabi–Yau if and only if the double cover \( X \) of the base is also Calabi–Yau.

### 4.3.6 Spectrum of singular fibers of a \( \text{Q}_7(L, \mathcal{I}) \) elliptic fibration

A \( \text{Q}_7(L, \mathcal{I}) \) elliptic fibration admits up to 7 different types of singular fibers including the non-Kodaira fiber \( \text{IV}^{(2)} \) constituted of two rational curves of multiplicity one and two intersecting
transversally. These 7 different types represent all the different types of singular fibers of a cubic curve with the exception of the triple line, which is the only multiple singular cubic curve.

**General picture**

The spectrum of singular fibers of a $Q_7(\mathcal{L}, \mathcal{S})$ elliptic fibration can be easily obtained by a direct analysis of its defining equation. We can use the birationally equivalent Weierstrass model to characterize irreducible singular curves (nodal and cuspidal curves). Since the elliptic fibration is nonsingular, to classify reducible singular fibers, we analyze the conditions under which the defining equation factorizes. A cubic curve can factorize into a line and a conic. This corresponds to the fibers of type $I_2$ if the line and the conic meet at two distinct points or of type $III$ if the line is tangent to the conic. The conic can further splits into two lines so that the singular fiber has the structure of a triangle, Kodaira type $I_3$, or a star, Kodaira type $IV$. If the conic specializes to a double line, we have a non-Kodaira fiber that we call a type $IV^{(2)}$. We summarize the condition to have all these fibers in Table 4.2 and Figure 4.2. It is also instructive to look at the spectrum of singular fibers of elliptic fibrations of type $Q_7(\mathcal{L}, \mathcal{S}), E_7, E_8$ and $E_6$ together since it reveals some beautiful patterns as illustrated in Figure 4.2. In the next subsection, we will methodically derive Table 4.2.

**Irreducible singular fibers**

Using the Weierstrass model, we can easily determine the irreducible singular fibers or the $Q_7(\mathcal{L}, \mathcal{S})$ fibration: we have a nodal curve at a general point of the discriminant locus and a cuspidal curve at
<table>
<thead>
<tr>
<th>Fiber</th>
<th>$j$-invariant</th>
<th>Algebraic Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>I₁</td>
<td>$\infty$</td>
<td>$\Delta = 0$</td>
</tr>
<tr>
<td>II</td>
<td>$0$</td>
<td>$F = G = 0$</td>
</tr>
<tr>
<td>I₂</td>
<td>$\infty$</td>
<td>$b_2 = c_1 = 0$</td>
</tr>
<tr>
<td>III</td>
<td>1728</td>
<td>$c_0 = c_1 = c_2 = c_3 = 0$ or $b_2 = c_2 = c_3 = 0$</td>
</tr>
<tr>
<td>I₃</td>
<td>$\infty$</td>
<td>$b_2 = c_1 = c_2 = c_3 = 0$ or $4c_0c_2 = 0$</td>
</tr>
<tr>
<td>IV</td>
<td>$0$</td>
<td>$b_2 = c_2 = c_1 = c_3 = 0$</td>
</tr>
<tr>
<td>IV(2)</td>
<td>undefined “$\frac{2}{0}$”</td>
<td>$b_2 = c_0 = c_1 = c_2 = c_3 = 0$</td>
</tr>
</tbody>
</table>

Table 4.2: Singular fibers of the $Q_7(\mathcal{L}, \mathcal{S})$ elliptic fibration $x^2y + b_2xz^2 - c_0y^3 + c_1yz^2 + c_2z^2y + c_3z^3$. The fiber I₁ and II (with $b_2 = 0$) are non-split when $c_2$ is not a perfect square. The fiber III (with $b_2 \neq 0$) can also be non-split when $b_2$ is a not a perfect square.

A general point of $F = G = 0$:

$$I_1: \Delta = 0, \quad II: \quad F = G = 0.$$  \hspace{1cm} (4.45)

**Reducible singular fibers**

For reducible singular fibers, we can find the condition for factorizing the defining equation (4.1).

Assuming that $b_2 \neq 0$, the only factorization is

$$III: \quad x(xy + b_2z^2) = 0,$$  \hspace{1cm} (4.46)

which requires $c_1 = 0$. The fiber is of type III since it is composed of two rational curves (a line and a conic) meeting at a double point. When $b_2 = c_i = 0$, the fiber III enhances to a non-Kodaira fiber.
of type $IV^{(z)}$ as the degree two:

$$IV^{(z)} : \quad x^2y = 0. \quad (4.47)$$

If we assume that $b_2 = 0$, we have much richer spectrum. In order to be able to factorize a linear term, we have to assume $b_2 = c_2 = 0$, which gives

$$I_2 : \quad y(x^2 - c_0y^2 + c_1yz + c_2z^2) = 0. \quad (4.48)$$

This singular fiber is constituted of two rational curves (a line and a conic) meeting transversally at two distinct points.

**Remark 4.3.6.** The section $O'$ is now the full line $y = 0$. The zero section $O$ intersect only that line and does not intersect the conic. We also note that the two points of intersection can be seen as the intersection of the conic with the section $O'$.

We have an enhancement to a fiber of type III when the line becomes tangent to the conic. This happens when $b_2 = c_2 = c_1 = 0$ and the line and the conic intersect at a double point:

$$III : \quad y(x^2 - c_0y^2 + c_1yz) = 0. \quad (4.49)$$

The fiber $I_3$ can enhance to a fiber $I_3$ when the conic degenerates into two lines. This requires the additional condition $c_1^2 - 4c_0c_2 = 0$ so that all together we have a $I_3$ fiber when $b_2 = c_3 = c_2^2 - 4c_0c_2 = 0$. 


The equation of the fiber is:

\[ I_3 : \quad y \left( x^2 - c_0(y - \frac{c_1}{2c_0} z)^2 \right) = 0 \quad or \quad y \left( x^2 + c_1(z - \frac{c_2}{2c_2} y)^2 \right) = 0. \quad (4.50) \]

This \( I_3 \) fiber is split if and only if \( c_0 \) is a perfect square, otherwise, we have a non-split fiber with a \( \mathbb{Z}_2 \) torsion. If \( b_2 = c_2 = c_1 = 0 \), we have a fiber of type \( \text{IV}^{ns} \).

\[ \text{IV}^{ns} : \quad y(x^2 - c_0 y^2) = 0. \quad (4.51) \]

This fiber is split only if \( c_0 \) is a perfect square. Otherwise it is a non-split fiber with a \( \mathbb{Z}_2 \) torsion. Finally, if \( b_2 = c_1 = 0 \), we have a fiber of type \( \text{IV}^{(c)} \).

### 4.3.7 Generalized Sethi-Vafa-Witten formula

The Sethi-Vafa-Witten formula gives the Euler characteristic of a Calabi–Yau fourfolds defined by a generic Weierstrass model [279]. In this section, we present a generating function for the Euler characteristic of a \( Q_7(L, \mathcal{S}) \) model over a base of arbitrary dimension. We also do not assume the Calabi–Yau condition. This is done using a push-forward formula following [6, 109].

**Theorem 4.3.7** (Euler characteristic of \( Q_7(L, \mathcal{S}) \)). Let \( L = c_1(L), S = c_1(S) \) and \( c_k \) be the \( k \)-th Chern class \( c_k(TB) \) of the base \( B \). Then, the push-forward of the total homological Chern class of the elliptic fibration \( Y \) is:
\[ \pi_\ast c(Y) = \frac{6(2L + 2L^2 - LS - S^2)}{(1 + 2L - 2S)(1 + 2L + S)} c(B) \]
\[ = 12Lt + (12c_1L - 36L^2 + 6LS - 6S^2)t^2 + \]
\[ (12c_1L - 36c_1L^2 + 96L^3 + 6c_1LS - 36L^3S - 6c_1S^2 + 54LS^2 - 6S^3)t^3 + \cdots \] (4.52)

This gives a generating function for the Euler characteristic: if the base is of dimension \( d \), then the Euler characteristic of \( Y \) is given by the coefficient of \( t^d \). If \( Y = Q_7(\mathcal{L}, \mathcal{S}) \) is a Calabi–Yau variety, we can simplify further the expression by using \( L = c_1 \).

**Lemma 4.3.8.** For \( Y \) a Calabi–Yau threefold or fourfold, we get the Euler characteristics respectively as

\[ \chi(Y) = -6(4c_1^2 - c_1S + S^2), \quad \chi(Y) = 6(10c_1^3 + 2c_1c_2 - 5c_1^2S + 8c_1S^2 - S^3) \] (4.53)

**Proof of theorem 4.3.7.** The ambient space in which we define \( Y \) is the following projective bundle

\[ \pi : \mathbb{P}(\mathcal{L} \oplus \mathcal{S} \oplus \mathcal{O}_B) \to B. \] (4.54)

We would like to compute the pushforward from its Chow’s ring to the Chow’s ring of the base. We use the fact that:

\[ \pi_\ast \left( 1 + \zeta + \zeta^2 + \cdots \right) = \frac{1}{(1 + L)(1 + S)}, \] (4.55)
It is easy to see that
\[
\frac{1}{(1 + Lt)(1 + St)} = \sum_{k \geq 0} (-1)^k P_k(L, S)t^k, \tag{4.56}
\]
where we have inserting a variable \( t \) to track the other. We also have:

\[
P_k(L, S) = L^k + L^{k-1}S + \cdots + S^k = \frac{L^{k+1} - S^{k+1}}{L - S}.
\]

Comparing terms of the same dimension, we get:

\[
\pi^*1 = \pi^*\zeta = 0, \quad \pi^*\zeta^{p+k} = (-1)^k P_k(L, S). \tag{4.57}
\]

Then we get

\[
\pi^*F(H) = \frac{F(H) - F(0) - H\partial_H F(0)}{(S - L)H} \bigg|_{H = -L} - \frac{F(H) - F(0) - H\partial_H F(0)}{(S - L)H} \bigg|_{H = -S}. \tag{4.58}
\]

Now we apply it to the total homological Chern class of the elliptic fibration \( Q_7(L, S) \):

\[
c(Y) = \frac{(1 + H)(1 + H + L)(1 + H + S)}{(1 + 3H + 2L + S)}(3H + 2L + S)c(B), \tag{4.59a}
\]

which gives

\[
\pi_*c(Y) = \frac{6(2L + 2L^2 - LS - S^2)}{(1 + 2L - 2S)(1 + 2L + S)}c(B) \tag{4.59b}
\]
4.4 Weak coupling limit of a \(Q_7(L, S)\) model

Following [6], we characterize geometrically a weak coupling limit by a transition from a semi-stable to an unstable fiber. See Sections 2.10 and 2.11 for a review of weak coupling limits of an elliptic fibration and its connection with F-theory on elliptic fourfolds. The transition that we will consider is between a fiber of Kodaira type I\(_2\) to a fiber of Kodaira type III. A fiber of type I\(_2\) is composed of a conic intersecting a line at two distinct points. It specializes to a fiber of type III when the line is tangent to the conic, that is, when the two intersection points coincide. As reviewed in Table 4.2, a fiber of type I\(_2\) is characterized by \(b_2 = c_3 = 0\) and it specializes to a fiber of type III when in addition \(c_2 = 0\). We will use \(\varepsilon\) as our deformation parameter and the weak coupling limit (\(j \to \infty\)) will be reached as \(\varepsilon\) approaches zero. We will also denote \(h\) a section of \(L^2\). We will use it to define the double cover of the base \(\rho : X \to B\) as \(\xi^2 = h\).

4.4.1 Choice of a weak coupling limit

We will impose the fiber I\(_2\) in the weak coupling limit (that is at \(\varepsilon = 0\)) and the fiber III over the orientifold at \(\varepsilon = b = 0\):

\[
\begin{align*}
\text{I}_2 & \quad \rightarrow \quad \text{III} \\
\emptyset & \quad \rightarrow \quad \emptyset \\
\varepsilon = 0 & \quad \rightarrow \quad \varepsilon = b = 0
\end{align*}
\]
This is done by the following choice:

```
Weak coupling limit: I^2 → III
\[
\begin{cases}
  b_2 = \epsilon^2 \rho, & c_3 = \epsilon k, \\
  c_0 = \chi, & c_1 = 2\eta, & c_2 = h,
\end{cases}
\]
```

which leads to the following behavior at leading order in $\epsilon$

```
\Delta \propto \epsilon^2 b^2 k^2 (\eta^2 - h\chi), \quad j \propto \frac{h^4}{\epsilon^2 k^2 (\eta^2 - h\chi)}.
```

(4.61)

It is then direct to see that we do have a weak coupling limit since $\lim_{\epsilon \to 0} j = \infty$ as long as we are away from $h = 0$. Over a general point of $h$, we have $\lim_{\epsilon \to 0} j = 0$. But at the intersection of $h = 0$ with $k(\eta^2 - \chi^2) = 0$, the $j$-invariant is not well-defined.

### 4.4.2 Brane spectrum at weak coupling

Defining the double cover $\rho : X \to B$ branched over the locus $h = 0$:

```
X : \xi^2 = b.
```

(4.62)

With the weak coupling limit (4.60), we can identify the following spectrum at weak coupling:

1. $O : \xi = 0$: the orientifold,

2. $D : k = 0$: a stack of two invariant D7-branes,
3. \( D_w : \eta^2 - \xi^2 \chi = 0 \), a Whitney-brane.

### 4.4.3 Topological tadpole matching for \( Q_7(\mathcal{L}, \mathcal{S}) \) models

The weak coupling limit (4.60) constructed in the previous subsection naturally leads to the following relation

\[
2\chi(Y) = 4\chi(O) + 2\chi(D) + \chi(D_w),
\]

which is a direct consequence of the following theorem:

**Theorem 4.4.1** (Topological tadpole matching for \( Q_7(\mathcal{L}, \mathcal{S}) \) elliptic fibrations). A \( Q_7(\mathcal{L}, \mathcal{S}) \) elliptic fibration endowed with the weak coupling limit (4.60) satisfies the topological tadpole matching condition at the level of the total Chern class:

\[
2\varphi_\ast c(Y) = 4\rho_\ast c(O) + 2\rho_\ast c(D) + \rho_\ast c^\infty(D_w),
\]

where the Chern class of the Whitney brane is understood as \( \rho_\ast c^\infty(D_w) = \rho_\ast c(D_w) - \rho_\ast c(S) \), with \( D_w \) the normalization of \( D_w \) and \( S \) the cuspidal locus of the Whitney brane.

First we establish the following important lemma that gives the Chern class from which we compute the orientifold Euler characteristic of a Whitney brane.

**Lemma 4.4.2.** Consider \( D : \eta^2 - h\chi = 0 \)

\[
\rho_\ast c^\infty(D_w) = \frac{4(2L - S)}{(1 + 2L)(1 + 2L - 2S)}. \tag{4.63}
\]
Proof. This is a direct calculation following [5]:

\[
\rho_\ast c^\infty(D_w) = 2c_{SM}(D) - 2i^\ast(S) \quad \text{(by definition)}
\]

\[
= \frac{4(2L - S)}{(1 + 2L)(1 + 2L - 2S)}. \tag{4.64}
\]

We can now prove the theorem.

Proof. The Chern class of the Whitney brane is understood as \(\rho_\ast c^\infty(D_w) = \rho_\ast c(\overline{D}_w) - \rho_\ast c(S)\), with \(\overline{D}_w\) the normalization of \(D_w\) and \(S\) the cuspidal locus of the Whitney brane.

\[
\pi_\ast c(Y) = \frac{6(2L + 2L^3 - LS - S^3)}{(1 + 2L - 2S)(1 + 2L + S)}c(B), \tag{4.65}
\]

\[
\rho_\ast c(O) = \frac{2L}{1 + 2L}c(B), \tag{4.66}
\]

\[
\rho_\ast c(D) = \frac{2(1 + L)(2L + S)}{(1 + 2L)(1 + 2L + S)}c(B), \tag{4.67}
\]

\[
\bar{c} = \frac{4(2L - S)}{(1 + 2L)(1 + 2L - 2S)}. \tag{4.68}
\]

The generalized tadpole follows immediately form the following rational identity:

\[
\frac{12(2L + 2L^3 - LS - S^3)}{(1 + 2L - 2S)(1 + 2L + S)} - \frac{8L(1 + 2L + S) + 4(1 + L)(2L + S)}{(1 + 2L)(1 + 2L + S)} - \frac{4(2L - S)}{(1 + 2L)(1 + 2L - 2S)} = 0. \tag{4.69}
\]
4.4.4 Weak coupling geometry: a second look.

The weak coupling limit we have obtained previously for the elliptic fibration of type $Q_7(\mathcal{L}, \mathcal{S})$ is given by the following family over the $\varepsilon$-line:

$$Y(\varepsilon) : y(x^2 + \chi y^2 + 2\eta yz + bz^2) + \varepsilon(ke^3 + \varepsilon \rho xz^2) = 0. \tag{4.70}$$

When $\varepsilon \neq 0$, $Y(\varepsilon)$ is a smooth elliptic fibration. When $\varepsilon = 0$, $Y(\varepsilon)$ degenerates into the normal crossing variety

$$Y(0) : y(x^2 + \chi y^2 + 2\eta yz + bz^2) = 0, \tag{4.71}$$

which is composed of two smooth varieties $Z_1$ and $Z_2$:

$$Z_1 : y = 0, \quad Z_2 : x^2 + \chi y^2 + 2\eta yz + bz^2 = 0. \tag{4.72}$$

$Z_1$ is the bundle $\mathbb{P}^3[\mathcal{L} \oplus \mathcal{O}_B]$ over the base $B$ while $Z_2$ is a fibration of conics realized as quadric in the $\mathbb{P}^2$-bundle in which the elliptic fibration is defined. The normal crossing variety $Y(0)$ is a fibration of intersecting $\mathbb{P}^3$ whose generic fiber is a fiber of Kodaira type $I_2$ realized by a line (the fiber of $Z_1$) intersecting transversally a conic (the fiber of $Z_2$).

Lemma 4.4.3. The intersection of the two irreducible components of $Y(0)$ is a smooth variety $X$ which is a double cover $\rho : X \to B$ of the base $B$. 
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Indeed, the intersection is defined by the following complete intersection:

\[ X = Z_1 \cap Z_2 : y = x^2 + bz^2 = 0. \] (4.73)

This intersection is completely included in the patch \( z \neq 0 \) as otherwise \( x = y = z = 0 \), which is not allowed since \([x : y : z]\) are projective coordinates of a \( \mathbb{P}^2 \) projective bundle. In order to connect with notations familiar in F-theory, we put \( y = z - 1 = 0 \) in the definition of \( Z_1 \cap Z_2 \). We are left only with the affine coordinate \( x \), which is a section of the line bundle \( \mathcal{L} \). Introducing \( \xi = ix \), the intersection can simply be expressed in the total space of the line bundle \( \mathcal{L} \) by the canonical equation \( \xi^2 = h \):

\[ \rho : X \rightarrow B : \quad \xi^2 = h. \] (4.74)

This is a double cover of the base \( B \) of the original elliptic fibration branched on the divisor \( O : h = 0 \) in \( B \):

\[ O : h = 0. \] (4.75)

This divisor of \( B \) pulls back to the divisor \( O = \rho^*O \):

\[ O : \xi = 0, \quad \text{in} \quad X. \] (4.76)

It is the divisor \( O \subset X \) which is called the orientifold plane. One can see \( X \) as a type IIB orientifold
weak coupling limit of F-theory on $Y$. The discriminant locus of the conic fibration $Z_2$:

$$D_w : \eta^2 - b\chi = 0,$$

which is singular at $\eta = b = \chi = 0$. The variety $D_w$ pull-back in the double cover $X$ as the Whitney brane $D_w = \rho^*D_w$:

$$D_w : \eta^2 - \xi^2\chi = 0. \quad (4.77)$$

### 4.4.5 Fiberwise description of the limit

The generic fiber at $\varepsilon \neq 0$ is a smooth elliptic curve. At $\varepsilon = 0$, the fiber degenerates to a singular elliptic fiber of Kodaira type $I_2$. This $I_2$ fiber is composed of a line and a conic meeting at two distinct points. The leading order in $\varepsilon$ defines a family of elliptic fibration

$$Y_0(x) : x^2y + \chi y^3 + 2\eta y^2z + hyz^2 + kxz^3 = 0.$$

At leading order in $\varepsilon$, the discriminant locus of $Y_0$ splits into three components

$$\Delta_0 \propto \varepsilon^2 b^2 k^2 (\eta^2 - b\chi) = 0. \quad (4.78)$$

The first one is the branch locus of the orientifold $b = 0$, the second one $D_k : k = 0$ is a stack of two branes transversal to the orientifold and the last one is a Whitney brane $D_0 : \eta^2 - \chi b = 0$. The fibers over $b = 0$ are of type $I_1$ for $\varepsilon \neq 0$ and of type $III$ for $\varepsilon = 0$. Over $k = 0$, the fibers are of
The fiber over the Whitney brane are of type I when $\varepsilon \neq 0$ and of type I when $\varepsilon = 0$. If we consider higher terms in $\varepsilon$, the stack of branes and the Whitney brane recombine into a unique brane:

$$\Delta_0 \propto \varepsilon^2 k^2 (-4b^2\eta^2 + 4b^3\chi + 32k\eta^3 - 36bke\eta\chi + 27k^2\varepsilon^2\chi^2) = 0. \quad (4.79)$$

Interestingly, $Y_{(0)}$ is not an elliptic fibration: the generic fiber is not an elliptic curve but a fiber of type $I_2$, composed of a line $y = 0$ and a conic $x^2 + \chi y^2 + 2\eta yz + bz^2 = 0$. The fiber $I_2$ specializes to a fiber of type III when the line becomes tangent to the conic. This happens when $b = 0$:

$$Q : \quad b = 0 \rightarrow \text{III}. \quad (4.80)$$

The fiber $I_2$ specializes to a triangle $I_3$ as the conic splits into two lines. This happens when the discriminant of the conic vanishes and corresponds to the Whitney brane:

$$D_w : \quad \eta^2 - \chi b = 0 \rightarrow I_3. \quad (4.81)$$

The two lines coming from the conics are no individually well defined because of a $\mathbb{Z}_2$ monodromy. When $b = \eta = 0$, the fiber specializes further to a star (a fiber of type IV):

$$Q \cap D_w : \quad b = \eta = 0 \rightarrow \text{IV}. \quad (4.82)$$
Finally, when \( b = \eta = \chi = 0 \), the fiber specializes to a double line \( x^2 = 0 \) intersecting transversally the line \( y = 0 \). This is a non-Kodaira fiber of type \( IV^{(2)} \):

\[
\text{Sing}(D_w) : \quad b = \eta = \chi = 0 \rightarrow IV^{(2)}.
\] (4.83)

### 4.5 Conclusion and discussion

In this chapter we introduce a new model for elliptic fibrations with a Mordell–Weil group of rank one using an hypersurface in a projective bundle. Global aspects of this elliptic fibration are controlled by two line bundles \( \mathcal{L} \) and \( \mathcal{S} \) that are used to define the ambient space \( \pi : \mathbb{P}[\mathcal{L} \oplus \mathcal{S} \oplus \mathcal{O}_B] \rightarrow B \). The equation is then retrieved as a section of the line bundle \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^2 \otimes \pi^* \mathcal{S} \).

The resulting defining equation is a cubic with a Newton’s polygon which is a reflexive polytope in a quadrilateral shape with seven lattice points on its boundary. We call it an elliptic fibration of type \( Q_7(\mathcal{L}, \mathcal{S}) \). This models generalize both the \( E_6 \) elliptic fibration and the elliptic fibration introduced recently by Cacciatori, Cattaneo, and Van Geemen [64]. Using this smooth model we can easily determine the spectrum of singular fibers and compute basic topological invariants. We identify seven possible singular fibers: six Kodaira fibers (type \( I_1, I_2, I_3, II, III \) and \( IV \)) and the non-Kodaira fiber of type \( IV^{(2)} \). We also get a pushforward formula for the total Chern class. This is a generalized Sethi-Vafa-Witten formula. Using the geometric description of the weak coupling limit developed in [6], we find a weak coupling limit for the \( Q_7(\mathcal{L}, \mathcal{S}) \) elliptic fibration. The weak coupling that we consider is based on a specialization to a fiber of type \( I_2 \) over a general point of the base. The fiber
specialize further to a fiber of type III over the orientifold $h = 0$: 

\[
\begin{array}{c}
I_2 \\
\text{weak coupling limit:}
\end{array} \rightarrow \begin{array}{c}
\text{III} \\
\varepsilon = 0 \\
\varepsilon = h = 0
\end{array}
\]

It yields the following brane spectrum at weak coupling:

\[
(\ast) \quad a \mathbb{Z}_2 \text{ orientifold} + \text{ a Whitney brane} + \text{ an } Sp(1) \text{ stack.}
\]

The $Sp(1)$ stack is composed of two smooth and invariant branes intersecting the orientifold transversally. We prove that the tadpole matching condition is satisfied for this spectrum. The singularities of the Whitney brane play an essential role as they contribute to the $D_3$-charge at weak coupling. Such a contribution is already necessary for the usual Sen’s limit and for certain weak coupling limits of $E_7$ elliptic fibrations $[5, 6, 78]$. The Euler characteristic for the Whitney brane is defined using the *orientifold Euler characteristic* introduced in $[78]$ and mathematically defined in $[5]$. The weak coupling limit that we have obtained is naturally an ALE degeneration of the elliptic fibration. As the coupling becomes weak, the generic fiber is no longer elliptic but becomes a fiber of type $I_2$ composed of a conic and a line meeting at two distinct points. As we move over the locus of the orientifold, the conic becomes tangent to the line and we get a fiber of type III.

There are several interesting questions that are not discussed in this chapter. For example, the weak coupling limit discussed here is not unique. But it is not clear that another one would satisfy
the tadpole condition. The fibration discussed in [64] does not satisfy the tadpole condition but seems to admit specializations describing orientifolds with surprising properties. An analysis of these particular cases will be the subject of a companion chapter.
Part III

Topological Invariants and Characteristic Numbers
Introduction

The study of crepant resolutions of Weierstrass models, their fibral structure, and their flop transitions is an area of common interest to algebraic geometers, number theorists, and string theorists [124, 125, 127, 129, 135, 163, 286]. The theory of elliptic surfaces has its beginnings in the 1960s, and was advanced largely by the contributions of mathematicians such as Kodaira [200]; Néron [251]; Mumford and Suominen [246], Deligne [94], and Tate [290]. Miranda studied the desingularization of elliptic threefolds and the phenomenon of collisions of singularities in [236], and Szydlo subsequently generalized Miranda’s work to elliptic n-folds [286]; the Picard number (i.e., the rank of the Néron-Severi group) of an elliptic fibration can be obtained using the Shioda–Tate–Wazir theorem [300]; the study of elliptic fibrations having the same Jacobian was developed by Dolgachev and Gross [100]; and Nakayama studied local and global properties of Weierstrass models over bases of arbitrary dimension in [249, 250]. Furthermore, more recent developments have been inspired by string theory (in particular, M-theory and F-theory) constructions that ascribe an interesting physical meaning to various topological and geometric properties of elliptically-fibered Calabi–Yau varieties [37, 96, 176, 243, 244, 292].

A Weierstrass model provides a convenient framework for computing the discriminant, the j-invariant, and the Mordell–Weil group of an elliptic fibration. Weierstrass models are also the setting in which Tate’s algorithm is defined [290]. Any elliptic fibration over a smooth base is birational to a (potentially singular) Weierstrass model [94]. Since a Weierstrass model is a hypersurface, it is Gorenstein [105, Corollary 21.19], and hence its canonical class is well-defined as a Cartier divisor.
In practice, it is often necessary to regularize the singularities of Weierstrass models when computing, for example, their topological invariants. Among the possible regularizations of a singular variety, crepant resolutions are particularly desirable as, by definition, they preserve the canonical class and the smooth locus of the variety. In a sense, crepant resolutions modify the variety as mildly as possible while regularizing its singularities. Surfaces with canonical singularities always have a crepant resolution, which is unique up to isomorphism. However, for varieties of dimension three or higher, crepant resolutions do not necessarily exist, and when they do, they may not be unique. Distinct crepant resolutions of the same Weierstrass model are connected by a network of flops.

Example 4.5.1. The quadric cone over a conic surface $V(x_1x_2 - x_3x_4) \subset \mathbb{C}^4$ has two crepant resolutions related by an Atiyah flop. By contrast, the quadric cone $V(x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_5^2) \subset \mathbb{C}^5$ does not have a crepant resolution since it has $\mathbb{Q}$-factorial terminal singularities. The binomial variety $V(x_1x_2 - u_1u_2u_3) \subset \mathbb{C}^3$ has six crepant resolutions whose network of flops forms a hexagon [129]. For additional examples of flops involving Weierstrass models, see [112–115, 118–121, 125, 127].

There is an important subset of singular Weierstrass models that have crepant resolutions and play a central role in string geometry, as they are instrumental in the geometric engineering of gauge theories in F-theory and M-theory. We refer to them as $G$-models, they are defined in Section 2.3 in the introduction and are typically obtained by the Weierstrass models that appear as outputs of Tate’s algorithm [37, 186, 290]. The networks of crepant resolutions of these Weierstrass models are conjectured to be isomorphic to the incidence graph of the chambers of a hyperplane arrangement [110, 111, 163, 176].
In the last few years, there was significant progress in the longstanding problem to describe all crepant resolutions of a given $G$-model given by a singular Weierstrass model and understand the geography of the flops connecting them, some of which are presented in this thesis [13, 112–115, 118–121, 124, 125, 127, 129, 163, 229]. The number of distinct resolutions associated to a $G$-model can be rather large [110, 111, 163]. Another natural step in our understanding of these geometries is to explore further their topology and intersection rings. The intersection ring is not invariant under flops as we see already in the study of triple intersection numbers of elliptically fibered threefolds connected by flops [112, 115, 118, 119, 121, 124].

The most convenient invariants to compute are those preserved under crepant birational maps, as they are independent of a choice of a crepant resolution. An example of such a topological invariant is the Euler characteristic—using $p$-adic integration and Weil conjecture, Batyrev proved that the Betti numbers of smooth varieties connected by a crepant birational map are the same [29], and it therefore follows that the Euler characteristics of any two crepant resolutions are the same.

The purpose of Chapter 5 is to compute the Euler characteristics of $G$-models obtained by crepant resolutions of Weierstrass models, where $G$ is a simple group. Following [5, 6], we allow the base to be of arbitrary dimension and we do not impose the Calabi–Yau condition. We work relative to a base that we leave arbitrary. In this sense, this chapter is a direct generalization of the work of Fullwood and van Hoeij on stringy invariants of Weierstrass models [135].

The Euler characteristic of an elliptic fibration plays a central role in many physical problems such as the computation of gravitational anomalies of six dimensional supergravity theories [142, 257] and the cancellation of tadpoles in four dimensional theories [5, 6, 44, 78, 109, 120, 279]. Unfortu-
nately, the Euler characteristics of crepant resolutions of Weierstrass models are generally not known, although they have been computed in some special cases for Calabi–Yau threefolds and fourfolds [12, 13, 135, 226]. For instance, the Euler characteristics of $G$-models for Calabi–Yau threefolds were studied in [142], and there are conjectures for the Euler characteristics of $G$-models for Calabi–Yau fourfolds based on heterotic string theory/F-theory duality [44].

We continue the work started in Chapter 5 by providing additional characteristic numbers of $G$-models in Chapter 6. It is mentioned earlier that it is interesting to study topological invariants that do not depend on the choice of a crepant resolution. Such invariants include the Euler characteristic and the Hodge numbers [29, Kontsevich]. In particular, their values for Calabi–Yau fourfolds were subject of conjectured inspired by string dualities [44]. There have been major improvements in the literature that such conjectures are now becoming theorems with even more general assumptions [114]. In particular, the Euler characteristics of $G$-models of arbitrary dimensions are systematically derived in [114].

In addition, if the variety is at most of complex dimension four, its Chern numbers, and hence all its characteristic numbers that are rational combinations of Chern numbers, are also invariant under crepant birational maps [3, 116]. Only elliptic fibrations of dimension four or less are considered in [116], since crepant birational fivefolds do not necessarily have the same Chern numbers as illustrated by Goresky and MacPherson in [140, Example 2, p221].

Characteristic classes are cohomology classes associated to isomorphic classes of vector bundles [136, 171, 234]. They measure how a vector bundle is twisted or non-trivial. Characteristic classes of a nonsingular variety are defined via its tangent bundle.
Characteristic classes are instrumental in many questions of geometry and theoretical physics. In string theory and in supergravity theories, characteristic classes appear in discussions of anomaly cancellations [7, 8] and tadpole cancellations [78, 96, 279], in the computations of the index of supersymmetry operators, and in the definition of the charges of D-branes [5, 235] and orientifold planes [274].

The characteristic numbers of $G$-models that are smooth fourfolds obtained by crepant resolutions of Weierstrass models have been determined in Chapter 6. The key to all these developments is a new pushforward theorem in Chapter 5 that streamlines computations in the intersection ring of a blowup with a center that is a smooth complete intersection.

The Chapter 7 is a follow-up to Chapter 6, where we computed characteristic numbers of $G$-models of complex dimension four for $G = \text{SU}(n)$ ($n = 2, 3, 4, 5, 6, 7$), Spin(7), Spin(8), Spin(10), $G_2$, $F_4$, $E_6$, $E_7$, and $E_8$. Each group considered in [116] are simply-connected, which implies that the Mordell–Weil group of the generic fiber of the associated elliptic fibration is trivial. We aim to extend the results of [116] to elliptic fibrations with multisections or a non-trivial Mordell–Weil group.
Euler characteristics of crepant resolutions
of Weierstrass models

A crucial ingredient of our results is Theorem 5.0.1, which is a pushforward formula for any analytic function of the class of the exceptional divisor of a blowup of a nonsingular variety along a smooth complete intersection of hypersurfaces meeting transversally. Theorem 5.0.1 is a generalization to
arbitrary analytic functions of a result of Fullwood and van Hoeij \([135, \text{ Lemma 2.2}]\), which relies on a theorem of Aluffi \([4]\) simplifying the classic formula of Porteous on Chern classes of the tangent bundle of a blowup \([261]\). Theorem 5.0.1 profoundly simplifies the algebraic manipulations necessary to compute pushforwards, and therefore has a large range of applications independently of the specific applications discussed in this chapter.

For the reader’s convenience, we provide tables specializing our results to the cases of elliptic threefolds and fourfolds, and further to the cases of Calabi–Yau threefolds and fourfolds, including an explicit computation of the Hodge numbers in the Calabi–Yau threefold case. We emphasize that our results are insensitive to the particular choice of a crepant resolution due to Batyrev’s theorem on the Betti numbers of crepant birational equivalent varieties \([29]\) and Kontsevich’s theorem on the Hodge numbers of birational equivalent Calabi–Yau varieties \([\text{Kontsevich}]\).

One of our key results in this chapter is a pushforward theorem that streamlines all the computations of this chapter. We present the pushforward theorem in this subsection.

**Theorem 5.0.1.** Let the nonsingular variety \(Z \subset X\) be a complete intersection of \(d\) nonsingular hypersurfaces \(Z_1, \ldots, Z_d\) meeting transversally in \(X\). Let \(E\) be the class of the exceptional divisor of the blowup \(f : \tilde{X} \to X\) centered at \(Z\). Let \(\tilde{Q}(t) = \sum a f^* Q_a t^a\) be a formal power series with \(Q_a \in A_*(X)\). We define the associated formal power series \(Q(t) = \sum a Q_a t^a\) whose coefficients pullback to the coefficients of \(\tilde{Q}(t)\). Then the pushforward \(f_* \tilde{Q}(E)\) is:

\[
f_* \tilde{Q}(E) = \sum_{\ell=1}^d Q(Z_\ell) M_\ell, \quad \text{where} \quad M_\ell = \prod_{m=1}^d \frac{Z_m}{Z_m - Z_\ell}.
\]
We call the coefficient $M_\ell$ the $\ell$-moment of the blowup $f$.

**Remark 5.0.2.** Given a blowup $f : \tilde{X} \to X$, any element $\alpha$ of the Chow ring $A_*(\tilde{X})$ can be expressed as $\alpha = \sum_{n=0}^{\infty} f^* \alpha_i E^i$ where $\alpha_i$ are elements of the Chow ring $A_*(X)$. So Theorem 5.0.1 can be used to pushforward any element of $A_*(\tilde{X})$.

Theorem 5.0.1 is proven in §5.4.1. By the projection formula and the linearity of the pushforward, the proof of Theorem 5.0.1 is almost trivial once it is established in the special case of a monic monomial $Q(t) = t^k$. This special case is Lemma 5.4.4 on page 242. The proof of the Lemma 5.4.4 relies on an identity due to Carl Gustave Jacobi that gives a partial fraction formula for homogeneous complete symmetric polynomials:

**Lemma 5.0.3 (Jacobi).** Let $b_r(x_1, \ldots, x_d)$ be the homogeneous complete symmetric polynomial of degree $r$ in $d$ variables of an integral domain. Then:

$$b_r(x_1, \ldots, x_d) = \sum_{\ell=1}^{d} x_\ell^{r+d-1} \prod_{m=1}^{d} \frac{1}{x_\ell - x_m}.$$  

Jacobi first proved this identity in 1825 in a slightly different form in his doctoral thesis as a partial fraction reformulation of the generating function of complete homogeneous polynomials. Lemma 5.0.3 was rediscovered in many different mathematical and physical problems, as discussed elegantly in [154]. For example, a proof using Schur polynomials was proposed as the solution to Exercise

$$\prod_{i} \frac{1}{x - a_i} = \sum_{i} \frac{1}{x - a_i} \prod_{\ell \neq i} \frac{1}{a_\ell - a_i}$$  
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7.4 of [283]. For a proof using integrals and residues see Appendix A of [222]; for a proof using matrices, see [81]. We give a short and simple proof of this identity in Section 5.5.

We also make use of a second pushforward theorem that concerns the projection from the ambient projective bundle to the base \( B \) over which the Weierstrass model is defined. Let \( \mathcal{V} \) be a vector bundle of rank \( r \) over a nonsingular variety \( B \). The Chow ring of a projective bundle \( \pi : \mathbb{P}(\mathcal{V}) \rightarrow B \) is isomorphic to the module \( A_\ast(B)[\xi] \) modded out by the relation [136, Remark 3.2.4, p. 55]

\[
\xi^r + c_1(\pi^* \mathcal{V}) \xi^{r-1} + \cdots + c_i(\pi^* \mathcal{V}) \xi^{r-i} + \cdots + c_r(\pi^* \mathcal{V}) = 0, \quad \xi = c_1(O_{\mathbb{P}(\mathcal{V})}(1)).
\]

**Theorem 5.0.4** (See [5, 6, 134]). Let \( \mathcal{L} \) be a line bundle over a variety \( B \) and \( \pi : X_0 = \mathbb{P}(O_B \oplus \mathcal{L} \oplus \mathcal{L}^\oplus) \rightarrow B \) a projective bundle over \( B \). Let \( \tilde{Q}(t) = \sum_a \pi^* Q_a t^a \) be a formal power series in \( t \) such that \( Q_a \in A_\ast(B) \). Define the auxiliary power series \( Q(t) = \sum_a Q_a t^a \). Then

\[
\pi_* \tilde{Q}(H) = -2 \left. \frac{Q(H)}{H^2} \right|_{H^{-2}L} + 3 \left. \frac{Q(H)}{H^2} \right|_{H^{-3}L} + \frac{Q(0)}{6L^2},
\]

where \( L = c_1(\mathcal{L}) \) and \( H = c_1(O_{X_0}(1)) \) is the first Chern class of the dual of the tautological line bundle of \( X_0 \).

**Proof.** Using the functoriality of Segre classes, we can write

\[
\pi_* \left( \frac{1}{1 - H} \right) = \frac{1}{(1 + 2L)(1 + 3L)} = \frac{-2}{1 + 2L} + \frac{3}{1 + 3L},
\]

which can be expanded on the both sides. This gives the following expressions for the pushforward
of each power of $H$:

$$\pi^*1 = 0, \quad \pi^*H = 0, \quad \pi^*H^{i+2} = \left[-2(-2)^i + 3(-3)^i\right]L^i$$

where $i$ is nonnegative. Then, expanding $Q(H)$ as a power series with coefficients in $A_*(B)$,

$$\tilde{Q}(H) = \sum_{i=0}^{\infty} \pi^*\alpha_i H^i = \pi^*\alpha_0 + (\pi^*\alpha_1)H + H^2 \sum_{k=0}^{\infty} (\pi^*\alpha_k)H^k,$$

the pushforward of $Q(H)$ can hence be computed as

$${\pi_*}\tilde{Q}(H) = -2 \sum_{k=0}^{\infty} \alpha_k (-2L)^k + 3 \sum_{k=0}^{\infty} \alpha_k (-3L)^k$$

$$= -2 \frac{Q(H) - \alpha_1 H - \alpha_0}{H^2} \bigg|_{H = -2L} + 3 \frac{Q(H) - \alpha_1 H - \alpha_0}{H^2} \bigg|_{H = -3L}$$

$$= -2 \frac{Q(H)}{H^2} \bigg|_{H = -2L} + 3 \frac{Q(H)}{H^2} \bigg|_{H = -3L} + \frac{Q(0)}{6L^2}.$$

\[\square\]

5.1 Strategy and organization of the chapter

5.1.1 Strategy

We take an intersection theory point of view inspired by Fulton [136] and Aluffi [4], and use explicit crepant resolutions of Tate models to compute their Euler characteristics. Using Chern classes, we evaluate the Euler characteristic without dealing with the combinatorics of the fiber structure. In-
stead, we compute the pushforward of the homological Chern class of the variety to the base of the fibration. Since the Euler characteristics of two crepant resolutions of the same Weierstrass model are the same \([29]\), we do not need to explore the network of all flops to arrive at our conclusions.

Our method for computing the Euler characteristics of \(G\)-models is as follows. Given a choice of Lie group \(G\), we first use Tate’s algorithm to determine a singular Weierstrass model \(Y_0 \rightarrow B\) such that \(G\) is the Lie group attached to the elliptic fibration following the F-theory algorithm discussed in Section 2.3 in the introduction. We then determine a crepant resolution \(f : Y \rightarrow Y_0\) of the singular Weierstrass model to obtain an explicit realization of the \(G\)-model as a smooth projective variety. By doing so, we retrieve the data necessary to compute the total homological Chern class of the crepant resolution \(f : Y \rightarrow Y_0\). We apply Theorem 5.0.1 repeatedly to push this class forward to the projective bundle \(X_0\) in which the Weierstrass model is defined. Finally, we use Theorem 5.0.4 to push the total Chern class forward to \(B\). In doing so, we obtain a generating function of the form

\[
\chi(Y) = \int_B Q(L, S)c(B), \quad c(B) := c(TB) \cap [B],
\]

where \(\int_B\) indicates the degree, \(Q(L, S)\) is a rational function in \(L\) and \(S\) such that

\[
Q(L, 0) = \frac{12L}{1 + 6L}c(B).
\]

\(Q(L, 0)\) is the generating function for the Euler characteristic of a smooth Weierstrass model \([5]\). The rational expression \(Q(L, S)c(B)\) is defined in the Chow ring \(A_*(B)\) of the base. The expression
\( \chi(Y) \) is a generating function in the following sense. If the base has dimension \( d \), the Euler characteristic is then given by the coefficient of \( t^d \) in a power series expansion in the parameter \( t \):

\[
\chi(Y) = [t^d] \left( Q(tL, tS)c_i(TB) \right), \quad \text{where } \ d := \dim B,
\]

where \([t^n]g(t) = g_n\) for a formal series \( g(t) = \sum_{i=0}^{\infty} g_i t^i \), and

\[
c_i(TB) = 1 + c_1(TB)t + \cdots + c_d(TB)t^d,
\]

is the Chern polynomial of the tangent bundle of \( B \).

It follows from the adjunction formula that one can further impose the Calabi–Yau condition by setting \( L = c_1(TB) \); see Tables 5.5 and 5.6 for the Euler characteristics of elliptic threefold and fourfold G-models.

In Table 5.1, we organize the Lie algebras associated to our choices of Tate models into a network, where an arrow indicates inclusion as a subalgebra.

\[
\begin{align*}
C_2 & \rightarrow A_3 \rightarrow A_4 \rightarrow D_4 \\
A_3 & \rightarrow A_2 \rightarrow G_2 \rightarrow B_1 \rightarrow D_4 \rightarrow F_4 \rightarrow E_6 \rightarrow E_7 \rightarrow E_8
\end{align*}
\]

<table>
<thead>
<tr>
<th>( I_{2, 1} )</th>
<th>( I_{2, 3} )</th>
<th>( \text{II}, I_{1} )</th>
<th>( IV_{1}, II_{1} )</th>
<th>( I_{1, 4} )</th>
<th>( I_{1, 5} )</th>
<th>( I_{0, 5} )</th>
<th>( I_{0, 6} )</th>
<th>( IV_{1, 6} )</th>
<th>( I_{2, 7} )</th>
<th>( I_{2, 8} )</th>
<th>( \text{III}^* )</th>
<th>( \text{II}^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>A_2</td>
<td>A_3</td>
<td>C_2</td>
<td>A_4</td>
<td>G_2</td>
<td>B_1</td>
<td>D_4</td>
<td>F_4</td>
<td>D_5</td>
<td>E_6</td>
<td>E_7</td>
<td>E_8</td>
</tr>
</tbody>
</table>

Table 5.1: Models studied in this section.

As is evident from Table 5.1, the results of this chapter cover all instances of Kodaira fibers with
the exception of the general cases of $I_k$ and $I^*_k$. In particular, our list contains:

- $G$-models corresponding to Deligne exceptional series:

$$\{e\} \subset A_1 \subset A_2 \subset G_2 \subset D_4 \subset F_4 \subset E_6 \subset E_7 \subset E_8.$$

- $G$-models for the extended exceptional series$^2$:

$$\{e\} \subset A_1 \subset A_2 \subset A_3 \subset E_4 \subset E_6 \subset E_7 \subset E_8.$$

- $G$-models for simple orthogonal groups of small rank$^3$:

$$\{e\} \subset SO(3) \subset SO(5) \subset SO(8).$$

- $G$-models of the $I^*_k$ series $^{[112]}$:

$$\{e\} \subset G_2 \subset Spin(7) \subset Spin(8).$$

---

$^2$ We recall that the Dynkin diagram of $E_n$ is the same as $A_n$ but with the $n$th node connected with the third node. In particular, $E_4 \cong A_4$, $E_5 \cong D_5$, $E_6 = A_2 \times A_1$, $E_7 = A_2$, and $E_8 = A_1$.

$^3$These models require a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. 
5.1.2 Organization of the chapter

The remainder of the chapter is organized as follows. In Section 5.2 we discuss some general properties of the Euler characteristic of an elliptic fibration. With this in mind, an explanation of the Euler characteristic as the degree of the top Chern class is given in Section 5.3. In Section 5.4.1 we discuss the pushforward theorem and explain the details of our computation of the Euler characteristic. A proof of Jacobi’s partial fraction identity is given in Section 5.5. Section 5.6 then describes how these results can be used to calculate the Hodge numbers of Calabi–Yau threefold $G$-models. In Section 5.7, we describe the simplest model, the SU(2)-model, as an example of our computation. We present the results of our computation in a series of tables in Section 5.8. Finally, in Section 5.9 we conclude with a discussion of the computation and comment on possible future research directions.

5.2 Euler Characteristic of Elliptic Fibrations

The Euler characteristic of a smooth Weierstrass model $\phi : Y \to B$ over a base $B$ is given by the following formula [5, 6]

$$\chi(Y) = \int \frac{12L}{1 + 6L} c(B),$$

where $c(B) = c(TB) \cap [B]$ is the total homological Chern class and $L = c_1(\mathcal{L})$ is the first Chern class of the fundamental line bundle $\mathcal{L} = (R^1\phi_* \mathcal{O}_Y)^{-1}$ of the elliptic fibration. This expression is the generating function for the Euler characteristic. Assigning weight $n$ to the $n$th Chern class, the Euler
characteristic of $Y$ is the component of weight $d = \dim B$. A direct expansion gives

$$\chi(Y) = -2 \sum_{i=1}^{d} (-6L)^i \epsilon_{d-i}(TB) \cap [B].$$

The Euler characteristic of an elliptic surface is given by Kodaira’s formula [200, III, Theorem 12.2, p. 14]:

$$\chi(Y) = \sum_i v(\Delta_i),$$

where the discriminant $\Delta = \sum_i \Delta_i$ is a sum of points $\Delta_i$ and $v(\Delta_i)$ denotes the valuation of $\Delta_i$.

In particular, the Euler characteristic of the resolution of a Weierstrass model over a curve is always $12 \int L$:

$$\chi(Y) = \int 12L.$$

There are several different ways to compute the Euler characteristic of an elliptic fibration. The Euler characteristic (with compact support) is multiplicative on local trivial fibrations and satisfies the excision property ($\chi(X/Z) = \chi(X) - \chi(Z)$ for any closed $Z \subset X$); moreover, if $\varphi : M \to N$ is a smooth proper morphism, then $\chi(M) = \chi(N)\chi(N_\eta)$ where $\chi(N_\eta)$ is the Euler characteristic of the generic fiber. It follows from these properties that the Euler characteristic of an elliptic fibrations gets all its contribution from its discriminant locus since the Euler characteristic of a smooth elliptic curve is zero. One can identify a partition of the discriminant locus by subvarieties $V_i$ over which
the generic fiber is constant. The Euler characteristic is then

\[ \chi(Y) = \sum_i \chi(V_i) \chi(Y_{\eta_i}), \]

where \( Y_{\eta_i} \) is the fiber over the generic point \( \eta_i \) of \( V_i \). This method increases quickly in complexity when the fiber structure becomes more involved [142].

A more effective way to compute the Euler characteristic is to use the Poincaré–Hopf theorem, which asserts that the Euler characteristic of \( X \) equals the degree of the top Chern class of the tangent bundle \( TX \) evaluated on the homological class of the variety. In other words, the Euler characteristic is the degree of the total homological Chern class:

\[ \chi(X) = \int c(X), \quad c(X) := c(TX) \cap (X). \]

This method is explained in Section 2.8.1 and can also be thought of as an algebraic version of the Chern–Gauss–Bonnet theorem. We give three different proofs in Section 5.3.

5.2.1 Crepant resolutions and flops

Let \( X \) be a projective variety with at worst canonical Gorenstein singularities. We denote the canonical class by \( K_X \).

Definition 5.2.1. A birational projective morphism \( \rho : Y \to X \) is called a \textit{crepant desingularization} of \( X \) if \( Y \) is smooth and \( K_Y = \rho^* K_X \).
**Definition 5.2.2.** A resolution of singularities of a variety $Y$ is a proper surjective birational morphism $\phi : \tilde{Y} \to Y$ such that $\tilde{Y}$ is nonsingular and $\phi$ is an isomorphism away from the singular locus of $Y$. In other words, $\tilde{Y}$ is nonsingular and if $U$ is the singular locus of $Y$, $\phi$ maps $\phi^{-1}(Y \setminus U)$ isomorphically onto $Y \setminus U$. A crepant resolution of singularities is a resolution of singularities such that $K_Y = f^* K_X$.

**Remark 5.2.3.** In dimension two, there is one and only one crepant resolution of a variety with canonical singularities. In dimension three, crepant resolutions of Gorenstein singularities always exist but are usually not unique. In dimension four or greater, crepant resolutions are not always possible. However, one can always find a crepant birational morphism from a $\mathbb{Q}$-factorial variety with terminal singularities.

**Definition 5.2.4 (D-flop (See \[228, p. 156-157\])).** Let $f_1 : X_1 \to X$ a small contraction. Let $D$ be a $\mathbb{Q}$-Cartier divisor in $X_1$. A D-flop is a birational morphism $f : X_1 \dasharrow X \to X_2$ fitting into a triangular diagram where $f_1$ and $f_2$ are birational morphisms

\[
\begin{array}{c}
X_1 \\
\downarrow f_1 \\
X \\
\downarrow f \\
X_2 \\
\downarrow f_2
\end{array}
\]

such that

1. $X_i$ are normal varieties with at worst terminal singularities.
2. $f_i$ are small contractions (i.e. their exceptional loci are in codimension two or higher).
3. $K_{X_i}$ is numerically trivial along the fibers of $f_i$ (i.e. $K_{X_i} \cdot \ell = 0$ for any curve $\ell$ contracted by $f_i$).

4. The $\mathbb{Q}$-divisor $-D$ is $f_i$-ample.

5. The strict $f$-transform $D^+$ of $D$ is $f_2$-ample.

**Definition 5.2.5 (flop).** The morphism $f_2 : X_2 \to X$ is said to be a flop of $f_1 : X_1 \to X$ if there exists a divisor $D \subset X_1$ such that $f_2$ is a $D$-flop of $f_1$.

### 5.3 The Euler Characteristic as the Degree of the Top Chern Class

The purpose of this section is to explain from different points of view why the Euler characteristic is the degree of the top Chern class. Traditionally, this statement is seen as a generalization of the Poincaré–Hopf theorem that asserts that the total degree of a vector field defined on a smooth manifold $M$ is the Euler characteristic of $M$. This statement can also be seen as a generalization of the Gauss–Bonnet–Chern Theorem (which is itself is a consequence of Poincaré–Hopf theorem).

Here we will review three different approaches. The first one relies on Lefschetz fixed point theorem. The second one uses the Poincaré–Hopf theorem using the interpretation of Chern classes as related to the class of some degenerated loci as discussed in Chapter 3 of Fulton. The third one is an application of the Hirzebruch–Riemann–Roch theorem and the Hodge decomposition theorem.

Let $M$ be a smooth compact manifold. The $k$th Betti number of $M$ is by definition the dimension of the cohomology group $H^k(M, \mathbb{Q})$. The Euler characteristic of $M$ is denoted by $\chi(M)$ and is
defined as the following alternative sum of Betti numbers of $M$:

$$\chi(M) := \sum_{k=0}^{\dim M} (-1)^k b_k, \quad b_k := \dim H^k(M, \mathbb{Q}).$$

### 5.3.1 Lefschetz fixed point theorem and the Euler characteristic as an intersection number

**Theorem 5.3.1** (Lefschetz fixed point theorem). Let $M$ be a compact smooth manifold of dimension $m$ and $f : M \to M$ a continuous map. We define the Lefschetz number of $f$ as

$$L(f) := \sum_{k=0}^{m} (-1)^k \text{tr}(f^*|H^k(M, \mathbb{Q})),$$

where $f^* : H^k(M, \mathbb{Q}) \to H^k(M, \mathbb{Q})$.

Then $L(f)$ is equal to the intersection number of the graph $\Gamma_f$ of $f$ and the diagonal $\Delta$ in $M \times M$:

$$L(f) = \int_{M \times M} \Gamma_f \cdot \Delta.$$

Thus, the Lefschetz number $L(f)$ is the number of fixed points of $f$ counted with multiplicities.

**Corollary.** Let $M$ be a compact smooth manifold and $\Delta$ be the diagonal of $M \times M$, then the Euler characteristic of $M$,

$$\chi(M) = \sum_i (-1)^i \dim H^i(M, \mathbb{Q}),$$
is equal to the self-intersection of \( \Delta \) in \( M \times M \):

\[
\chi(M) = \int_{M \times M} \Delta \cdot \Delta.
\]

**Proof.** Consider the special case of Lefschetz theorem for which \( f \) is the identify map on \( M \). Then, the Lefschetz number reduces to the Euler characteristic \( \chi(M) \) as the trace \( \text{tr} \left( f^* \vert H^k(M, \mathbb{Q}) \right) \) becomes the \( k \)th Betti number \( b_k \) of \( M \) and the intersection number \( \int_{M \times M} \Gamma_f \cdot \Delta \) becomes the self-intersection of the diagonal \( \Delta \) in \( M \times M \).

**Theorem 5.3.2** (Self-intersection formula, see [136, Corollary 6.3, p. 102-103]). Let \( i : Z \to X \) be a regular imbedding of codimension \( d \) and normal bundle \( N \). Then for any \( \alpha \in A^*_Z \) we have the self-intersection formula

\[
\iota^* \iota_*(\alpha) = c_d(N) \cap \alpha.
\]

**Theorem 5.3.3.** If \( X \) is a nonsingular complete algebraic variety, then the Euler characteristic of \( X \) is equal to the degree of the total homological Chern class of \( X \):

\[
\chi(X) = \int c(X), \quad c(X) := c(TX) \cap [X].
\]

**Proof.** The theorem follows from the previous corollary expressing the Euler characteristic \( \chi(X) \) as the self-intersection of the diagonal \( \Delta \) in \( X \times X \), followed by the self-intersection formula expressing \( \Delta \cdot \Delta \) as the class \( c_{\dim X}(N_{\Delta X} \times X) \cap [\Delta] \). Since the normal bundle of \( \Delta \) in \( X \times X \) is isomorphic to the tangent bundle of \( X \) (see for example [54, Lemma 11.23, p. 127]), it follows that [136, Example 8.1.12,
p. 136], the self-intersection of the diagonal $\Delta$ in $X \times X$ is

$$\int_{\dim X} c(TX) \cap [X] = \int c(TX) \cap [X]:$$

$$\chi(X) = \int_{X \times X} \Delta \cdot \Delta = \int c(N\Delta X \times X) \cap [\Delta] = \int c(TX) \cap [X].$$

\[\Box\]

5.3.2 Poincaré-Hopf theorem and the Euler characteristic

**Theorem 5.3.4** (Poincaré-Hopf). Let $M$ be a smooth compact manifold without boundary and $v$ be a vector field with isolated zeros. Then the sum of the local indices at the zeros of $v$ is equal to the Euler characteristic of $M$.

**Remark 5.3.5.** This theorem can be generalized to manifolds with boundaries by requiring $v$ to point outward. Poincaré proved a two dimensional version of this theorem in 1885. The general version was proven by Hopf in 1926.

**Theorem 5.3.6** ([136, Example 3.2.16, p. 61]). Let $E$ be a vector bundle of rank $r$ on a smooth variety $X$, let $s$ be a section of $E$, and $Z$ the zero-scheme of $s$. If $X$ is purely $n$-dimensional and $s$ is a regular section, then $Z$ is purely $(n - r)$-dimensional, and

$$[Z] = c_r(E) \cap [X].$$

In particular, if $E$ is the tangent bundle $TX$ of $X$, then $r$ (i.e. the rank of $E$) is the dimension of $X$, and the section $s$ of $E$ is just a vector field. The zero-scheme $Z$ is a 0-cycle that is the sum of the
isolated singularities of $s$ counted with multiplicities. Hence, the degree of the top Chern class of
$TX$ gives the index of the vector field $s$, which is the Euler characteristic of $M$ by the Poincaré–Hopf
theorem. Since the degree of $c(X)$ is exactly the degree of $c_r(TX) \cap [X]$, we retrieve Theorem 5.3.3:

$$\chi(X) = \int c(X).$$

5.3.3 Hirzebruch–Riemann–Roch theorem and the Euler characteristic

In this sub-section, using the Hirzebruch–Riemann–Roch theorem and the Hodge decomposition
theorem, we prove that the Euler characteristic of a nonsingular projective variety is the degree of
its homological total Chern class. We follow Fulton ([136, Example 18.3.7, p. 362] and [136, Example
3.2.5, p. 57]) as presented by D. Rössler [Rössler]. We denote the Todd class, the Chern character,
and the dual of a vector bundle $E$ by $td(E)$ and $ch(E)$, and $E^\vee$ respectively.

Let $X$ be a projective variety of dimension $d$ and $V$ a coherent sheaf defined over $X$. We denote by
$H^q(X, V)$ the $q$-th cohomology group of $X$ with coefficients in the sheaf of germs of local sections of
$V$. The cohomology groups $H^q(X, V)$ vanish for $q > d$ and are all finite dimensional for $0 \leq q \leq d$.
The Euler characteristic of $V$ in $X$ is by definition the finite number

$$\chi(X, V) := \sum_{q=0}^{d} (-1)^q \dim H^q(X, V).$$

The Hirzebruch–Riemann–Roch theorem provides an expression for $\chi(X, V)$ in terms of characteristic
classes of $TX$ and $V$ realizing a conjecture of Serre in a letter to Kodaira and Spencer.
Theorem 5.3.7 (Hirzebruch–Riemann–Roch). Let $V$ be a coherent sheaf over a nonsingular variety $X$. Then

$$
\chi(X, V) = \int_X \text{ch}(V) \text{td}(TX).
$$

We will also need the following lemma relating the Todd class and the Chern character. This lemma is instrumental in the proof of the Hirzebruch–Riemann–Roch theorem of Borel and Serre [52, Lemma 18, p. 128], and is also discussed by Fulton in [136, Example 3.2.5, p. 57].

Lemma 5.3.8 (Hirzebruch, [171, Theorem 10.1.1, page 92])). Let $E$ be a vector bundle of rank $r$. Then

$$
\text{ch}\left( \sum_{q=0}^{r} (-1)^q \wedge^q E^\vee \right) \text{td}(E) = c_r(E).
$$

Proof. By the splitting principal, we can always formally factorize the total Chern class of $E$ as

$$
c(E) = \prod_i (1 + a_i),
$$

where $a_i$ are the Chern roots of $E$. Then by definition

$$
\text{ch}(E) := \sum_{i=1}^{r} e^{a_i}, \quad \text{td}(E) := \prod_i \frac{a_i}{(1 - e^{-a_i})}.
$$

We have the classical relations (see [171, Theorem 4.4.3, page 64] or [136, Remark 3.2.3, p. 54–56])

$$
c(E^\vee) = \prod_i (1 - a_i), \quad c(\bigwedge^q E) = \prod_{1 \leq i_1 < \cdots < i_q \leq r} \left( 1 + a_{i_1} + \cdots + a_{i_q} \right)
$$

Hence

$$
\text{ch}\left( \bigwedge^q E^\vee \right) = \sum_{1 \leq i_1 < \cdots < i_q \leq r} e^{-(a_{i_1} + \cdots + a_{i_q})}
$$
Thus by the additive properties of the Chern character and the definition of the Todd class:

\[
\text{ch}\left( \sum_{q=0}^{r} (-1)^q \wedge^q E^\vee \right) = \sum_{q=0}^{r} (-1)^q \text{ch}\left( \wedge^q E^\vee \right) = \prod_{i=1}^{r} (1 - e^{-a_i}) = (a_1 \ldots a_r) \prod_{i=1}^{r} \frac{1 - e^{-a_i}}{a_i} = c_r(E) \text{td}^{-1}(E).
\]

\[\square\]

**Theorem 5.3.9.** Let \(X\) be a nonsingular complete projective variety defined over the complex numbers.

Then the Euler characteristic

\[
\chi(X) = \int c(X).
\]

**Proof.** For \(X\) a nonsingular variety of dimension \(d\), we apply Lemma 5.3.8 to the tangent bundle

\(E = TX\) and we note that \(E^\vee = TX^\vee := \Omega_X\), where \(\Omega_X\) is the sheaf of differentials of \(X\), and by definition, the sheaf of differential \(p\)-forms is \(\wedge^p \Omega_X := \Omega_X^q\). Hence, we get

\[
\text{ch}\left( \sum_{q=0}^{d} (-1)^q \Omega_X^q \right) \text{td}(TX) = c_r(TX).
\]

We rewrite the left hand side of the previous equation as follows

\[
\int_X \text{ch}\left( \sum_{q=0}^{d} (-1)^q \Omega_X^q \right) \text{td}(TX) = \sum_{q=0}^{d} (-1)^q \int_X \text{ch}(\Omega_X^q) \text{td}(TX) = \sum_{q=0}^{d} (-1)^q \int_X \chi(X, \Omega_X^q)
\]

\[
= \sum_{q=0}^{d} \sum_{p=0}^{d} (-1)^{p+q} \dim H^p(X, \Omega_X^q) = \sum_{k=0}^{d} (-1)^k \sum_{p+q=k} \dim H^p(X, \Omega_X^q) = \sum_{k=0}^{d} (-1)^k b_k = \chi(X).
\]
The first equality is a direct consequence of the additive property of the Chern character, the second equality is due to the Hirzebruch–Riemann-Roch theorem applied to $\Omega^q_X$, the third equality follows from the definition of the Euler characteristic of a sheaf, and the fifth equality is a direct application of the Hodge decomposition theorem $\Omega^k = \bigoplus_{p+q=k} \Omega^{p,q}$ and Dolbeault’s theorem, which asserts that the Dolbeault cohomology is isomorphic to the sheaf cohomology of the sheaf of differential forms: $H^{p,q}(X) \cong H^p(X, \Omega^q_X)$. In particular, $h^{p,q}(X) = \dim H^p(X, \Omega^q_X)$ are the Hodge numbers of $X$. The last equality is by the definition of the Euler characteristic. Hence, since $\int c(X) = \int c(TX) \cap [X] = \int_X c_r(TX)$, we get

$$\int c(X) = \chi(X).$$

\[ \square \]

5.4 Pushforwards and Computing the Euler Characteristic

We use the definitions and theorems of intersection theory, which are reviewed in Section 2.7.2.

5.4.1 The pushforward theorem

A formula for the Chern classes of blowups of a smooth variety along a smooth center was conjectured by Todd and Segre and proven in the general case by Porteous [261] using the Riemann-Roch theorem. A proof using Riemann-Roch “without denominators” is presented in §15.4 of [136]. A proof without Riemann-Roch was derived by Lascu and Scott [213, 214]. A generalization of the formula to potentially singular varieties was obtained by Aluffi [4].
The blowup formula simplifies dramatically when the center of the blowup is a nonsingular complete intersection of nonsingular hypersurfaces meeting transversally. Aluffi gives an elegant short proof using functorial properties of Chern classes and Chern classes of bundles of tangent fields with logarithmic zeros in Theorem 2.7.11.

**Lemma 5.4.1.** Let $f : \tilde{X} \rightarrow X$ be the blowup of $X$ centered at $Z$. We denote the exceptional divisor of $f$ by $E$. Then

$$f_* E^n = (-1)^{d+1} b_{n-d}(Z_1, \ldots, Z_d) Z_1 \cdots Z_d,$$

where $b_i(x_1, \ldots, x_k)$ is the complete homogeneous symmetric polynomial of degree $i$ in $(x_1, \ldots, x_k)$ with the convention that $b_i$ is identically zero for $i < 0$ and $b_0 = 1$.

**Proof.** The exceptional locus of the blowup of $X$ centered at $Z$ is the projective bundle $\mathbb{P}(N_Z X)$. Let $E = c_1(\mathcal{O}_{\mathbb{P}(N_Z X)}(1))$. By the functoriality properties of Segre classes, we have:

$$f_* E^n = \frac{1}{c(N_Z X)} \cap [Z] = \prod_{i=1}^{d} \frac{Z_i}{1 + Z_i},$$

where $N_Z X$ is the normal bundle of $Z$ in $X$. The generating function of complete homogeneous symmetric polynomials in $(x_1, \ldots, x_d)$ is $\prod_{\ell=1}^{d} (1 - x_\ell t)^{-1}$:

$$\sum_{n=1}^{\infty} b_n(x_1, \ldots, x_d) t^n = \prod_{\ell=1}^{d} \frac{1}{1 - x_\ell t}.$$  

By matching terms of the same dimensions in equation (5.1), we can compute $f_* E^n$ in terms of com-
plete homogeneous symmetric polynomials $h_i(Z_1, \ldots, Z_d)$ in the classes $Z_i$:

$$f^*E^n = (-1)^{n-1}[\ell^n] \left( \prod_{i=1}^{d} \frac{tZ_i}{1+tZ_i} \right) = (-1)^{d+1} b_n - d(Z_1, \ldots, Z_d) Z_1 \cdots Z_d,$$

where $[\ell^n] g(t) = g_n$ for a formal series $g(t) = \sum_{i=0}^{\infty} g_i t^i$ and $h_i$ is identically zero for $i < 0$ and $b_0 = 1$.

Example 5.4.2. If $d = 2$, we have

$$f^*E = 0, \quad f^*E^2 = -Z_1 Z_2, \quad f^*E^3 = -(Z_1 + Z_2) Z_2 Z_2, \quad f^*E^4 = -(Z_1^2 + Z_2^2 + Z_1 Z_2) Z_2 Z_2.$$

Example 5.4.3. If $d = 3$, we have

$$f^*E = 0, \quad f^*E^2 = 0, \quad f^*E^3 = Z_1 Z_2 Z_3, \quad f^*E^4 = (Z_1 + Z_2) Z_2 Z_3 Z_3.$$

A direct consequence of Theorem 5.5.2 (Jacobi's identity) and Lemma 2.7.12 is the following push-forward formula (see [135]):

Lemma 5.4.4. Let $Z \subset X$ be the complete intersection of $d$ nonsingular hypersurfaces $Z_1, \ldots, Z_d$ meeting transversally in $X$. Let $f : \tilde{X} \to X$ be the blowup of $X$ centered at $Z$ with exceptional divisor $E$.

Then for any integer $n \geq 0$:

$$f^*E^n = \sum_{\ell=1}^{d} Z_{\ell} M_{\ell}, \quad M_{\ell} = \prod_{\substack{m=1 \atop m \neq \ell}}^{d} \frac{Z_m}{Z_m - Z_{\ell}}.$$
The coefficient $M_\ell$ is the $\ell$-moment of the blowup $f$ defined after Theorem 5.0.1.

Proof.

$$f_*E^n = (-1)^{d+1} b_{n-d}(Z_1, \cdots, Z_d)Z_1 \cdots Z_d$$

(by Lemma 2.7.12)

$$= (-1)^{d+1} \sum_{\ell=1}^d Z_\ell^{n-1} \left( \prod_{m=1}^d \frac{1}{Z_\ell - Z_m} \right) Z_1 \cdots Z_d$$

(by Lemma 5.0.3)

$$= (-1)^{d+1} \sum_{\ell=1}^d Z_\ell^n \left( \prod_{m=1}^d \frac{Z_m}{Z_\ell - Z_m} \right)$$

(by the identity $Z_1 \cdots Z_d = Z_\ell \prod_{m=1, m \neq \ell}^d Z_m$)

$$= \sum_{\ell=1}^d Z_\ell^n \left( \prod_{m=1, m \neq \ell}^d \frac{Z_m}{Z_\ell - Z_m} \right)$$

(since $\prod_{m=1, m \neq \ell}^d \frac{Z_m}{Z_\ell - Z_m} = (-1)^{d-1} \prod_{m=1, m \neq \ell}^d \frac{Z_m}{Z_\ell - Z_m}$)

To compute topological invariants of a blowup, we often have to pushforward analytic expressions of $E$. Let $\tilde{Q}(t) = \sum_a f^* Q_a t^a$ be a formal power series with $Q_a \in A_*(X)$. The formal series $Q(E)$ is a well-defined element of $A_*(\tilde{X})$. We recall Theorem 5.0.1:

**Theorem 5.0.1.** Let the nonsingular variety $Z \subset X$ be a complete intersection of $d$ nonsingular hypersurfaces $Z_1, \cdots, Z_d$ meeting transversally in $X$. Let $E$ be the class of the exceptional divisor of the blowup $f : \tilde{X} \to X$ centered at $Z$. Let $\tilde{Q}(t) = \sum_a f^* Q_a t^a$ be a formal power series with $Q_a \in A_*(X)$. We define the associated formal power series $Q(t) = \sum_a Q_\ell t^a$ whose coefficients pullback to the...
coefficients of $\tilde{Q}(t)$. Then the pushforward $f_*\tilde{Q}(E)$ is:

$$f_*\tilde{Q}(E) = \sum_{\ell=1}^{d} Q(Z\ell)M\ell,$$

where

$$M\ell = \prod_{m=1, m \neq \ell}^{d} \frac{Zm}{Zm - Z\ell}.$$  

Proof.

$$f_*\tilde{Q}(E) = f_* \sum_{a} (f^*Q_a)E^a = \sum_{a} Q_a \sum_{\ell=1}^{d} Z\ell^a M\ell = \sum_{a} \sum_{\ell=1}^{d} Q_a Z\ell^a M\ell = \sum_{\ell=1}^{d} Q(Z\ell)M\ell.$$  

(5.2)

5.4.2 Classes of the blowup centers of crepant resolutions

We denote the projective bundle of the Weierstrass model to be $X_0 = \mathbb{P}[O_B \oplus L^\otimes 2 \oplus L^\otimes 3]$ and the elliptic fibration $\phi : Y_0 \to B$ to be the zero-scheme of a section of $O(3) \otimes \pi^*L^\otimes 6$. We denote by $O(1)$ the dual of the tautological line bundle of $X_0$. We denote by $H$ the first Chern class of $O(1)$, and by $L$ the first Chern class of $L$. The elliptic fibration $\phi : Y_0 \to B$ is of class $[Y_0] = 3H + 6\pi^*L$.

The classes of the generators of the blowup centers are $Z_i^{(n)}$, where $n$ is the number of the blowup map and $i$ is the number of the center. For example, consider the following blowup:

$$X_0 \xleftarrow{(x, y, s|e_1)} X_1 \xleftarrow{(y, e_1|e_2)} X_2$$  

(5.3)
where each arrow above denotes a blowup, \( V(s) \) is a smooth divisor in \( X \), and where \( E_n = V(e_n) \) is the exceptional divisor of the \( n \)th blowup. The first exceptional divisor is a projective bundle whose fibers have projective coordinates \([x' : y' : s']\), where

\[
x = x'e_1, \quad y = y'e_1, \quad s = s' e_1.
\]

For notational convenience, we drop the prime superscripts (') appearing after each blowup.

The classes associated to the center of the first blowup in (5.3) are:

\[
Z^{(1)}_1 = [x] = H + 2\pi^* L, \quad Z^{(1)}_2 = [y] = H + 3\pi^* L, \quad Z^{(1)}_3 = [s] = \pi^* S.
\]

Likewise, the classes associated to the center of the second blowup are

\[
Z^{(2)}_1 = [y] = f^*_1 (H + 3\pi^* L) - E_1, \quad Z^{(2)}_2 = [e_1] = E_1.
\]

Let us adapt the above data into a matrix-inspired notation, such that \( i \) denote columns and \( n \) denotes rows. This notation allows us to read the classes of the blowup center by each row. In this notation, the above results can be expressed as follows:

\[
Z = \begin{pmatrix}
Z^{(1)}_1 & Z^{(1)}_2 & Z^{(1)}_3 \\
Z^{(2)}_1 & Z^{(2)}_2 & Z^{(2)}_3
\end{pmatrix} = \begin{pmatrix}
H + 2\pi^* L & H + 3\pi^* L & \pi^* S \\
f^*_1 (H + 3\pi^* L) - E_1 & E_1
\end{pmatrix}.
\]

See Table 5.3 for an exhaustive list of the generator classes associated to the blowup centers of the
crepant resolutions in Table 5.2. Note that we streamline our notation by omitting the explicit pull-back maps from the expressions for the classes appearing in these tables.

5.5 Jacobi’s Partial Fraction Identity

In this section, we prove a formula of Jacobi and exploit the theorem to give a simple proof of a formula of Louck and Biedenharn [222, Appendix A, p. 2400] by demonstrating its equivalence with the following theorem of Jacobi.

**Theorem 5.5.1** (Jacobi, [177, Section III.17, p. 29-30]). Let \( a_i \ (i = 1, \ldots, d) \) be \( d \) distinct elements of an integral domain. Then

\[
\prod_{i=1}^{d} \frac{1}{x-a_i} = \sum_{i=1}^{d} \frac{1}{x-a_i} \prod_{j=1 \atop j \neq i}^{d} \frac{1}{a_i-a_j}.
\] (5.4)

**Proof.** Let

\[
F(x) = \prod_{i=1}^{d} \frac{1}{x-a_i},
\] (5.5)

where \( a_i \neq a_j \) for \( i \neq j \). We would like to find the partial fraction expansion of \( F(x) \). That is, we would like to find coefficients \( A_i \ (i = 1, \ldots, d) \) such that

\[
F(x) = \sum_{i=1}^{d} \frac{A_i}{x-a_i}.
\] (5.6)

We determine \( A_i \) by the method of residues. Multiplying (5.6) by \((x-a_i)\), simplifying, and evaluating
at \( x = a_i \) gives

\[
(x - a_j) F(x) \Big|_{x=a_j} = A_j.
\]

Applying the above formula to (5.5), we get \( A_j = \prod_{i \neq j} \frac{1}{a_i - a_j} \), which is the identity of Jacobi:

\[
\prod_{i=1}^{d} \frac{1}{x - a_i} = \sum_{i=1}^{d} \frac{1}{x - a_i} \prod_{j=1}^{d} \frac{1}{a_i - a_j}.
\]

(5.7)

**Theorem 5.5.2** (Jacobi, Louck–Biedenharn, Cornelius). Let \( h_r(x_1, \ldots, x_d) \) be the homogeneous complete symmetric polynomial of degree \( r \) in \( d \) variables of an integral domain. Then,

\[
h_r(x_1, \ldots, x_d) = \sum_{\ell=1}^{d} x_{\ell}^{r-d-1} \prod_{m=1, m \neq \ell}^{d} \frac{1}{x_{\ell} - x_m}.
\]

This theorem was proven by Louck-Biedenharn [222, Appendix A, p. 2400] and Cornelius [81].

We present a new and much simpler proof below by showing that the theorem is simply a reformulation of Jacobi's identity (Theorem 5.5.1).

**Proof.** Substituting \( x \to \frac{1}{t} \) in Equation (5.4) gives:

\[
\prod_{i=1}^{d} \frac{t}{1 - a_i t} = \sum_{i=1}^{d} \frac{t}{1 - a_i t} \prod_{j=1, j \neq i}^{d} \frac{1}{a_i - a_j}.
\]
Expanding $1/(1 - a_it)$ in both side of the equation gives

$$
\sum_{r=0}^{\infty} b_r(a_1, \ldots, a_d)t^r = \sum_{i=1}^{d} \sum_{k=0}^{\infty} a_i^k t^k \prod_{j=1}^{d} \frac{1}{a_i - a_j} \prod_{j \neq i}
$$

Comparing terms of the same degree in $t$, we get the final expression of Lemma 5.0.3:

$$
b_r(a_1, \ldots, a_d) = \sum_{i=1}^{d} a_i^{r+d-1} \prod_{j=1}^{d} \frac{1}{a_i - a_j}.
$$

5.6 Hodge Numbers of Elliptically Fibered Calabi–Yau Threefolds

Using motivic integration, Kontsevich shows in his famous “String Cohomology” Lecture at Orsay that birational equivalent Calabi–Yau varieties have the same class in the completed Grothendieck ring [Kontsevich]. Hence, birational equivalent Calabi–Yau varieties have the same Hodge-Deligne polynomial, Hodge numbers, and Euler characteristic. In this section, we compute the Hodge numbers of crepant resolutions of Weierstrass models in the case of Calabi–Yau threefolds.

**Theorem 5.6.1** (Kontsevich, (see [Kontsevich])). Let $X$ and $Y$ be birational equivalent Calabi–Yau varieties over the complex numbers. Then $X$ and $Y$ have the same Hodge numbers.
Remark 5.6.2. In Kontsevich’s theorem, a Calabi–Yau variety is a nonsingular complete projective variety of dimension $d$ with a trivial canonical divisor. To compute Hodge numbers in this section, we use the following stronger definition of a Calabi–Yau variety, which is given in Definition 2.8.6.

We first recall some basic definitions and relevant classical theorems.

Definition 5.6.3. The Néron-Severi group $\text{NS}(X)$ of a variety $X$ is the group of divisors of $X$ modulo algebraic equivalence. The rank of the Néron-Severi group of $X$ is called the Picard number and is denoted $\rho(X)$.

Theorem 5.6.4 (Lefschetz $(1, 1)$-theorem, see [295, Theorem 7.2, p. 157]). If $X$ is compact Kähler manifold, then the map $\epsilon_1 : \text{Pic}(X) \to H^{1,1}(X, \mathbb{Z}) = H^{1,1}(X, \mathbb{C}) \cap H^2(X, \mathbb{Z})$ is well-defined and surjective. In addition, the Picard number $\rho(X)$ is equal to the Hodge number $h^{1,1}(X) := \dim H^{1,1}(X, \mathbb{C})$.

Theorem 5.6.5 (Noether’s formula). If $B$ is a smooth compact, connected, complex surface with canonical class $K_B$ and Euler number $e_2$:

$$
\chi(O_B) = 1 - b^{0,1}(B) + b^{0,2}(B), \quad \chi(O_B) = \frac{1}{12}(K^2 + e_2).
$$

When $B$ is a smooth compact rational surface, we have a simple expression of $b^{1,1}(B)$ as a function of $K^2$ using the Lemma 2.8.8: $b^{1,1}(B) = 10 - K^2$. We now compute $b^{1,1}(Y)$ using the Shioda-Tate-Wazir theorem using Theorem 2.8.9. Then we can have Thoerem 2.8.10 that we recite and prove below.
Theorem 5.6.6. Let $Y$ be a smooth Calabi–Yau threefold elliptically-fibered over a smooth variety $B$ with Mordell–Weil group of rank zero. Then,

$$b^{1,1}(Y) = b^{1,1}(B) + f + 1,$$

$$b^{2,1}(Y) = b^{1,1}(Y) - \frac{1}{2} \chi(Y),$$

where $f$ is the number of geometrically irreducible fibral divisors not touching the zero section. In particular, if $Y$ is a $G$-model with $G$ a simple group, $f$ is the rank of $G$.

Proof. In the statement of the Shioda–Tate–Wazir theorem, we can replace the Picard numbers $\rho(Y)$ and $\rho(B)$ by the Hodge numbers $h^{1,1}(Y)$ and $h^{1,1}(B)$ using Lefschetz’s $(1,1)$-theorem. That gives

$$b^{1,1}(Y) = b^{1,1}(B) + f + 1. Since the Euler characteristic of a Calabi–Yau threefold is $\chi(Y) = 2(b^{1,1} - b^{1,1})$, and assuming that both $\chi(Y)$ and $b^{1,1}(Y)$ are known, it follows that $b^{2,1}(Y) = b^{1,1}(Y) - \frac{1}{2} \chi(Y)$. 

Remark 5.6.7. For $G$-models with $G$ a simple group, $f$ will be the rank of $G$ [244, §4].

5.7 An Illustrative Example: SU(2)-Models

In this section, we discuss in detail the computation of the Euler characteristic of SU(2)-models. Note that the results presented in this section are equivalent for each of the four possible Kodaira fibers (namely, types $I^*_2$, $I^*_3$, $I^*_4$, $IV^*$) realizing an SU(2)-model; see Section 5.8 for a list of the Weierstrass equations defining the various SU(2)-models. We find

$$c(X_0) = (1 + H)(1 + H + 3\pi^* L)(1 + H + 2\pi^* L)c(B)$$
The singular elliptic fibration is resolved by a unique blowup with center \((x, y, s)\) \([125]\). We denote the blowup by \(f : X_1 \rightarrow X_0\) and the exceptional divisor by \(E_i\). The center is a complete intersection of hypersurfaces \(V(x)\), \(V(y)\), and \(V(s)\), whose classes are respectively

\[
Z_1 = 2\pi^* L + H, \quad Z_2 = 3\pi^* L + H, \quad Z_3 = \pi^* S.
\]

The proper transform of the elliptic fibration \(Y_0\) is denoted \(Y\), and is obtained from the total transform of \(Y\) by removing \(2E_i\). It follows that the class of \(Y\) in \(X_1\) is

\[
[Y] = [f^* (3H + 6\pi^* L) - 2E_i] \cap [X_1]
\]

Moreover, we have the following Chern classes:

\[
c(TX) = (1 + E_i) \frac{(1 + f^* Z_1 - E_i)(1 + f^* Z_2 - E_i)(1 + f^* Z_3 - E_i)}{(1 + f^* Z_1)(1 + f^* Z_2)(1 + f^* Z_3)} f^* c(TX_0)
\]

\[
c(TY) = \frac{(1 + E_i)(1 + f^* Z_1 - E_i)(1 + f^* Z_2 - E_i)(1 + f^* Z_3 - E_i)}{(1 + 3H + 6L - 2E_i)(1 + f^* Z_1)(1 + f^* Z_2)(1 + f^* Z_3)} f^* c(TX_0)
\]

By an expansion of \(c(TY)\) in first order, we can easily check that the resolution is crepant:

\[
c(TY) = f^* c(TY_0).
\]
After the blowup, the homological total Chern class is $c(Y) = c(TY) \cap [Y]$: 

$$c(Y) = (3f^*H + 6f^*\pi^*L - 2E_i)(1 + E_i) \left( \frac{1 + f^*Z_1 - E_i}{1 + f^*Z_i} \right) \left( \frac{1 + f^*Z_2 - E_i}{1 + f^*Z_2} \right) \left( \frac{1 + f^*Z_3 - E_i}{1 + f^*Z_3} \right) f^*c(X_0).$$

To compute the Euler characteristic, we have to evaluate

$$\chi(Y) = \int_Y c(Y).$$

The first pushforward requires the following data:

$$M_1 = \frac{Z_2Z_1}{(Z_2 - Z_1)(Z_1 - Z_2)}, \quad M_2 = \frac{Z_2Z_1}{(Z_2 - Z_1)(Z_1 - Z_2)}, \quad M_3 = \frac{Z_2Z_1}{(Z_2 - Z_1)(Z_1 - Z_2)}.$$

Applying the pushforward theorem is now a purely algebraic routine that can be easily implemented in one's favorite algebraic software. Using Theorem 5.0.1, we pushforward $c(Y)$ from the Chow ring $A_*(X_1)$ to the Chow ring $A_*(X_0)$. Using Theorem 5.0.4, we then pushforward $f^*_c(Y)$ to the Chow ring of the base. When the dust settles, we find an expression of $\chi(Y)$ in the Chow ring of the base:

$$\chi(Y) = \int_Y c(TY) = \int_{X_0} f^*_c(TY) = \int_B \pi_{X_0} f^*_c(TY) = \int_B 6 \frac{2L + 3LS - S^2}{(1 + S)(1 + 6L - 2S)} c(TB).$$

Concretely, we replace $c(TB)$ by the Chern polynomial $c(TB) = 1 + \ell t + \ell^2 t^2 + \ell^3 t^3 + \cdots$, $L$ by $Lt$, and $S$ by $St$; if $d$ is the dimension of $B$, the Euler characteristic of $Y$ is given by the coefficient of $t^d$ in
the Taylor expansion centered at $t = 0$ of the generating function:

$$
\chi(Y) = 6 \frac{2Lt + 3LS^2 - S^2t^2}{(1 + St)(1 + 6Lt - 2St)} c_i(TB)
$$

$$
= 12Lt + 6t^2(2c_1L - 12L^2 + 5LS - S^2) + 
$$

$$
+ 6t^3(-12c_1L^2 + 5c_1LS - c_1S^2 + 2c_1L + 72L^3 - 54L^2S + 15LS^2 - S^3) + \cdots
$$

**Theorem 5.7.1.** If $B$ is a curve, the Euler characteristic of an SU(2) model is $12L$. If $B$ is a surface, the Euler characteristic is $6(2c_1L - 12L^2 + 5LS - S^2)$. If $B$ is a threefold, the Euler characteristic is $6(-12c_1L^2 + 5c_1LS - c_1S^2 + 2c_1L + 72L^3 - 54L^2S + 15LS^2 - S^3)$.

In order to consider the Calabi–Yau case, we set $L = c_i(TB)$ in the above expression, which gives

$$
\chi(Y) = 12c_1t - 6t^2(10c_1^2 - 5c_1S + S^2) + 6t^3(60c_1^3 - 49c_1^2S + 2c_1c_2 + 14c_1S^2 - S^3) + \cdots
$$

Note that we retrieve the result for a smooth Weierstrass model if we further impose $S = 0$.

**Remark 5.7.2.** As a byproduct of the computation of the Euler characteristic of the resolution, we can also easily evaluate the contribution from the singularities to be

$$
6 \frac{2L + 3LS - S^2}{(1 + S)(1 + 6L - 2S)} c(TB) - \frac{12L}{1 + 6L} c(TB) = 6 \frac{(5L + 6L^2 - 2LS - S)S}{(1 + 6L)(1 + 6L - 2S)(1 + S)} c(TB),
$$
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which can be rewritten as

\[ \chi(Y) - \chi(Y_0) = \frac{6L^2 - 2LS + 5L - S}{(1 + 6L)(1 + 6L - 2S)}c(S), \quad c(S) = \frac{S}{1 + S}c(TB) \cap [B]. \]

In the Calabi–Yau case \( L = c_1(TB) \), the above quantity usually has a physical meaning. For example, if \( Y \) is a Calabi–Yau fourfold, this expression reduces to \(-6S(7c_1 - S)^2 \cap [B]\), which is the contribution of branes to the Euler characteristic. In another limit, the above expression can be understood as the contribution of the \( G_4 \)-flux in M-theory to the M2-brane flux or brane flux in type IIB string theory:

\[ \frac{1}{2} \int_{Y_0} G_4 \wedge G_4 = \frac{1}{2} \int_S F \wedge F = -6 \int_S (7c_1 - S)^2. \]

5.8 Tables of Results

The \( G \)-models studied in this chapter are all realized as crepant resolutions of the singular Weierstrass model

\[ y^2z + a_4xyz + a_3yz^3 - (x^3 + a_2x^2z + a_4xz^2 + a_6z^3) = 0, \]

where the desired singularity structures corresponding to the decorated Kodaira fibers can be specified by the valuation of the coefficients of the Weierstrass equation with respect to the divisor \( S = V(s) \). Following Tate’s algorithm, we use the notation \( a_{i,p} = a_i/p \), where the valuations \( p \) are the minimal values dictated by Tate’s algorithm and we assume that the coefficients \( a_{i,p} \) are generic.
We present the results of our computation of the Euler characteristic generating functions for various $G$-models. The generating functions are the pushforwards of the homological total Chern class of the resolved Weierstrass model to the base $B$, and are expressed as rational functions of the classes $S$ and $L$ (where $L = c_1(\mathcal{L})$ is the class of the fundamental line bundle and $S$ is the class of the divisor in the base $B$), multiplied by the total Chern class of the base, $c(B)$—see Table 5.4. Tables 5.5-5.7 specialize the results to (respectively) elliptic threefolds, fourfolds, and elliptic Calabi–Yau fourfolds, while Table 5.8 summarizes the Hodge numbers for Calabi–Yau threefold $G$-models.

When computing Hodge numbers of a $G$ model which is a Calabi–Yau threefold, we recall that we assume that the base is a rational surface. This is a direct consequence of Definition 2.8.6. For a $G$-model with $G$ a simple group, the integer $f$ that enters in Theorem 2.8.10 is the rank of $G$.

For the SO(3), SO(5), and SO(6)-models, the class $S$ is given by:

\[ S = 4L \text{ for } SO(3), \quad S = 2L \text{ for } SO(5), \quad S = 2L \text{ for } SO(6). \]

Below we list the various Weierstrass equations we use to compute the $G$-models, labeled by their Kodaira fiber type and associated Lie group $G$. It is necessary to specify a crepant resolution in order to actually compute the total Chern class and Euler characteristic of a $G$-model. There could be several distinct crepant resolutions for a $G$-model. However, Theorem 2.8.3 assures that the Euler characteristic is insensitive to the choice of crepant resolution and therefore we only need one crepant resolution to compute the Euler characteristic of a $G$-model defined by the crepant resolution of a
Weierstrass model. The models associated to the groups $SU(n)$ and $USp(2n)$ are [186]:

\[ I^s_2 \quad SU(2) : y^2z + a_1xyz + a_3xyz = x^3 + a_{2,3}sx^2z + a_{4,5}sx^2z^2 + a_{6,5}z^3, \quad (5.8) \]

\[ I^s_{2n} \quad USp(2n) : y^2z = x^3 + a_{2,3}sx^2z + a_{4,5}sx^2z^2 + a_{6,5}z^3. \quad (5.9) \]

\[ I^{s*}_{2n+1} \quad USp(2n) : y^2z = x^3 + a_{2,3}sx^2z + a_{4,5}sx^2z^2 + a_{6,5}z^3 + a_{6,2n+1}z^{2n+1}. \quad (5.10) \]

\[ I^s_{2n} \quad SU(2n) : y^2z + a_1xyz = x^3 + a_{2,3}sx^2z + a_{4,5}sx^2z^2 + a_{6,5}z^3. \quad (5.11) \]

\[ I^s_{2n+1} \quad SU(2n+1) : y^2z + a_1xyz = x^3 + a_{2,3}sx^2z + a_{4,5}sx^2z^2 + a_{6,5}z^3 + a_{6,2n+1}z^{2n+1}. \quad (5.12) \]

The Weierstrass models for $SO(3)$, $SO(5)$, and $SO(6)$ are discussed; these models require a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. The crepant resolutions of the Weierstrass models for $G$, $Spin(7)$, and $Spin(8)$ models are studied in [112] and require a careful analysis of the Galois group of an associated polynomial. The Weierstrass equations defining these models along with the remaining $G$-models, with $G$ one of the exceptional groups are given below [186]:

\[ I^{s*}_{2} \quad SO(3) : y^2z = x(x^3 + a_2xz + a_4z^3). \quad (5.13) \]

\[ I^{s*}_{4} \quad SO(5) : y^2z = (x^3 + a_2sx z + a_4sx z^2). \quad (5.14) \]

\[ I_{4} \quad SO(6) : y^2z + a_1xyz = x^3 + mzs^2 z + s^2x z^2, \quad m \in \mathbb{C}, \quad m \neq -2, 0, 2. \quad (5.15) \]

\[ I_{5}^{s*} \quad Spin(7) : y^2z = x^3 + a_{2,3}sx^2z + a_{4,5}s^2x z^2 + a_{6,5}z^3. \quad (5.16) \]

\[ I_{8}^{s*} \quad Spin(8) : y^2z = (x - x_1 z)(x - x_2 z)(x - x_3 z) + s^4xz^2 + s^4xz^3 + s^4z^3. \quad (5.17) \]
Theorem 5.8.1. Let $Y_0 \to B$ be a singular Weierstrass model of a $G$-model. If $f : Y \to Y_0$ is a crepant resolution of $Y_0$ given by one of the sequence of blowups given in Table 5.2, the generating function of the Euler characteristic of any crepant resolution of $Y_0$ is given by the corresponding entry in Table 5.4.

Remark 5.8.2. The theorem does not address if the sequence of blowups define a crepant resolution. One usually has to assume some conditions on the coefficients of the Weierstrass equations. See for example [112]. In some cases, the dimension of the base plays a role too [112].
<table>
<thead>
<tr>
<th>Group</th>
<th>Fiber Type</th>
<th>Crepant Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(2)</td>
<td>$\Gamma^s_1$, $\Gamma^m_2$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td></td>
<td>$\Gamma^s_3, \text{III}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\text{IV}^m$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td>USp(4)</td>
<td>$\Gamma^s_1$, $\Gamma^m_4$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td></td>
<td>$\Gamma^m_4$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>$\Gamma^s_1$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td></td>
<td>$\Gamma^m_4$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
<tr>
<td></td>
<td>$\Gamma^m_4$</td>
<td>$X_0 \leftarrow (x, y, s</td>
</tr>
</tbody>
</table>

**Table 5.2:** The blowup centers of the crepant resolutions. See the beginning of Section 5.4.2 for an explanation of our notation.
<table>
<thead>
<tr>
<th>Algebra</th>
<th>Group</th>
<th>Generator classes of the blowup centers (Z_n^* i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>SU(2)</td>
<td>(H + 2L, H + 3L, S)</td>
</tr>
<tr>
<td>C_2</td>
<td>USp(4)</td>
<td></td>
</tr>
<tr>
<td>G_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_2</td>
<td>Spin(7)</td>
<td></td>
</tr>
<tr>
<td>D_4</td>
<td>Spin(8)</td>
<td></td>
</tr>
<tr>
<td>F_4</td>
<td>F_4</td>
<td></td>
</tr>
<tr>
<td>A_4</td>
<td>SU(5)</td>
<td>(H + 2L, H + 3L, S)</td>
</tr>
<tr>
<td>D_5</td>
<td>Spin(10)</td>
<td></td>
</tr>
<tr>
<td>E_6</td>
<td>E_6</td>
<td></td>
</tr>
<tr>
<td>E_7</td>
<td>E_7</td>
<td></td>
</tr>
<tr>
<td>E_8</td>
<td>E_8</td>
<td></td>
</tr>
<tr>
<td>A_5</td>
<td>SO(5)</td>
<td>(H + 2L, H + 3L)</td>
</tr>
<tr>
<td>B_6</td>
<td>SO(6)</td>
<td>(H + 2L, H + 3L, 2L)</td>
</tr>
<tr>
<td>A_6</td>
<td>SO(6)</td>
<td>same as SU(4), with S = 2L</td>
</tr>
</tbody>
</table>

Table 5.3: The classes of the centers of the blowups for all G-models
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<table>
<thead>
<tr>
<th>Algebra</th>
<th>Group</th>
<th>Kodaira Fiber</th>
<th>$\chi(Y) = \pi_<em>(f_</em> c(TY) \cap [Y])$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-\epsilon$</td>
<td>I$_1$</td>
<td>$\frac{12L}{1+6L} c(B)$</td>
<td></td>
</tr>
<tr>
<td>$A_1$</td>
<td>SU(2)</td>
<td>$I^0, IV^0$</td>
<td>$6 \frac{2L + 3LS - S^8}{(1+S)(1+6L-2S)} c(B)$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>SU(3)</td>
<td>$I^0, IV^0$</td>
<td>$12 \frac{L + 2SL - S^8}{(1+S)(1+6L-3S)} c(B)$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>USp(4)</td>
<td>$I^0, IV^0$</td>
<td>$4 \frac{3L + 12L^2 + LS - 5S^8 + 30L^2S - 35LS^8 + 10S}{(1+S)(1+6L-4S)(1+4L-2S)} c(B)$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_2$</td>
<td>$I^0$</td>
<td>$12 \frac{L + 3SL - 2S}{(1+S)(1+6L-4S)} c(B)$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>SU(4)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{12L + 42L^2S + 12L^2 - 35LS^8 + 32LS - 30S^2}{(1+S)(1+6L-5S)} c(B)$</td>
</tr>
<tr>
<td>$B_3$</td>
<td>Spin(7)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{4(-8(4L+1)S^8 + 6(4L+1)LS + 3(2L+1)L + 10S)}{(S+1)(-2L+S-1)(-6L+5S-1)} c(B)$</td>
</tr>
<tr>
<td>$D_4$</td>
<td>Spin(8)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{3 \frac{4L + 12L^2 - 12S^8 + 6LS - 8L^2S + 3L^2S^8 + 3S}{(1+S)(1+6L-5S)(1+3L-2S)} c(B)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>E$_6$</td>
<td>$I^0, IV^0$</td>
<td>$\frac{3 \frac{6L + 24L^2 + 7LS - 2S^8 + 12L^2S - 190LS^8 + 75S}{(1+S)(1+6L-5S)(1+4L-5S)} c(B)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>E$_7$</td>
<td>$III^0$</td>
<td>$\frac{12 \frac{L + 6LS - 5S}{(1+S)(1+6L-5S)} c(B)}{12 \frac{L + 3SL - 2S}{(1+S)(1+6L-4S)} c(B)}$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>SO(3)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{12L}{1+6L} c(B)$</td>
</tr>
<tr>
<td>$B_4$</td>
<td>SO(5)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{4L(3 + 4L)}{(1 + 2L)^2} c(B)$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>SO(6)</td>
<td>$I^0, IV^0$</td>
<td>$\frac{12L}{1+6L} c(B)$</td>
</tr>
</tbody>
</table>

Table 5.4: Generating functions of Euler characteristic of crepant resolutions of Tate’s models with trivial Mordell-Weil groups. $S$ is the divisor over which the generic fiber is of type given by the Kodaira fiber and $L = c_1(\mathcal{L})$ where $\mathcal{L}$ is the fundamental line bundle of the Weierstrass model.
<table>
<thead>
<tr>
<th>Models</th>
<th>$\chi(Y_3)$, Euler characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth Weierstrass</td>
<td>$12L(c_1 - 6L)$</td>
</tr>
<tr>
<td>SU(2)</td>
<td>$6(2c_1L - 12L^2 + 6LS - 3S^2)$</td>
</tr>
<tr>
<td>SU(3) or USp(4) or G₂</td>
<td>$12(c_1L - 6L^2 + 4LS - 2S^2)$</td>
</tr>
<tr>
<td>SU(4) or Spin(7)</td>
<td>$4(3c_1L - 18L^2 + 16LS - 5S^2)$</td>
</tr>
<tr>
<td>Spin(8) or $F_4$</td>
<td>$12(c_1L - 6L^2 + 6LS - 2S^2)$</td>
</tr>
<tr>
<td>SU(5)</td>
<td>$2(6c_1L - 36L^2 + 40LS - 15S^2)$</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>$4(3c_1L - 18L^2 + 2LS - 8S^2)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$6(2c_1L - 12L^2 + 13LS - 6S^2)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$2(6c_1L - 36L^2 + 40LS - 21S^2)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$12(c_1L - 6L^2 + 10LS - 5S^2)$</td>
</tr>
<tr>
<td>SO(3)</td>
<td>$12L(c_1 - 4L)$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$4L(3c_1 - 8L)$</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$12L(c_1 - 2L)$</td>
</tr>
</tbody>
</table>

**Table 5.5:** Euler characteristic for elliptic threefolds

<table>
<thead>
<tr>
<th>Models</th>
<th>$\chi(Y_4)$, Euler characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth Weierstrass</td>
<td>$12L(-6c_1L + c_1 + 36L^2)$</td>
</tr>
<tr>
<td>SU(2)</td>
<td>$6(-12c_1L + 5c_1LS - c_1S^3 + 2c_1L + 72L^2 - 54L^2S + 15LS^2 - S^3)$</td>
</tr>
<tr>
<td>SU(3) or USp(4) or G₂</td>
<td>$12(-6c_1L^2 + 4c_1LS - c_1S^3 + c_1L + 36L^2 - 42L^2S + 17LS^2 - 2S^3)$</td>
</tr>
<tr>
<td>SU(4) or Spin(7)</td>
<td>$4(-18c_1L + 16c_1LS - 6c_1S^3 + c_1L + 108L^2 - 166L^2S + 89LS$ $-$ $15S^3)$</td>
</tr>
<tr>
<td>SU(5)</td>
<td>$-72c_1L^2 + 80c_1LS - 30c_1S^3 + 12c_1L + 432L^2 - 810L^2S + 55LS^2 - 120S^2)$</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>$4(-18c_1L^2 + 21c_1LS - 8c_1S^3 + c_1L + 108L^2 - 210L^2S + 140LS$ $-$ $30S^2)$</td>
</tr>
<tr>
<td>Spin(8) or $F_4$</td>
<td>$12(-6c_1L^2 + c_1L + 36L^2 + 6c_1LS - 2c_1S^3 + 6LS^2 + 3yLS^2 - 6S^2)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$3(-12c_1L^2 + 30c_1LS - 12c_1S^3 + 4c_1L + 144L^2 - 288L^2S + 195LS^2 - 42S^2)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$21(-18c_1L^2 + 6c_1LS - 2c_1S^3 + 6c_1L + 216L^2 - 454L^2S + 321LS^2 - 72S^2)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$12(-6c_1L^2 + 10c_1LS - 5c_1S^3 + c_1L + 36L^2 - 90L^2S + 75LS^2 - 20S^2)$</td>
</tr>
<tr>
<td>SO(3)</td>
<td>$12L(16L^2 - 4c_1L^2)$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$4L(20L^2 - 8c_1L + 3c_1)$</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$12L(4L^2 - 2c_1L + c_1)$</td>
</tr>
</tbody>
</table>

**Table 5.6:** Euler characteristic for elliptic fourfolds

<table>
<thead>
<tr>
<th>Models</th>
<th>$\chi(Y_5)$, Euler characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth Weierstrass</td>
<td>$12c_1 + 360c_1^2$</td>
</tr>
<tr>
<td>SU(2)</td>
<td>$6(2c_1 + 60c_1^2 - 49c_1S^3 + 140c_1S^2 - 2S^3)$</td>
</tr>
<tr>
<td>SU(3) or USp(4) or G₂</td>
<td>$12(2c_1 + 30c_1 - 38c_1S^3 + 166c_1S^2 - 2S^3)$</td>
</tr>
<tr>
<td>SU(4) or Spin(7)</td>
<td>$12(3c_1 + 30c_1 - 50c_1S^3 + 28c_1S^2 - 5S^3)$</td>
</tr>
<tr>
<td>Spin(8) or $F_4$</td>
<td>$12(2c_1 + 30c_1 - 54c_1S^3 + 32c_1S^2 - 6S^3)$</td>
</tr>
<tr>
<td>SU(5)</td>
<td>$3(4c_1 + 120c_1^2 - 250c_1S^3 + 175S^2 + 40S^3)$</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>$12(6c_1 + 30c_1 - 63c_1S^3 + 44c_1S^2 - 10S^3)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$3(4c_1 + 120c_1^2 - 250c_1S^3 + 175S^2 + 40S^3)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$6(2c_1 + 60c_1^2 - 135c_1S^3 + 100c_1S^2 - 24S^3)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$12(4c_1 + 30c_1 - 80c_1S^3 + 70c_1S^2 - 20S^3)$</td>
</tr>
<tr>
<td>SO(3)</td>
<td>$12c_1(12c_1 + c_1)$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$12c_1(4c_1^2 + c_1)$</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$12c_1(2c_1^2 + c_1)$</td>
</tr>
</tbody>
</table>

**Table 5.7:** Euler characteristic for Calabi-Yau elliptic fourfolds where $c_1 = L$. 
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<table>
<thead>
<tr>
<th>Algebra</th>
<th>Group</th>
<th>Kodaira Fiber</th>
<th>$h^1(Y_3)$</th>
<th>$h^{1,1}(Y_3)$</th>
<th>$\chi(Y_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-$</td>
<td>${e}$</td>
<td>$I_1$</td>
<td>$11 - K^2$</td>
<td>$11 + 29K^2$</td>
<td>$-60K^2$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$SU(2)$</td>
<td>$I_{1}^{\text{I}}, I_{12}^{\text{II}}, I_{13}^{\text{III}}, IV_{1}^{\text{IV}}$</td>
<td>$12 - K^2$</td>
<td>$12 + 29K^2 + 15KS + 5S$</td>
<td>$-60K^2 - 30KS - 6S^3$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$SU(3)$</td>
<td>$I_{1}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$13 - K^2$</td>
<td>$13 + 29K^2 + 24KS + 6S^3$</td>
<td>$-60K^2 - 48KS - 12S^3$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$SU(4)$</td>
<td>$I_{1}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$14 - K^2$</td>
<td>$14 + 29K^2 + 32KS + 10S^3$</td>
<td>$-60K^2 - 64KS - 20S^3$</td>
</tr>
<tr>
<td>$D_4$</td>
<td>$Spin(8)$</td>
<td>$I_{5}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$15 - K^2$</td>
<td>$15 + 29K^2 + 36KS + 12S^3$</td>
<td>$-60K^2 - 72KS - 24S^3$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$Spin(7)$</td>
<td>$I_{5}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$16 - K^2$</td>
<td>$16 + 29K^2 + 42KS + 16S^3$</td>
<td>$-60K^2 - 80KS - 32S^3$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$SU(5)$</td>
<td>$I_{1}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$17 - K^2$</td>
<td>$17 + 29K^2 + 45KS + 18S^3$</td>
<td>$-60K^2 - 90KS - 36S^3$</td>
</tr>
<tr>
<td>$D_5$</td>
<td>$Spin(10)$</td>
<td>$I_{5}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$18 - K^2$</td>
<td>$18 + 29K^2 + 49KS + 21S^3$</td>
<td>$-60K^2 - 98KS - 42S^3$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$Spin(12)$</td>
<td>$I_{5}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$19 - K^2$</td>
<td>$19 + 29K^2 + 60KS + 30S^3$</td>
<td>$-60K^2 - 120KS - 60S^3$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$SO(3)$</td>
<td>$I_{1}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$20 - K^2$</td>
<td>$20 + 29K^2 + 65KS + 35S^3$</td>
<td>$-60K^2 - 130KS - 70S^3$</td>
</tr>
<tr>
<td>$B_1$</td>
<td>$SO(5)$</td>
<td>$I_{1}^{\text{I}}, IV_{1}^{\text{II}}$</td>
<td>$21 - K^2$</td>
<td>$21 + 29K^2 + 70KS + 40S^3$</td>
<td>$-60K^2 - 140KS - 80S^3$</td>
</tr>
</tbody>
</table>

Table 5.8: Hodge numbers and Euler characteristic of Calabi-Yau threefolds obtained from crepant resolutions of Tate's models.
5.9 Discussion

In this chapter, we have computed the generating functions for the Euler characteristics of $G$-models obtained by crepant resolutions of Weierstrass models with bases of arbitrary dimension. The case of $G$-models that are also Calabi–Yau varieties is important in string theory and is treated here as a special case. In particular, we list the Euler characteristic of $G$-models that are elliptic threefolds and fourfolds. For Calabi–Yau threefolds, we also compute the Hodge numbers. These results are insensitive to the particular choice of resolution due to Batyrev’s theorem on the Betti numbers of crepant birational equivalent varieties and Kontsevich’s theorem on the Hodge numbers of birational equivalent Calabi–Yau varieties [29, Kontsevich]. We have considered all possible $G$-models with $G$ a simple Lie group, except for the case of Kodaira fibers $I_{n>5}$ and $I_{n>4}^*$. We start with a $G$-model given by a singular Weierstrass model $\phi : Y_o \to B$ with a fundamental line bundle $\mathcal{L}$ (in the Calabi–Yau case, $c_1(\mathcal{L}) = c_1(TB)$). Given a crepant resolution $f : Y \to Y_o$ determined by a sequence of blowups with smooth centers that are complete intersections with normal crossings, we compute the Euler characteristic of $Y$ as the degree of its total Chern class defined in homology

$$\chi(Y) = \int_Y c(Y).$$

We work relative to a smooth base $B$ of arbitrary dimension. Using the functorial properties of the degree, we pushforward first to the Chow ring of the projective bundle and then to the Chow ring
of the base:

\[ \chi(Y) = \int_B \pi_\ast f_\ast c(Y). \]

The final result is a generating function for the Euler characteristic.

A key result of this work is Theorem 5.0.1, which has numerous applications in intersection theory. We also provide a simple proof of an identity (Lemma 5.0.3) that can be traced back to Jacobi’s thesis and appears in numerous situations in mathematics and physics, which is instrumental in the proof of Theorem 5.0.1.

We also retrieve in a unifying way known results on the Euler characteristics and Hodge numbers of Calabi–Yau threefolds. Furthermore, we have proven *en passant* a conjecture of Blumenhagen, Grimm, Jurke, and Weigand [44] on the Euler characteristics of Calabi–Yau fourfolds that are $G$-models with $G$ belonging to the exceptional series. One interesting point that is almost trivial from the perspective taken in this chapter is that certain $G$-models with different $G$ will have the same Euler characteristic just because they are resolved by the same sequence of blowups.
Theoretical physicists accept the need for mathematical beauty as an act of faith... For example, the main reason why the theory of relativity is so universally accepted is its mathematical beauty.

Paul Dirac

Characteristic numbers of crepant resolutions of Weierstrass models

We restrict ourselves to the case of elliptic fibrations with a unique divisor over which the generic fiber is reducible. We also consider only elliptic fibration of complex dimension four with a trivial Mordell–Weil group. That corresponds to groups $G$ that are simple and simply-connected. We note
that our techniques apply without subtleties to the cases with non-trivial Mordell–Weil groups or to cases where $G$ is semi-simple. The elliptic fibrations that we analyze are all given explicitly by crepant resolutions of singular Weierstrass models as discussed in section 6.5.

In our analysis, we do not impose the Calabi–Yau condition since it will reduce the problem to a computation of Euler characteristics, which is already addressed in [114]. The Calabi–Yau fourfold case is reviewed in section 6.2.1. We also point out integrality issues for the invariant $\chi_1(Y)$ in the cases of $SU(5)$, $SU(6)$, and $E_6$ in section 6.2.3. We compute the characteristic numbers by explicitly performing pushforwards after correcting the Chern classes to take into account the effect of the sequence of blowups necessary to define the crepant resolution.

6.1 Strategy and roadmaps of results

The data at the heart of our computations are the lists of blowups that give a crepant resolution for each of these $G$-models. We can summarize our strategy as follows

1. The $G$-models considered in this chapter are defined by crepant resolutions of Weierstrass models given in section 2.2.6.

2. They crepant resolutions are obtained by sequence of blowups given in Table 5.2.

3. The Chern numbers and Pontryagin numbers of the $G$-models are listed respectively in Table 6.4 and Table 6.6.

4. The holomorphic genera are listed in Table 6.5.
5. The invariant \( X_8(Y) \), the signature \( \sigma(Y) \), and the \( \hat{A} \)-genus are given in Table 6.7.

Let \( \pi : X_0 \to B \) be the projective bundle in which the Weierstrass model \( Y_0 \) is defined. We define a crepant resolution \( f : Y \to Y_0 \) by a composition of \( k \) blowups \( f_i : X_i \to X_{i-1} \), \( i = 1, \cdots, k \) with smooth centers that are transverse complete intersections in \( X_i \). Using Theorem 2.7.11 for each \( f_i \), we compute the Chern classes of each \( X_i \) and by adjunction. We then determine the Chern classes of \( Y \) by adjunction.

For an element \( Q \) of the Chow ring \( A^*(Y) \), we compute \( \int_Y Q \) as a function of the topology of the base as follows. Using Theorem 5.0.1, we then express the Chern numbers in terms of the Chow ring of the original ambient space \( X_0 \) in which the Weierstrass model is defined. Next, we pushforward these to the base \( B \) of the elliptic fibration using Theorem 5.0.4. Since we fix the base to be a threefold, we can also simply use Lemmas 2.7.15–2.7.17 for our pushforwards. In summary we get,

\[
\int_Y Q = \int_{X_k} Q \cdot [Y] = \int_B \pi_* f_1^* f_2^* \cdots f_k^* \left( Q \cdot [Y] \right).
\]

(6.1)

The following theorem gives the behaviors of intersection numbers involving Chern classes and Pontryagin classes of dimension too small to give Chern or Pontryagin numbers. To give a number, they must be multiplied by an element of the Chow ring of appropriate dimension.

**Theorem 6.1.1.** Let \( \phi : Y \to B \) be an elliptic fibration given by the crepant resolution of a singular Weierstrass model of dimension \( n \). Then,

\[
\int_Y c_i(TY) \cdot \alpha = \int_B (c_i - L)^i \cdot \phi_* \alpha, \quad \alpha \in A^*(Y),
\]

(6.2)
\[
\int_{Y} c_1(TY) \cdot \phi^* \beta = \int_{B} (c_1 - L)^i \beta, \quad \beta \in A^*(B), \quad (6.3)
\]

\[
\int_{Y} c_1^2(TY) = \int_{B} (c_1 - L)^2 = 0, \quad (6.4)
\]

\[
\int_{Y} c_3(TY) \cdot \phi^* \beta = \int_{B} \phi^*(c_3(TY)[Y]) \cdot \beta, \quad \beta \in A^*(B), \quad (6.5)
\]

\[
\int_{Y} c_2(TY) \cdot \phi^* \beta = 12 \int_{B} L \cdot \beta, \quad \beta \in A^*(B), \quad (6.6)
\]

\[
\int_{Y} p_3(TY) \cdot \phi^* \beta = \int_{B} (c_1 - L)^3 \beta - 24 \int_{B} L \cdot \beta \quad \beta \in A^*(B) \quad (6.7)
\]

where \( \phi^*(c_3(TY)[Y]) \) is given in Table 6.3 for the G-models considered in this chapter and is invariant of a choice of a crepant resolution.

**Proof.** Since \( Y \) is a crepant resolution of a Weierstrass model, we have that the first Chern class of \( Y \) is the pullback \( c_1(TY) = \phi^*(c_1 - L) \). Equation (6.2) is therefore a direct consequence of the projection formula and the invariance of the degree under a proper map:

\[
\int_{Y} \phi^*(c_1 - L)^i \alpha = \int_{B} \phi^*(\phi^*(c_1 - L)^i \alpha) = \int_{B} (c_1 - L)^i \phi \alpha.
\]

Equations (6.3) and (6.4) are direct specializations of equation (6.2). In particular, if \( Y \) is an \( n \)-fold, we have \( \int_{Y} \phi^*(c_1 - L)^n = \int_{B}(c_1 - L)^n = 0 \). Equation (6.5) is also a direct consequence of the projection formula. Equation (6.6) follows from Theorem 2.7.18 and the fact that \( \int_{Y_0} \pi_* c_2 = 12L \) for a smooth Weierstrass model \( \pi : Y_0 \to B \). Theorem 2.7.18, asserts that for any crepant blowup centered at a transverse complete intersection of smooth divisors, we have \( f_* (c_2(TY) \cdot [Y]) = c_2(TY_0) \cdot [Y_0] \). We note that these are exactly the types of blowups we use in section 6.5. Equation
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(6.7) is derived by linear combination using $p_1 = c_1^2 - 2c_2$ and equations (6.3) and (6.6).

<table>
<thead>
<tr>
<th>Algebra</th>
<th>$\mu_G = \int_Y c_1^2(TY) - \int_{Y_0} c_2^2(TY_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$-2 \int_B S(7L - S)^2$</td>
</tr>
<tr>
<td>$A_2$, $C_2$, $G_2$</td>
<td>$-8 \int_B S(19L^2 - 8LS + S^2)$</td>
</tr>
<tr>
<td>$A_3$, $B_3$</td>
<td>$-4 \int_B S(50L^2 - 28LS + 5S^2)$</td>
</tr>
<tr>
<td>$D_4$, $F_4$</td>
<td>$-8 \int_B S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$-5 \int_B S(50L^2 - 35LS + 8S^2)$</td>
</tr>
<tr>
<td>$D_5$</td>
<td>$-4 \int_B S(63L^2 - 44LS + 10S^2)$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>$- \int_B S(298L^2 - 251LS + 70)$</td>
</tr>
<tr>
<td>$A_6$</td>
<td>$-2 \int_B S(174L^2 - 171LS + 56S^2)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$-3 \int_B S(86L^2 - 61LS + 14S^2)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$- \int_B (135L^2 - 100LS + 24S^2)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$- \int_B (8L^2 - 7LS + 2S^2)$</td>
</tr>
</tbody>
</table>

Table 6.1: $\mu_G$ for all the $G$-models. $Y$ is the crepant resolution of a singular Weierstrass model corresponding to a $G$-model, and $Y_0$ is a smooth Weierstrass model over the same base with the same fundamental line bundle $\mathcal{L}$.

**Corollary.** Let $\phi : Y \rightarrow B$ be an elliptic fibration given by the crepant resolution of a singular Weierstrass model of dimension $n$ with fundamental line bundle $\mathcal{L}$. Then,

$$\int_Y c_1(TY)^{n-1} c_2(TY) = 12 \int_B (c_1 - L)^{n-1} L.$$  \hspace{1cm} (6.8)
The following theorem shows how the dependence of the Pontryagin numbers on the Kodaira type (or better, on the group $G$) is controlled by the Chern number $\int_Y c_2^2(TY)$.

**Theorem 6.1.2.** For a $G$-model, defined by a crepant resolution of one of the Weierstrass model given in section 2.2.6 and resolved by the sequence of blowups given in Table 5.2, we have

\[
\begin{align*}
\int_Y c_2^2(TY) &= 24 \int_B L(c_2 - c_1 L + 6L^2) + \mu_G, \\
\int_Y p_2(TY) &= 24 \int_B L(2c_2 - c_1^2 + 36L^2) + 7\mu_G, \\
\int_Y p_2^1(TY) &= 48 \int_B L(2c_2 - c_1^2 + 11L^2) + 4\mu_G,
\end{align*}
\]  

(6.9)

where $\mu_G = \int_B S(\alpha_0 L^2 + \alpha_1 LS + \alpha_2 S^2)$ is the contribution from the singularities induced by the Kodaira type over $S$. The different values of $\mu_G$ are listed in Table 6.1. The correction for $\lambda_2 \int_Y p_2 + \lambda_1 \int_Y p_2^1$ is then $(7\lambda_2 + 4\lambda_1)\mu_G$. In particular,

\[
\begin{align*}
\int_Y (p_2^1(TY) - 4p_2(TY)) &= 48 \int_B L(c_2 - 2c_1 - 6L^2) - 24\mu_G, \\
\int_Y (7p_2(TY) - p_2^1(TY)) &= 120 \int_B L(2c_2 - c_1^2 + 46L^2) + 45\mu_G, \\
\int_Y (7p_2^1(TY) - 4p_2(TY)) &= 240 \int_B L(2c_2 - c_1^2 + L^2).
\end{align*}
\]  

(6.10)

**Proof.** This follows directly from an inspection of Table 6.4, Table 6.6, and Table 6.7. 

\[\square\]
6.2 Geometric discussion

6.2.1 The Calabi–Yau fourfold case

In the case of Calabi–Yau fourfolds, knowing the Euler characteristic is enough to also compute other invariants such as the Chern number $c_2(TY)^2$ is a function of the Euler characteristic.

**Theorem 6.2.1.** The Chern numbers and Pontryagin numbers of a Calabi–Yau fourfold are topological invariants depending only on its Euler characteristic.

**Proof.** The only non-zero Chern numbers of a Calabi–Yau fourfold are $\int_Y c_2^2(TY)$ and $\int_Y c_4(TY) = \chi(Y)$. These two Chern numbers are related linearly as

$$\int_Y c_2^2(TY) = 480 + \frac{1}{3} \chi(Y).$$

Thus, for a Calabi–Yau fourfold, all Chern numbers and Pontryagin numbers are topological invariants as they are functions of the Euler characteristic of $Y$. 

For more information see section 6.2.1. It follows that in the Calabi–Yau fourfold case, all Chern and Pontryagin numbers can be read from the computation of the Euler characteristic of $G$-models.
in [114] as we have [196, 279]

\[
\int_Y c_2(TY) = 480 + \frac{1}{3} \chi(Y), \quad \sigma = 32 + \frac{1}{3} \chi(Y),
\]

\[
\chi_0 = 2, \quad \chi_4 = 8 - \frac{1}{6} \chi(Y), \quad \chi_2 = 12 + \frac{2}{3} \chi(Y),
\]

\[
\chi_8 = -\frac{1}{24} \chi(Y), \quad \frac{1}{5760} \int_Y \hat{A}_2 = 2.
\]

For G-models, the Euler characteristic of a Calabi–Yau fourfold is given in Table 10 of [114], which
we reproduce here for completeness. We notice that the same table can be obtained from the Euler
characteristic \( c_4(TY) \) after putting \( L = c_1 \), which is the condition that ensure that the canonical class
of \( Y \) is trivial.

<table>
<thead>
<tr>
<th>Models</th>
<th>( \chi(Y_4) ), Euler characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth Weierstrass</td>
<td>( 12 \int_B (c_1 c_2 + 30c^3) )</td>
</tr>
<tr>
<td>SU(2)</td>
<td>( 6 \int_B (2c_1 c_2 + 60c_1^2 - 49c_2^2 S + 14c_2 S^2 - S^3) )</td>
</tr>
<tr>
<td>SU(3) or USp(4) or ( G_2 )</td>
<td>( 12 \int_B (c_1 c_2 + 30c_1^2 - 38c_1^2 S + 16c_1 S^2 - 2S^3) )</td>
</tr>
<tr>
<td>SU(4) or Spin(7)</td>
<td>( 12 \int_B (3c_1 c_2 + 30c_1^2 - 50c_1^2 S + 28c_2 S^2 - 5S^3) )</td>
</tr>
<tr>
<td>Spin(8) or ( F_4 )</td>
<td>( 12 \int_B (c_1 c_2 + 30c_1^2 - 54c_1^2 S + 32c_1 S^2 - 6S^3) )</td>
</tr>
<tr>
<td>SU(5)</td>
<td>( 3 \int_B (4c_1 c_2 + 120c_1^2 - 250c_2^2 S + 175c_2 S^2 - 40S^3) )</td>
</tr>
<tr>
<td>SU(6)</td>
<td>( 3 \int_B (4c_1 c_2 + 120c_1^2 - 298c_1^2 S + 251c_2 S^2 - 70S^3) )</td>
</tr>
<tr>
<td>SU(7)</td>
<td>( 6 \int_B (2c_1 c_2 + 60c_1^2 - 174c_1^2 S + 171c_1 S^2 - 56S^3) )</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>( 12 \int_B (c_1 c_2 + 30c_1^2 - 63c_1^2 S + 44c_1 S^2 - 10S^3) )</td>
</tr>
<tr>
<td>( E_6 )</td>
<td>( 3 \int_B (4c_1 c_2 + 120c_1^2 - 258c_2^2 S + 183c_2 S^2 - 42S^3) )</td>
</tr>
<tr>
<td>( E_7 )</td>
<td>( 6 \int_B (2c_1 c_2 + 60c_1^2 - 135c_1^2 S + 100c_1 S^2 - 24S^3) )</td>
</tr>
<tr>
<td>( E_8 )</td>
<td>( 12 \int_B (c_1 c_2 + 30c_1^2 - 80c_1^2 S + 70c_1 S^2 - 20S^3) )</td>
</tr>
</tbody>
</table>

Table 6.2: Euler characteristic for Calabi–Yau elliptic fourfolds where \( c_1 = L \).
6.2.2 A geometric interpretation of the $\hat{A}$-genus and the Todd-genus of a $G$-model.

In this section, we will see that the $\hat{A}$-genus of a $G$-model $Y$ can be understood as the $A$-genus of the surface $W$ with normal bundle $L$ in the base $B$. We call $W$ the Weierstrass divisor.

The $\hat{A}$-genus of a $G$-model is

$$\int_Y \hat{A}(Y) = \frac{1}{5760} \int_Y (7p_1^2 - 4p_2) = \frac{1}{24} \int_B L(-c_1^2 + 2c_2 + L^2) = \int_W \hat{A}(W).$$

We compute the Chern classes of $W$ by the adjunction formula:

$$c(TW) = \frac{c(TB)}{1 + L} = 1 + (c_1 - L) + (c_2 - c_1L + L^2).$$

It is then direct to determine the first Pontryagin class of $W$:

$$\int_W p_1(TW) = c_1(TW)^2 - 2c_2(TW) = (c_1 - L)^2 - 2(c_2 - c_1L + L^2) = c_1^2 - 2c_2 - L^2.$$  

Since $W$ is a surface, it has a unique Pontryagin number, namely $\int_W p_1(TW)$:

$$\int_W p_1(TW) = \int_B L(c_1^2 - 2c_2 - L^2) = -24 \int_W \hat{A}(W).$$

The last equality uses the fact that $\hat{A}_1 = -p_1/24$. If $W$ is a spin manifold, $\int_W \hat{A}_1(W)$ is an integer
number and so is $\hat{A}(Y)$. We note that $Y$ has a vanishing canonical class if and only if $W$ does too. In other words, $Y$ is Calabi–Yau if and only if $W$ is a $K3$ surface. In that case, $\hat{A}(Y) = \hat{A}(W) = 2$.

A direct computation shows that the arithmetic genus of $Y$ is the same as the arithmetic genus of the surface $W$.

\[
\chi(W, O_W) = \frac{1}{12} \int_W (\xi_1(TW)^2 + c_2(TW)) = \chi_0(Y). \tag{6.11}
\]

\[
\chi(W, O_W) = \frac{1}{12} \int_B (1 - e^{-L}) Td(TB) = \frac{1}{12} \int_W (\xi_1(TW)^2 + c_2(TW)) = \chi_0(Y). \tag{6.12}
\]

\section*{6.2.3 Integrability problems for SU(5) and E6 Calabi–Yau fourfolds.}

A Calabi–Yau fourfold $Y$ has a trivial canonical class and therefore satisfies the following relation

\[
\chi_1(Y) := \chi(\Omega^1_Y) = \sum_{p=0}^{4} (-)^p b^{p,p}(Y) = 8 - \frac{1}{6} \hat{A}(Y). \tag{6.13}
\]

Since $\chi_1(Y)$ is obtained by adding and subtracting Hodge numbers, it is an integer number. Thus, the Euler characteristic $\chi(Y)$ of a Calabi–Yau fourfold should be a multiple of 6. By a direct inspection of Table 6.2, we observe that this is indeed the case for each $G$-models without any additional condition with the exception of SU(5), SU(6), and E6.

\textbf{Lemma 6.2.2.} Let $S$ be the smooth divisor supporting a generic fiber of Kodaira type $I_s$, $I_6$ or $IV^{ns}$ in the SU(5), SU(6) or E6 model. The The Euler characteristics of the SU(5)-model, SU(6), and the
$E_6$-model are divisible by 6 in the Calabi–Yau case if and only if

\[ \int_B c_1(TB)S^2 \text{ is an even integer number}. \] (6.14)

This condition is clearly not always realized as seen in Example 6.2.3. If $c_1(TB)$ or $S$ is an even class, or if $B$ is a flat fibration with fiber $S$, the condition is automatically satisfied. A geometric situation naturally realizing the condition that $\int_B c_1(TB)S^2$ is even is presented in Example 6.2.4.

**Example 6.2.3.** If $B$ is a smooth quadric threefold in $\mathbb{P}^4$ and $S$ is the intersection of a hyperplane of $\mathbb{P}^4$ with $B$, then, $\int_B c_1(TB)S^2 = (5 - 2)t^2 = 3$. Note that a smooth quadric threefold is Fano. Thus we can construct a Weierstrass model with $L$ the anticanonical line bundle of $B$.

**Example 6.2.4.** The line bundle $\mathcal{O}_B(S)$ has two distinct sections whose zero loci are smooth transverse divisors in $B$, then we can compute their complete intersection, which gives a smooth curve in $B$. By the adjunction formula, the first Chern class of such a curve would be $c_1(TB) - 2S$. It follows that its Euler characteristic is $2 - 2g = \int_B (c_1 - 2S)S^2$. In such a case, we see that $\int_S c_0S^2 = 2(1 - g + \int_B S^2)$ is an even number.

### 6.3 Invariance of characteristic numbers

In contrast to Chern numbers, Pontryagin numbers are oriented diffeomorphism invariants. There are even oriented homeomorphic invariants as proven by Novikov in the 1960s [253]. It follows that characteristic classes that are expressed in terms of Pontryagin classes and the Euler characteristic are...
both oriented diffeomorphic invariants and oriented homeomorphic invariants. In contrast to the Euler characteristic, Pontryagin numbers change their signs when the variety changes its orientation. Thus, if any Pontryagin class of a variety is non-zero, the variety cannot possess any orientation reversing diffeomorphism (or homeomorphism).

In 1954, Hirzebruch asked in [170] which linear combinations of Chern numbers of a nonsingular projective variety are topological invariants. Since a complex projective variety comes with a special choice of orientation, it is natural to restrict Hirzebruch question to oriented homeomorphism or an oriented diffeomorphism. With that restriction, the question was answered by Kotschick in the following theorem.

**Theorem 6.3.1** (Kotschick, [206]).

1. A rational linear combination of Chern numbers is an oriented diffeomorphism invariant of a smooth complex projective variety if and only if it is a linear combination of the Euler and Pontryagin numbers.

2. In complex dimension $n \geq 3$, a rational linear combination of Chern numbers is a diffeomorphism invariant of smooth complex projective varieties if and only if it is a multiple of the Euler characteristic. In complex dimension two, both Chern numbers $\int c_1^2$ and $\int c_2$ are oriented diffeomorphism invariant.

The statement about surfaces is a consequence of Seiberg-Witten’s theory [204, 205].

There are also invariants such as the Euler characteristic, the holomorphic genus, the holomorphic genera, and the signature, which are linear combination of Hodge numbers. Hodge numbers are known to be the same for varieties in the same $K$-equivalence class. The following theorem char-
acterizes which linear combinations of Chern numbers are also linear combinations of Hodge numbers.

**Lemma 6.3.2** (Kotschick, [206]). A rational linear combination of Chern numbers of a smooth complex projective variety is determined by the Hodge numbers if and only if it is a linear combination of the holomorphic genera $\chi_p$.

The Euler characteristic is a homotopy invariant while the signature is an oriented homotopy invariant. The following theorem of Kahn characterizes linear combination of Chern numbers that are oriented homotopy invariants.

**Theorem 6.3.3** (Kahn, [183]). A linear rational combination of Chern numbers is an oriented homotopy invariant, for almost-complex manifolds, if and only if it is a rational linear combination of the Euler characteristic and the signature of the manifold.

### 6.4 Pushforward of blowups and projective bundles.

We use the pushforward theorems summarized in Section 2.7. Using these, we can compute characteristic numbers of the fourfolds in the following examples.

#### 6.4.1 Example: Todd class of a flat fibration of genus-$g$ curves.

**Theorem 6.4.1** (Esole-Fullwood-Yau, [109, Theorem A.1]). Let $\phi : X \rightarrow B$ be a proper and flat morphism between smooth projective varieties such that the generic fiber of $\phi$ is a smooth curve of genus $g$. Then $\phi_* : H^n(X, \mathbb{Q}) \rightarrow H^n(B, \mathbb{Q})$ is an isomorphism for all $n$. In particular, the Todd class $\tau(X)$ of $X$ is given by

$$\tau(X) = \frac{1}{\chi(X) - 1 + \tau(X)}$$

where $\chi(X)$ is the Euler characteristic of $X$.
g. Then

$$
\phi^* \operatorname{Td}(X) = \left(1 - c_b(\phi^* \omega_{X/B}^\vee)\right) \operatorname{Td}(B),
$$

(6.15)

where $\omega_{X/B}$ is the relative dualizing sheaf of the fibration.

When the variety $Y$ is smooth, $\omega_{X/B} = \omega_Y \otimes (\phi^* \omega_B)^\vee$. In particular, in the case of an elliptic fibration, we get

$$
\phi^* \operatorname{Td}(Y) = (1 - e^{-L}) \operatorname{Td}(B),
$$

(6.16)

where $L = c_1(\mathcal{L})$ and $\mathcal{L}$ is the fundamental line bundle of the Weierstrass model.

The previous theorem shows that the holomorphic Euler characteristic depends only on the base and the line bundle $\mathcal{L}$. In particular, for a $G$-model, it does not depend on the Kodaira type.

the holomorphic arithmetic genus of $Y$ is the same as $\chi(W, \mathcal{O}_W)$ where $W$ is the Weierstrass divisor defined as the zero locus of a smooth section of $\mathcal{L}$. See [109, Appendix A].

$$
\chi_o(Y) = \int_Y \phi^* \operatorname{Td}(Y) = \chi(W, \mathcal{O}_W).
$$

(6.17)

6.4.2 Example: Smooth Weierstrass model

The Euler characteristic of a smooth Weierstrass model $Y_o \to B$ with fundamental line bundle $\mathcal{L}$ is

$$
\chi(Y_o) = 12L \int_B \frac{1}{1 + 6L} c(TB), \quad \text{where } L = c_1(\mathcal{L}).
$$

(6.18)
For an elliptic fourfold given by a smooth Weierstrass model:

\[
\chi_0(Y_0) = \frac{1}{12} \int_B L(c_1^2 + c_2 - 3c_1L + 2L^2), \quad \chi_1(Y_0) = -\frac{1}{3} \int_B L(2c_1^2 + 5c_2 - 54c_1L + 232L^2),
\]

(6.19)

\[
\chi_2(Y_0) = -\frac{1}{2} \int_B L(3c_1^2 - 17c_2 + 71c_1L - 554L^2).
\]

(6.20)

Using the adjunction formula, we have

\[
c(TY_0) = \frac{(1 + H)(1 + H + 2L)(1 + H + 3L)}{(1 + 3H + 6L)}(1 + c_1(TB) + c_2(TB) + c_3(TB))
\]

(6.21)

We abuse notation and do not write the pullback. By expanding, we get:

\[
c_1(TY_0) = c_1 - L, \quad c_2(TY) = c_2 - c_1L + 13HL + 12L^2 + 3H^2,
\]

\[
c_3(TY_0) = -72L^3 + 12c_1L^2 - c_3L + c_4 + H(13c_3L - 108L^2) + H^2(3c_4 - 52L) - 8H^3
\]

(6.22)

\[
c_4(TY_0) = \left(-72c_1L^3 + 12c_2L^2 - c_4L + 432L^4\right) + H(-108c_1L^2 + 13c_2L + 86L^2)
\]

\[+ \left(-52c_1L + 3c_2 + 636L^2\right)H^2 + \left(204L - 8c_1\right)H^3 + 24H^4.
\]

**Theorem 6.4.2** (Chern and Pontryagin numbers of a smooth Weierstrass fourfold). Let \( B \) be a projective threefold and \( \phi : Y_0 \to B \) be a smooth Weierstrass model with fundamental line bundle \( L \).

Denoting the first Chern class of \( L \) by \( L \) and writing the \( i \)th Chern class of the base \( B \) simply as \( c_i \), the
Chern and Pontryagin numbers of $Y_0$ are

\[ \int_{Y_0} c^4(TY_0) = 0, \quad (6.23) \]
\[ \int_{Y_0} c_1(TY_0)c_2(TY_0) = 12 \int_B L(c_1 - L)^2, \quad (6.24) \]
\[ \int_{Y_0} c_2(TY_0) = 24 \int_B L(6L^2 - c_1L + c_2), \quad (6.25) \]
\[ \int_{Y_0} c_1(TY_0)c_3(TY) = 12 \int_B L(c_1 - 6L)(c_1 - L), \quad (6.26) \]
\[ \int_{Y_0} c_4(TY_0) = 12 \int_B L(36L^2 - 6Lc_1 + c_2), \quad (6.27) \]
\[ \int_{Y_0} p_2(TY_0) = -24 \int_B L(-c_1^2 + 2c_2 + 36L^2), \quad (6.28) \]
\[ \int_{Y_0} p_1^2(TY_0) = -48 \int_B L(c_1^2 - 2c_2 - 11L^2). \quad (6.29) \]

**Proof.** For each entries, we use (6.22) and compute

\[ \int_{Y_0} A = \int_{X_0} A \cdot (3H + 6L) = 3 \int_B \pi_*[A \cdot (H + 2L)]. \]

The pushforward is then evaluated using Theorem 5.0.4 or Lemma 2.7.17.

For instance, $\int_{Y_0} c_4(TY_0) = \int_{X_0} c_4(TY_0)(3H + 6L)$. Since terms independent of $H$ or linear in $H$
will not contribute (see Lemma 2.7.17), we have

\[ \int_{Y_0} c_4(T Y_0) = \int_{X_0} c_4(T Y_0)(3H + 6L) \]

\[ = \int_B \pi_* \left( H^4 \left( -204c_1L + 9c_2 + 3132L^2 \right) + H^2 \left( -636c_1L^2 + 57c_2L + 6408L^3 \right) + \right) \]

\[ H^4 \left( 756L - 244c_1 \right) + 72H^5 \right) \]

\[ = 12 \int_B L(36L^2 - 6Lc_1 + c_2) \]

Using Lemma 2.7.17, we implement the pushforward with the substitution \( H^a \to 1, H^b \to -5L, \)

\( H^4 \to 19L^2, H^5 \to -65L^3 \), which gives the final answer.

As a direct application of Theorem 6.4.2, we compute the following invariants for a smooth Weierstrass model.

**Theorem 6.4.3** \((L\text{-genus}, \tilde{A}\text{-genus}, \text{and } X_8 \text{ invariant of a smooth Weierstrass model}).** Let \( B \) be a projective threefold and \( \phi : Y_0 \to B \) be a smooth Weierstrass model with fundamental line bundle \( \mathcal{L} \). Denoting the first Chern class of \( \mathcal{L} \) by \( L \) and the \( i \)th Chern class of the base \( B \) simply by \( c_i \), then, we have

\[ 45\sigma = \int_{Y_0} \left( 7p_2(T Y_0) - p_1^3(T Y_0) \right) = 120 \int_B L(-c_1^2 + 2c_2 + 46L^2), \tag{6.30} \]

\[ 5760 \int_{Y_0} \hat{A}_1 = \int_{Y_0} \left( 7p_1^2(T Y_0) - 4p_2(T Y_0) \right) = 240 \int_B L(-c_1^2 + 2c_2 + L^2), \tag{6.31} \]

\[ 192X_8 = \int_{Y_0} \left( p_1^2(T Y_0) - 4p_2(T Y_0) \right) = 48 \int_B L(c_1 - 2c_2 - 6L^2). \tag{6.32} \]
Proof. True by linearity from the quantities computed in Theorem 6.4.2.

6.4.3 Example: the SU(2)-model

In this section, we discuss in detail the computation of Chern numbers of the SU(2)-model. The result is independent of a choice of a possible Kodaira fiber realizing the Dynkin diagram of type $A_1$ because type $I_2$ and $III$ are resolved by the same blowup. The Weierstrass equations defining SU(2)-models are given in section 2.2.6. The Weierstrass equation is defined in the ambient space as the projective bundle $X_0$, where the projection map is $\pi : X_0 = \mathbb{P}_B[\mathcal{O}_B \oplus \mathcal{L} \otimes ^2 \oplus \mathcal{L} \otimes ^3] \to B$ and the defining equation is a section of $\mathcal{O}(3) \otimes \mathcal{L} \otimes ^6$. Hence, we find

$$c(TX_0) = (1 + H)(1 + H + 3\pi^*L)(1 + H + 2\pi^*L)\pi^*c(TB),$$
$$c(TY_0) = \frac{c(X_0)}{1 + 3H + 6\pi^*L},$$

where $L = c_1(\mathcal{L})$ and $H = c_1(\mathcal{O}_{X_0}(1))$ is the first Chern class of the dual of the tautological line bundle of $\pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \otimes ^2 \oplus \mathcal{L} \otimes ^3) \to B$. We denote by $S = V(s)$ the Cartier divisor supporting the fiber $I_2$ or $III$ with dual graph of Dynkin type $\tilde{A}_1$.

The singular elliptic fibration of an SU(2)-model is resolved by a unique blowup with the center $(x, y, s)$, which we denote as $f : X_1 \to X_0$ with the exceptional divisor $E_1$. The center is a complete intersection of hypersurfaces $V(x), V(y)$, and $V(s)$, whose classes are respectively

$$Z_1 = 2\pi^*L + H, \quad Z_2 = 3\pi^*L + H, \quad Z_3 = \pi^*S.$$
The proper transform of the elliptic fibration $Y_0$ is denoted as $Y$, and is obtained from the total transform of $Y$ by removing $2E_i$. It follows that the class of $Y$ in $X_i$ is

$$[Y] = [f^*(3H + 6\pi^*L) - 2E_i] \cap [X_i].$$

Using Theorem 2.7.11, we have the following Chern class for $X_i$

$$c(TX_i) = (1 + E_i)(1 + f^*Z_i - E_i)(1 + f^*Z_2 - E_i)(1 + f^*Z_3 - E_i)\frac{f^*c(TX_0)}{(1 + f^*Z_1)(1 + f^*Z_2)(1 + f^*Z_3)}.$$ 

The adjunction formula gives

$$c(TY) = \frac{(1 + E_i)(1 + f^*Z_1 - E_i)(1 + f^*Z_2 - E_i)(1 + f^*Z_3 - E_i)}{(1 + f^*H + 6f^*\pi^*L - 2E_i)(1 + f^*Z_1)(1 + f^*Z_2)(1 + f^*Z_3)}f^*c(TX_0).$$

Concretely, we replace $c(TB)$ by the Chern polynomial $c(TB) = 1 + c_1t + c_2t^2 + c_3t^3$, $L$ by $Lt$, and $S$ by $St$. Then, $c_i(TY)$ is given by the coefficient of $t^i$ in the Taylor expansion centered at $t = 0$. From the expansion, we get the following expression (to ease the notation, we do not write the pullbacks).

Thus, by $c_i$, $L$, $S$, and $H$ we mean $f^*\pi^*c_i, f^*\pi^*L, f^*\pi^*S, f^*H$ respectively.

$$c_i(TY) = (c_i - L),$$ \hspace{1cm} (6.33)

$$c_2(TY) = (c_2 - c_1L + 12L^2) + 3H^2 + 13HL + E_i(-4H - 7L + S),$$ \hspace{1cm} (6.34)

$$c_3(TY) = 3c_1H^2 + 13c_1HL + 12c_1L^2 - c_2L + c_3 - 8H^3 - 52H^2L - 108HL^2 - 72L^3.$$
\[ E_1(-4c_1H - 7c_1L + c_1S + 16H^2 + 66HL + 66L^2 - LS - S^2) \]  
\[ + E_2(-10H - 19L + S) + 2E_3, \]
\[ c_4(TY) = (-8c_1H^3 - 52c_1HL - 108c_1H^2L^2 - 72c_1L^3 + 3c_2H^3 + 13c_2HL \]
\[ + 12c_2L^3 - c_1L + 24H^4 + 204H^3L + 636H^2L^2 + 864HL^3 + 432L^4 \]
\[ + E_3(-10c_1H - 19c_1L + c_1S + 59H^2 + 239HL - 4HS + 240L^2 - 8LS - S^2) \]
\[ + E_3(2c_1 - 22H - 45L + S) + 3E_4. \]

We can now compute \( \int_Y c_4^2(TY) \) and apply the pushforward formula of Lemma 2.7.16

\[
\int_Y c_4^2(TY) = \int_{X_1} c_4^2(TY)[Y] = \int_{X_1} c_4^2(TY)(f^*(3H + 6\pi^*L) - 2E_1) \\
= \int_{X_0} f_* \left( c_4^2(TY)(f^*(3H + 6\pi^*L) - 2E_1) \right) \\
= \int_B \pi_* f_* \left( c_4^2(TY)(f^*(3H + 6\pi^*L) - 2E_1) \right) \\
= 2A \int_B L(c_1 - c_1L + 6L^2) - 2 \int_B S(7L - S)^2.
\]  

In the second line, we use \( \int_Y A = \int_{X_1} A \cap [Y] \). In the third line, we use the functorial property \( \int_{X_1} A = \int_{X_0} f_* A \) for a proper map \( f : X_1 \to X_0 \). In the fourth line, we use again the functional property of the degree, but this time, for the proper map \( \pi : X_0 \to B \). In the last line, we use Lemma 2.7.16 to compute the pushforward of \( f \) to \( X_0 \) and then Lemma 2.7.17 to compute of \( \pi \) to.
Using the same logic, we now compute $\int_Y \epsilon_3(\mathcal{T}Y)f^*\pi^*\alpha$.

$$\int_Y \epsilon_3(\mathcal{T}Y)f^*\pi^*\alpha = \int_{X_0} \epsilon_3(\mathcal{T}Y)(f^*(3H + 6\pi^*L) - 2E_i)f^*\pi^*\alpha$$

$$= \int_{X_0} f_*\left(\epsilon_3(\mathcal{T}Y)(3H + 6L - 2E_i)\right)\pi^*\alpha$$

$$= \int_B \pi_*f_*\left(\epsilon_3(\mathcal{T}Y)(3H + 6L - 2E_i)\right)\alpha$$

$$= \int_B 12L(c_1 - 6L)\alpha + 6 \int_B (5L - S)S\alpha. \quad (6.38)$$

In the first line, we use $\int_Y A = \int_{X_1} A \cap [Y]$. The second and third lines are projection formula for $f$ and $\pi$. In the last line, we use Lemma 2.7.16 to compute the pushforward of $f$ to $X_0$ and then Lemma 2.7.17 to compute of $\pi$ to the base $B$.

### 6.5 G-models

The Tate' forms of the $G$-models considered are listed in the first part of Section 5.8. A crepant resolution of each model are given as a sequence of blowups. The blowup centers of the crepant resolutions of all $G$-models considered are listed in Table 5.2. The variable $s$ is a section of the line bundle $\mathcal{O}_B(S)$. In other words, the zero locus $V(s)$ is the divisor $S$ supporting the singular fiber given in the second column.
Table 6.3: Chern numbers after pushforwards to the base. The divisor \( S \) is the one supporting the reducible Kodaira fiber corresponding to the type of the Lie algebra \( \mathfrak{g} \). By definition, \( L = c_1(\mathcal{L}) \) and \( c_i \) denotes the \( i \)th Chern class of the base of the fibration.
<table>
<thead>
<tr>
<th>Group</th>
<th>$c_1^2(TY)$</th>
<th>$c_2(TY)c_1(TY)$</th>
<th>$c_1^3(TY)$</th>
<th>$c_1^2(TY)c_2^2(TY)$</th>
<th>$c_1^3(TY)c_2^2(TY)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(2)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-2S(7L - S)^2$</td>
<td>$+6S(c_1 - 5L - S)$</td>
<td>$+6S(c_1 - 15L - 6S)$</td>
</tr>
<tr>
<td>USp(4)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-8S(19L^2 - 8LS + S^2)$</td>
<td>$+12S(c_1 - 4L - S)$</td>
<td>$+24S(L - 17L - 24S)$</td>
</tr>
<tr>
<td>SU(3)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-8S(37L^2 - 16LS + 5S^2)$</td>
<td>$+24S(c_1 - 6L - S)$</td>
<td>$+7LS(c_1 - 10L)$</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-5S(50L^2 - 33LS + 8S^2)$</td>
<td>$+5S(c_1 - 8L - 5S)$</td>
<td>$+7LS(c_1 - 30L)$</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-4S(65L^2 - 44LS + 10S^2)$</td>
<td>$+4S(c_1 - 10L - S)$</td>
<td>$+8LS(c_1 - 10L - S)$</td>
</tr>
<tr>
<td>SU(6)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-5S(298L^2 - 251LS + 70S^2)$</td>
<td>$+6S(c_1 - 16L - 7S)$</td>
<td>$+6LS(16c_1 - 16S)$</td>
</tr>
<tr>
<td>SU(7)</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-2S(174L^2 - 171LS + 56S^2)$</td>
<td>$+5S(c_1 - 21L - 7S)$</td>
<td>$+4LS(28c_1 - 28S)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-2S(349L^2 - 347LS + 104S^2)$</td>
<td>$+5S(349L^2 - 347LS + 104S^2)$</td>
<td>$+4LS(28c_1 - 28S)$</td>
</tr>
<tr>
<td>E_6</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-5S(86L^2 - 6LS + 14S^2)$</td>
<td>$+18S(c_1 - 3L - 2S)$</td>
<td>$+18LS(9c_1 - 4S)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-9S(4c_1 - 6LS + 14S^2)$</td>
<td>$+2LS(4c_1 - 4S)$</td>
<td>$+9S(4c_1 - 6LS + 14S^2)$</td>
</tr>
<tr>
<td>E_7</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-2S(13S^2 - 60LS + 24S^2)$</td>
<td>$+14S(c_1 - 7S - S)$</td>
<td>$+12LS(49c_1 - 4S)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-6S(7c_1 - 107L - 144S^2)$</td>
<td>$+12LS(49c_1 - 4S)$</td>
<td>$-6S(7c_1 - 107L - 144S^2)$</td>
</tr>
<tr>
<td>E_8</td>
<td>o</td>
<td>$12(L - \ell)^2$</td>
<td>$24L(L(6L - \ell) + c_1)$</td>
<td>$12L(c_1 - 6L)(c_1 - L)$</td>
<td>$12L(6L(L - \ell) + c_1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$-40S(8L^2 - 7LS + 2S^2)$</td>
<td>$+60S(c_1 - 15L - S)$</td>
<td>$+16LS(c_1 - 5L - 24S)$</td>
</tr>
</tbody>
</table>

Table 6.4: Chern numbers of elliptically-fibered fourfolds obtained from crepant resolutions of Tate’s models. The divisor $S$ is supporting the reducible Kodaira fiber corresponding to the type of the Lie algebra. We abuse notation and omit the degree $\int$ in the entries of the table. By definition, $L = c_1(\mathcal{L})$ and $c_i$ denotes the $i$th Chern class of the base of the fibration.
<table>
<thead>
<tr>
<th>Group</th>
<th>$\chi_0$</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(2)</td>
<td>$\frac{1}{4} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>USp(4)</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>$\frac{1}{2} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>Spin(8)</td>
<td>$\frac{1}{4} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>SU(6)</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>SU(7)</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>E_6</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>E_7</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
<tr>
<td>E_8</td>
<td>$\frac{1}{8} L \left( c_1^2 - 6c_1L + c_1 + 4L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 2c_1^2 - 54c_1L + 93L^2 \right)$</td>
<td>$-\frac{1}{2} L \left( 3c_1^2 - 76c_1L + 17L^2 - 554L^2 \right)$</td>
</tr>
</tbody>
</table>

Table 6.5: Holomorphic genera. The divisor $\mathcal{S}$ is the one supporting the reducible Kodaira fiber corresponding to the type of the Lie algebra $\mathfrak{g}$. To ease the notation, we abuse notation and omit the degree $\int$ in the entries of the table. By definition, $L = c_1(\mathcal{L})$ and $c_i$ denotes the $i$th Chern class of the base of the fiber. The holomorphic Euler characteristic $\chi_0(Y)$ is equal to $\chi_0(W, \mathcal{O}_W)$ where $W$ is the divisor defined by $\mathcal{L}$ in the base (see section 6.4.1).
<table>
<thead>
<tr>
<th>Group</th>
<th>$\int_{TY} p_i(TY)$</th>
<th>$\int_{TY} p_i'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(2)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 14S(7L - S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 8S(7L - S)$</td>
</tr>
<tr>
<td>SU(3), USp(4), G_2</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 56S(19L^2 - 8LS + S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 32S(19L^2 - 8LS + S)$</td>
</tr>
<tr>
<td>SU(4), Spin(7)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 28S(50L^2 - 18LS + 5S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 16S(50L^2 - 28LS + 5S)$</td>
</tr>
<tr>
<td>Spin(8), F_4</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 56S(27L^2 - 16LS + 3S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 32S(27L^2 - 16LS + 3S)$</td>
</tr>
<tr>
<td>SU(5)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 35S(50L^2 - 35LS + 8S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 16S(50L^2 - 35LS + 8S)$</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 28S(63L^2 - 44LS + 10S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 16S(63L^2 - 44LS + 10S)$</td>
</tr>
<tr>
<td>SU(6)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 7S(198L^2 - 251LS + 70S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 4S(198L^2 - 251LS + 70S)$</td>
</tr>
<tr>
<td>SU(7)</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 14S(174L^2 - 171LS + 36S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 8S(174L^2 - 171LS + 36S)$</td>
</tr>
<tr>
<td>E_6</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 2S(86L^2 - 61LS + 14S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 12S(86L^2 - 61LS + 14S)$</td>
</tr>
<tr>
<td>E_7</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 14S(155L^2 - 100LS + 24S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 8S(155L^2 - 100LS + 24S)$</td>
</tr>
<tr>
<td>E_8</td>
<td>$24L(-c_1^i + 2c_2 + 36L^2 - 280S(8L^2 - 7LS + 2S))$</td>
<td>$-48L(c_1^i - 2c_2 - 11L^2) - 160S(8L^2 - 7LS + 2S)$</td>
</tr>
</tbody>
</table>

Table 6.6: Pontryagin numbers. The divisor $S$ is the one supporting the reducible Kodaira fiber corresponding to the type of the Lie algebra $\mathfrak{g}$. To ease the notation, we abuse notation and omit the degree $\int$ in the entries of the table. By definition, $L = c_1(\mathcal{L})$ and $c_i$ denotes the $i$th Chern class of the base of the fibration.
<table>
<thead>
<tr>
<th>Group</th>
<th>(192X_8 = f_7(p_1^2 - 4p_2))</th>
<th>(45\sigma = 45 f_7 L_2 = f_7(7p_1 - p_2))</th>
<th>(5760 f_7 \hat{A}_2 = f_7(7p_1^2 - 4p_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(3)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 48 S(7L_1 - S)^2)</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 90 S(7L_1 - S)^2)</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>SU(5)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 192 S(19L_1 - 8LS + S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 360 S(19L_1 - 8LS + S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>USp(4)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 96 S(50L_1^3 - 28LS + 5S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 180 S(50L_1^3 - 28LS + 5S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 192 S(27L_1^3 - 16LS + 3S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 360 S(27L_1^3 - 16LS + 3S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>Spin(8)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 96 S(50L_1^3 - 35LS + 8S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 225 S(50L_1^3 - 35LS + 8S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>SU(5)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 120 S(30L_1^3 - 35LS + 8S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 225 S(30L_1^3 - 35LS + 8S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>Spin(10)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 96 S(61L_1^3 - 44LS + 10S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 180 S(61L_1^3 - 44LS + 10S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>SU(6)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 24 S(59L_1^3 - 71LS + 70S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 45 S(59L_1^3 - 71LS + 70S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>SU(7)</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 48 S(174L_1^3 - 171LS + 56S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 90 S(174L_1^3 - 171LS + 56S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>E_6</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 72 S(86L_1^3 - 61LS + 14S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 135 S(86L_1^3 - 61LS + 14S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>E_7</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 48 S(135L_1^3 - 100LS + 24S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 90 S(135L_1^3 - 100LS + 24S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
<tr>
<td>E_8</td>
<td>(48 L (c_1^2 - 2c_4 - 61L_2)) (+ 96 S(8L^3 - 7LS + 2S^2))</td>
<td>(120 L (-c_1^2 + 2c_4 + 46L_2)) (- 180 S(8L^3 - 7LS + 2S^2))</td>
<td>(240 L (-c_1^2 + 2c_4 + L^2))</td>
</tr>
</tbody>
</table>

**Table 6.7:** Characteristic invariants: the anomaly invariant \(X_8\), the signature \(\sigma\), and the index of the \(\hat{A}\)-genus. The divisor \(S\) is the one supporting the reducible Kodaira fiber corresponding to the type of the Lie algebra \(g\). To ease the notation, we abuse notation and omit the degree \(\int\) in the entries of the table. By definition, \(L = c_1(L)\) and \(c_i\) denotes the \(i\)th Chern class of the base of the fibration.
Characteristic numbers of elliptic fibrations with non-trivial Mordell–Weil groups

Elliptic fibrations with multisections were first studied in string theory in [34, 39, 195] as complete intersections in weighted projective spaces. They were generalized to complete intersections in projective bundles in [6, 109]. Elliptic fibrations with non-trivial Mordell–Weil groups were studied...
heavily in F-theory. For examples, see \([20, 31, 58, 61, 63, 86, 144, 151, 207, 229–231, 254]\) and \([301, \S 7]\) for a review.

7.1 Models with multisections and organization of the chapter

In this chapter, we will focus on the generic models with multisections having trivial Lie algebra \(\mathfrak{g}\) with Mordell–Weil groups \(\mathbb{Z}/2\mathbb{Z}\), \(\mathbb{Z}/3\mathbb{Z}\), and \(\mathbb{Z}\). Since the first model has a gauge group \(\text{SO}(3)\), we also include in our analysis the \(G\)-models with \(G=\text{SO}(n)\) for \(n = 3, 4, 5, 6\); they all have the Mordell–Weil group \(\mathbb{Z}/2\mathbb{Z}\) and are related to each other by base changes \([118]\). We also examine the \(G\)-model with \(G=\text{PSU}(3)\), which is the generic model with a Mordell–Weil group \(\mathbb{Z}/3\mathbb{Z}\) \([20]\). Finally, we consider the case of elliptic fibration of rank one. A generic model of an elliptic fibration of rank one was introduced in F-theory by Morrison and Park \([239]\); a smooth model in the birational class of the Morrison-Park model is given by the \(\mathbb{Q}_7\)-model introduced in \([120]\), which generalizes a model introduced by Cacciatori, Cattaneo and Geemen in \([65]\) sharing the same Jacobian with the Morrison-Park model.

In particular, we determine the characteristic numbers, that are listed in 2.9.1 as it was in Chapter 6, of elliptic fourfolds \(\varphi : Y \to B\) of the following three types of elliptic fibrations:

1. The generic fiber of \(Y\) is a genus-one normal curve of degree \(d\) for \(d = 1, 2, 3, 4, 5\). Such elliptic fibrations are called models of type \(E_{g-d}\). They are defined in \([6, 109]\), where they are used to provide strong coupling regimes of several systems of intersecting branes and orientifolds preserving a fraction of supersymmetry and satisfying the tadpole constraints.
2. Y is an elliptic fibration of rank one. In this case, we use the smooth model $Q_7(L, M)$ introduced in [120], and a generalization of the model of [65], birational to the model of Morrison-Park [239].

3. Y is a $G$-model with $G = SO(n)$ with $n = 3, 4, 5, 6$ or with $G = PSU(3)$. The SO(3)-model is the generic elliptic fibration with a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$ [20]. The SO(3)-model is defined by $b_6 = 0$ and has a fiber of type $I_2$ over the generic point of $b_4$. The SO(3)-model and SO(6)-model are both derived from the SO(3)-model by the base change $b_4 \to t^2$, which replaces the fiber $I_2$ by an $I_4$. The model is an SO(5) (resp. SO(6)) when the generic fiber over $V(t)$ is of type $I_4$ (resp. $I_4'$). The SO(4)-model is a collision of type $A_1 + A_1$ with a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$ [121]. Such a collision is not uniquely defined since there are several Kodaira fibers whose dual graph is $\tilde{A}_1$. The collisions of kodaia fibers describing the SO(4)-model that have crepant resolutions are $I_2^n + I_4^n, I_2^n + I_4', I_2' + I_4', III + I_4^n, and III + III$ [118]. The PSU(3)-model has a fiber of type $I_3'$ with a Mordell–Weil group $\mathbb{Z}/3\mathbb{Z}$ [20].

The Theorem 2.9.6 asserts that the Chern numbers of fourfolds are $K$-equivalence invariants. The proof is given in Section 2.9.2 and it follows from Theorem 2.9.4 of Aluffi and the birational invariance of the Todd-genus. The Chern number $\int_Y c_4(TY)^2 c_5(TY)$, the $A$-genus, and the Todd-genus (the holomorphic Euler characteristic) are invariants of the choice of $G$. They can all be expressed as invariants of the divisor $W$ defined by the vanishing locus of a smooth section of $L$.

By expressing $\chi_0$ and $\hat{A}$ in terms of Chern numbers and using the identity $\int_Y c_4^4 = 0$, which holds
Table 7.1: The $E_8$-model is the usual Weierstrass model defined by Deligne and Tate. The $E_6$ and $E_7$-models are defined in [5] while the $D_5$-model is defined in [109]. The $E_8$ and $Q_7$-model are respectively introduced in [65] and [120]. The $Q_7$-model specializes to $E_6$ and $E_7$ when $\mathcal{M}$ is $L$ and $\mathcal{L} \otimes 2$ respectively.

<table>
<thead>
<tr>
<th>Type</th>
<th>Zero scheme of a section of</th>
<th>Ambient space</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_7$</td>
<td>$\mathcal{O}(3) \otimes \pi^* L \otimes 2 \otimes \pi^* \mathcal{M}$</td>
<td>$\mathbb{P}(\mathcal{O}_B \oplus \mathcal{M} \oplus L)$</td>
</tr>
<tr>
<td>$E_5 = D_5$</td>
<td>$\mathcal{O}(2) \otimes \pi^* L \otimes 2$, $\mathcal{O}(2) \otimes \pi^* L \otimes 2$</td>
<td>$\mathbb{P}(\mathcal{O}_B \oplus L \oplus L \oplus L)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$\mathcal{O}(3) \otimes \pi^* L \otimes 2 \otimes \mathcal{L}$</td>
<td>$\mathbb{P}(\mathcal{O}_B \oplus L \oplus L \otimes 2)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$\mathcal{O}(4) \otimes \pi^* L \otimes 2$</td>
<td>$\mathbb{P}_{1,1,2}(\mathcal{O}_B \oplus L \oplus L \otimes 2)$</td>
</tr>
<tr>
<td>$E_7'$</td>
<td>$\mathcal{O}(3) \otimes \pi^* L \otimes 2 \otimes \mathcal{M}$</td>
<td>$\mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \otimes 2)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$\mathcal{O}(3) \otimes \pi^* L \otimes 2 \otimes \mathcal{M}$</td>
<td>$\mathbb{P}(\mathcal{O}_B \oplus L \otimes 2)$</td>
</tr>
</tbody>
</table>

for any elliptic fibration related to a Weierstrass model by a crepant birational map (see Theorem 6.1.1), we get the following expressions of $\hat{c}_2^1 c_2$ and $\hat{c}_1 c_3$:

$$\int_Y \hat{c}_2^1 c_2 = 96(\chi_0(Y) - \hat{A}(Y)), \quad \int_Y \hat{c}_1 c_3 = 384 \hat{A}(Y) + 336 \chi_0(Y) + \chi(Y) - 3 \int_Y c_2^2. \quad (7.1)$$

For an elliptic fibration that is a crepant birational map away from a Weierstrass model, this shows that $\int_Y \hat{c}_2^1 c_2$ gives the same value as a smooth Weierstrass model with the same fundamental line bundle $\mathcal{L}$. It is therefore enough to compute only $\int_Y c_2^1$ and the Euler characteristic $\chi(Y) = \int_Y c_4$ to know all the Chern numbers.

### 7.1.1 Organization of the chapter

The rest of the chapter is organized as follows. In Section 7.2, we introduce all the models considered in this chapter. First we explain $E_8$, $E_7$, $E_6$, $D_5$, and $Q_7$-models in Section 7.2.1 and 7.2.2. We then explain the $G$-models considered in this chapter with $G = SO(n)$ for $n = 3, 4, 5, 6$ in Section 7.2.4.
and with $G = \text{PSU}(3)$ in Section 7.2.5. We summarize necessary pushforward theorems used and introduce theorems for the models considered in this chapter in Section 7.3. Finally, we present our results in Section 7.4.

7.2 Descriptions of the elliptic fibrations considered

In this section, we introduce the elliptic fibrations considered in this chapter. Namely, the elliptic fibrations of type $E_8, E_7, E_6$, $D_4$, and $Q_7$, the $\text{SO}(n)$-models for $n = 3, 4, 5$, and the $\text{PSU}(3)$-model.

7.2.1 Genus-one normal curves of degree $d$

The Riemann-Roch theorem for curves famously implies that a genus-one curve with a rational point can be expressed as the zero scheme of a Weierstrass equation. Using some cohomology and base change techniques, the result can also be extended to fibrations of genus-one curves with a rational section. A divisor of degree $d \geq 3$ defines an embedding of the genus-one curve into $\mathbb{P}^{d-1}$, such a curve is called a genus-one normal curve of degree $d$. For a review on genus-one normal curves, see [173] and [133, §3]. Some of the historical most famous families of elliptic curves are genus-one normal curves of degree 1, 2, 3, and 4. These are precisely the genus-one normal curves that are hypersurfaces or complete intersections in a (weighted) projective space [173]. A rational point is a divisor of degree one on the curve. By the Riemann-Roch theorem, a divisor of degree one on a genus-one curve yields a Weierstrass equation. A divisor of degree two gives a quartic curve that can be embedded as a quartic in a weighted projective space $\mathbb{P}^{1,1,2}$. Since the weighted
projective space \( \mathbb{P}_{1,1,2} \) is mapped to a singular quadric surface by a map of degree two, we can also think of quartic in \( \mathbb{P}_{1,1,2} \) as a particular case of a complete intersection of quadric surfaces in \( \mathbb{P}^3 \). A divisor of degree three gives a projective cubic curve in \( \mathbb{P}^2 \). A divisor of degree four gives the complete intersection of two quadrics surfaces in \( \mathbb{P}^3 \).

In the string theory literature, an elliptic fibration whose generic fiber is a genus-one normal curve of degree \( d = 1, 2, 3, 4 \) is called a model of type \( E_{9-d} \) (we recall that \( E_4 \) is isomorphic to \( D_4 \)) \([6, 109, 196]\). They are historically named after some del Pezzo surfaces in which they can be embedded as hyperplane divisors.

A del Pezzo surface is a smooth surface with an ample anticanonical divisor \([278]\). It follows that the anticanonical model of a del Pezzo surface is isomorphic to the del Pezzo surface. The degree of a del Pezzo surface is the square of its canonical class. In string theory, a del Pezzo surface of degree \( d \) is usually called a \( \text{dP}_{9-d} \). If \( X \) is a del Pezzo surface of degree \( d \geq 3 \), then its anticanonical model is a smooth surface of degree \( d \) in \( \mathbb{P}^d \). If \( X \) is a del Pezzo surface of degree one, then its anticanonical model is a hypersurface of degree six in the weighted projective space \( \mathbb{P}_{1,1,2,3} \). If \( X \) is a del Pezzo surface of degree two, then its anticanonical model is a hypersurface of degree four in \( \mathbb{P}_{1,1,2,3} \). A del Pezzo surface of degree eight is isomorphic to a quadratic Veronese embedding of a quadric in \( \mathbb{P}^3 \). A del Pezzo surface of degree \( 3 \leq d \leq 8 \) is isomorphic to \( \mathbb{P}^2 \) blown up at \((9-d)\) points in general position.

In the late 1960s, Manin discovered that a del Pezzo surface \( X \) of degree \( d \leq 6 \) is associated with a root system \( E_{9-d} \) \([225]\): the automorphism group of the incidence graph of the exceptional curves on \( X \) is the Weyl group \( W(E_{9-d}) \) of the Lie algebra of type \( E_{9-d} \). By Bertini’s theorem, a general
hyperplane section on a del Pezzo surface of degree \( d \) defines a smooth (normal) elliptic curve of degree \( d \). Such an elliptic curve is said to be of type \( E_{9-d} \) when \( d = 1, 2, 3, 4, 5 \) [6, 109, 196].

<table>
<thead>
<tr>
<th>Weierstrass model (( E_8 )-type)</th>
<th>( y^2 = x^3 + fx + g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legendre family</td>
<td>( y^2 = x(x - 1)(x - \lambda) )</td>
</tr>
<tr>
<td>Hesse family (( E_6 )-type)</td>
<td>( x^3 + y^3 + 3\mu xy + 1 = 0 )</td>
</tr>
<tr>
<td>Jacobi’s quartic (( E_7 )-type)</td>
<td>( y^2 = x^4 + 2xx^2 + 1 )</td>
</tr>
<tr>
<td>Jacobi’s intersection (( D_5 )-type)</td>
<td>( x^2 + y^2 - z^2 = kx^2 + w^2 - z^2 = 0 )</td>
</tr>
<tr>
<td>Newton’s cubic hyperbola (( Q_7 ) type)</td>
<td>( \gamma x^2 + Ax = By^3 + Cy^2 + Dy + E )</td>
</tr>
</tbody>
</table>

Table 7.2: Some classic families of elliptic curves. The Newton’s cubic hyperbola is also than most of these curves but has not been used until recently in [120]. The Weierstrass model was also in Newton’s list of cubics.

7.2.2 \( E_8, E_7, E_6, D_5 \), and \( Q_7 \)-models

The model of type \( E_8 \) is the usual Weierstrass model [94, 246]. The \( E_8 \)-model is often described in string theory by a curve of degree six in the weighted projective space \( \mathbb{P}_{1,2,3} \), specially in toric constructions. The Weierstrass equation appears automatically in this form, but it has a major drawback as the ambient space has singularities which require much care, especially when doing intersection theory. In turn, we prefer using the projective bundle \( \mathbb{P}(O_B \oplus \mathcal{L}^{\otimes 2} \oplus \mathcal{L}^{\otimes 3}) \to B [114] \).

Models of type \( E_7, E_6, \) and \( E_5 = D_5 \) were first realized as hypersurfaces in weighted projective spaces [34, 39, 195, 196]. They were generalized to arbitrary bases by using projective bundles in [6, 109]. In [120], we introduced a new family modeled after Newton’s cubic hyperbola generalizing the family introduced in [65]. Another generalization would be to consider elliptic surfaces whose generic fiber are defined as hypersurfaces in toric surfaces [61, 144, 197]. There are in total sixteen two dimensional reflexive polyhedra. By the adjunction theorem, each of them can define a genus 297
one curve as an anticanonical divisor.

For example, the generic equation of an elliptic fibration with Mordell–Weil group \( \mathbb{Z}/2\mathbb{Z} \) has a singularity that has a crepant resolution defined by blowing up the point \( x = y = 0 \). This turns the \( \mathbb{P}^2 \)-bundle \( X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3) \) into a fibration of \( dP_1 \) surfaces. Interestingly, the discriminant locus has a fiber of type \( I_1 \), and therefore the gauge group is \( SO(3) \) as we have to take the quotient of \( SU(2) \) by a central \( \mathbb{Z}/2\mathbb{Z} \).

1. The Weierstrass model is a zero scheme of a section of \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^\otimes 6 \) in \( \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3) \). This is the usual Weierstrass model given for example by Tate's form.

2. The elliptic fibration of type \( E_7 \) is a zero scheme of a section of \( \mathcal{O}(4) \otimes \pi^* \mathcal{L}^\otimes 4 \) in \( \mathbb{P}_{1,1,2}(\mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L} \oplus \mathcal{L}^\otimes 2) \) [6]. Its generic fiber corresponds to a fiber of the Jacobi quartic. The elliptic fibration of type \( E_7 \) can be written as a zero scheme of a section of \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^\otimes 4 \) in \( \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L} \oplus \mathcal{L}^\otimes 2) \) as proven in [63].

3. The elliptic fibration of type \( E_6 \) is a zero scheme of a section of \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^\otimes 3 \) in \( \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{L}) \) [6]. Its generic fiber has a triple section.

4. The elliptic fibration of type \( D_5 \) is a zero scheme of two sections of \( \mathcal{O}(2) \otimes \pi^* \mathcal{L}^\otimes 2 \) in \( \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{L} \oplus \mathcal{L}) \) [109]. Its generic fiber corresponds to a Jacobi complete intersection (Intersection of two quadrics in \( \mathbb{P}^3 \).

5. The elliptic fibration of type \( Q_6(\mathcal{L}, \mathcal{M}) \) is a zero scheme of a section of \( \mathcal{O}(3) \otimes \pi^* \mathcal{L}^\otimes 2 \otimes \pi^* \mathcal{M} \) in \( \mathbb{P}(\mathcal{O}_B \oplus \mathcal{M} \oplus \mathcal{L}^\otimes 2) \) [120]. Its generic fiber is of the type of “cubic hyperbola”
that appeared in Newton’s classification of cubics. It extrapolates between the $E_7$ family (at $\mathcal{M} = L^{\otimes 2}$) and the family introduced by Cacciatori, Cattaneo, and van Geemen in [65], which corresponds to $\mathcal{M} = \mathcal{O}_B$.

### 7.2.3 Newton’s cubic hyperbola, Morrison-Park model, and the $Q_7$-model

Morrison and Park have popularized in the F-theory literature the Jacobian of an elliptic fibration of rank one [239]. The model is also well-known to number theorists since it corresponds to a genus-one normal curve of degree two in the special case where the degree-two divisor splits into two rational points without having to introduce a field extension. A smooth model sharing the same Jacobian appeared in the F-theory literature a year earlier in [65] where Cacciatori, Cattaneo, and Geemen studied tadpole cancellation conditions in the spirit of [5, 6] in a new projective bundle. The Morrison–Park model [239] matches the Jacobian of the new model of Cacciatori, Cattaneo, and Geemen [65] after the change of variables

$$c_0 \rightarrow -\frac{1}{6}c_0, \ c_1 \rightarrow -c_1, \ c_2 \rightarrow -6c_2, \ c_3 \rightarrow -36c_3, \ b \rightarrow 6\sqrt{6}b_2.$$ \hfill (7.2)

Both models can be traced directly to Newton’s cubic hyperbola as explained in [120], as they can both be written as the following cubic hyperbola:

$$yx^2 + bze^2x = c_0y^3 + c_1ye^2 + c_3ye^2z + c_3e^3.$$ \hfill (7.3)
We call this model a $Q_7$-model because the Newton’s polygon of the defining equation is a quadrilateral with seven points on its boundary and a unique interior point (ensuring that it describes a curve of arithmetic genus one). This Newton’s polygon is one of the sixteen reflexive polygons of degree one $[28, 201]$. Since the genus-one fibration has a rational section at $z = y = 0$, it is birational to a Weierstrass model, which can be determined using the results of $[18]$. The model of type $Q_7(\mathcal{L}, \mathcal{M})$ is a hypersurface in a projective bundle generalizing the elliptic fibration introduced in $[65]$. We introduce two line bundles $\mathcal{L}$ and $\mathcal{M}$ and define the ambient space as the projective bundle $X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{M} \oplus \mathcal{L})$ $[120]$. We denote by $\mathcal{O}(1)$ the dual of the tautological line bundle of $X_0$.

The projective coordinates $[z : y : x]$ are such that $z, y, x$ are respectively sections of $\mathcal{O}(1), \mathcal{O}(1) \otimes \mathcal{L}$, and $\mathcal{O}(1) \otimes \mathcal{M}$. The defining equation is a section of the line bundle $\mathcal{O}(3) \otimes \pi^* \mathcal{L} \otimes \pi^* \mathcal{M}$. The coefficient $c_i$ is a section of $\mathcal{L} \otimes \mathcal{M} \otimes (-1+i)$ and $b$ is a section of $\mathcal{L} \otimes \mathcal{M}$. At $z = o$, we also have the degree-two divisor $z = x^2 - c_0 y^2 = o$. Thus, it follows from Riemann-Roch that the $Q_7$-model is also birational to a quartic model $[120]$. The quartic model can be derived by multiplying both side of the defining equation by $y$ and introduce the new variable $u = xy$. This gives the quartic model

$$u(u + b z^2) = y(c_0 y^3 + c_1 y^2 z + c_2 y z^2 + c_3 z^3). \tag{7.4}$$

The variable $u$ is a section of $\mathcal{O}(2) \otimes \pi^* \mathcal{L} \otimes \pi^* \mathcal{M}$. The ambient space is the weighted projective bundle $\pi : \mathbb{P}_{1,2,1}(\mathcal{O}_B \oplus \mathcal{U} \oplus \mathcal{L}) \rightarrow B$ with $\mathcal{U} = \mathcal{L} \otimes \mathcal{M}$. The defining equation is a section of $\mathcal{O}(4) \otimes \pi^* \mathcal{U} \otimes \pi^* \mathcal{M}$. The quartic equation has double point singularities at $u = b = y = c_3 = 0$.  
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7.2.4 \textit{G}-models for $G = \text{SO}(n)$ with $n = 3, 4, 5, 6$

The SO(3)-model is the generic case of a Weierstrass model with a $\mathbb{Z}/2\mathbb{Z}$ torsion $[20]$:

$$y^2z = x(x^2 + a_2xz + a_4z^2). \tag{7.5}$$

There is a fiber of type I$_2$ over the generic point of $V(a_4)$. The Weierstrass models for the SO(3), SO(5), and SO(6)-models are summarized in Table 7.3.

The SO(5)-model is obtained from the SO(3)-model via a base change that converts the section $a_4$ to a perfect square $a_4 = t^2$ where $t$ is a section of $L^\otimes 2$. The generic fiber over the generic point of $V(t)$ is of type I$_4^m$. Moreover, $a_2$ must be nonzero, otherwise the Mordell–Weil group becomes $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, which in turn implies $G = \text{PSO}(5)$ rather than SO(5).

The SO(6)-model is subsequently derived from the SO(5)-model by requiring that the section $a_2$ is a perfect square modulo $t$ so that the fiber type over $V(t)$ is of type I$_4$.

The SO(4)-model is defined by a collision of two Kodaira fibers with dual graph $\widetilde{A}_1$ with a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$ $[118]$. The simplest SO(4)-model is realized by III+III, the collision of two fibers of type III, in an elliptic fibration with a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. For all the possible realizations of SO(4)-models, see Table 7.3. We give a crepant resolution for each model in Table 7.9.
<table>
<thead>
<tr>
<th>Group</th>
<th>Kodaira fibers</th>
<th>Mordell–Weil</th>
<th>Weierstrass model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(3)</td>
<td>$I^m_3$, III</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z = x(x^2 + a_2xz + sz^2)$</td>
</tr>
<tr>
<td></td>
<td>$I^m_2 + I^m_1 \to I^m_4$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z + a_1xyz = x^3 + \tilde{a}_1sx^2z + stxz^2$</td>
</tr>
<tr>
<td></td>
<td>$I^m_3 + I^m_1 \to I^m_4$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z = x^3 + \tilde{a}_1sx^2z + stxz^2$</td>
</tr>
<tr>
<td></td>
<td>III $+ I^m_2 \to 1 - 2 - 1$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z = x^3 + \tilde{a}_1sx^2z + stxz^2$</td>
</tr>
<tr>
<td></td>
<td>III+III $\to 1 - 2 - 1$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z = x^3 + \tilde{a}_1sx^2z + stxz^2$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$I^m_4$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z = x(x^2 + a_2xz + t^2z^2) \not\equiv 0, \pm 2$</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$I^m_4$</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>$y^2z + a_1xyz = x(x^2 + mtxz + t^2z^2)$</td>
</tr>
<tr>
<td>PSU(3)</td>
<td>$I^m_3$</td>
<td>$\mathbb{Z}/3\mathbb{Z}$</td>
<td>$y^2z + a_1xyz + syz^2 = x^3$</td>
</tr>
</tbody>
</table>

Table 7.3: Weierstrass equations for the SO($n$)-models for $n = 3, 4, 5, 6$ [118] and the PSU(3)-model [20]. For the SO(3)-model, the divisor supporting the group is $S = V(s)$, where $s$ is a section of $L^\otimes 4$. For the SO(5) and SO(6)-models, the divisor supporting the gauge group is $T = V(t)$, where $t$ is a section of $L^\otimes 2$. For SO(6), $m$ is a constant number different from 0 and $\pm 2$. For the SO(4)-model, the gauge group is semi-simple and we have two divisors $S = V(s)$ and $T = V(t)$, whose classes satisfy the relation $S + T = 4L$. For the PSU(3)-model, the divisor supporting the group is $S = V(s)$, where $s$ is a section of $L^\otimes 3$.

7.2.5 PSU(3)-model

The PSU(3)-model is the generic Weierstrass model with torsion $\mathbb{Z}/3\mathbb{Z}$ [20]:

$$y^2z + a_1xyz + syz^2 = x^3.$$  \hspace{1cm} (7.6)

Its discriminant is

$$\Delta = \frac{1}{16} j^3(27s - a_1^3).$$  \hspace{1cm} (7.7)

The model has a singular fiber of type $I^m_3$ over $V(s)$ where $s$ is a smooth section of the line bundle $L^\otimes 3$.

A crepant resolution is an embedded resolution defined by a sequence of blowups with smooth
centers. We denote the blowup $X_{i+1} \rightarrow X_i$ along the ideal $(f_1, f_2, \ldots, f_n)$ with exceptional divisor $E$ as:

$$X_i \xleftarrow{(f_1, \ldots, f_n|E)} X_{i+1}.$$

A crepant resolution of a PSU(3)-model is given by the following sequence of blowups

$$X_0 \xleftarrow{(x, y, s|e_1)} X_1 \xleftarrow{(y, e_1|e_2)} X_2. \quad (7.8)$$

### 7.3 Pushforward theorems

In this section, we prove the pushforward theorems that are the heart of our computations.

**Theorem 7.3.1** (Fullwood, [134]). Let $\mathcal{L}$ be a line bundle over a variety $B$. We denote the first Chern class of $\mathcal{L}$ by $L = c_1(\mathcal{L})$. We define a vector bundle $\mathcal{E} = \mathcal{O}_B \oplus \cdots \oplus \mathcal{L}^r$ of rank $n + 1$ and the projective bundle of lines $\pi : X_0 = \mathbb{P}(\mathcal{E}) \rightarrow B$. We denote by $\mathcal{O}_{X_0}(1)$ the dual of the tautological line of $\mathbb{P}(\mathcal{E})$. The first Chern class of $\mathcal{O}_{X_0}(1)$ is $c_1(\mathcal{O}_{X_0}(1)) = H$. We assume that the rational fraction expansion of $\frac{1}{c(\mathcal{E})} = \prod_{i=1}^n \frac{1}{(1+r_iL)}$ is

$$\frac{1}{c(\mathcal{E})} = \sum_{i=1}^m \sum_{j=1}^{n_i} q_{ij} \frac{1}{(1+r_iL)^j}. \quad (7.9)$$

Let $F = \pi^*F_0 + \pi^*F_1H + \pi^*F_2H^2 + \cdots$ be an analytic function of $H$ with $F_i$ in the Chow ring of $B$. 


Then

\[ \pi_*(F) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} q_{ij} \frac{1}{(j-1)!} \left[ \frac{1}{H^{n_j}} (F_0 - F_1 H - \cdots - F_{n-1} H^{n-1}) \right] \bigg|_{H = -r_i L}. \]  

(7.10)

**Theorem 7.3.2.** Given the projective bundle \( \pi : X_0 = \mathbb{P}(O_B \oplus L \oplus L \otimes 2 \oplus L \otimes 2) \to B \), we denoting the first Chern class of \( L \) by \( L \) and the first Chern class of the dual of the tautological line bundle of \( \pi \) by \( H \). We have

\[ \pi_*(F) = \left( \frac{F - F_0 - F_1 H - F_2 H^2}{H^3} \right) \bigg|_{H = -L} - 2 \left( \frac{F - F_0 - F_1 H - F_2 H^2}{H^3} \right) \bigg|_{H = -2L} \]

\[ + \partial_H \left( \frac{F - F_0 - F_1 H - F_2 H^2}{H^3} \right) \bigg|_{H = -2L}. \]

(7.11)

In particular,

\[ \begin{aligned}
\pi_1 &= 0, & \pi_*H &= 0, & \pi_*H &= 0, & \pi_*H &= 0, & \pi_*H^3 &= 1, \\
\pi_*H^4 &= -5L, & \pi_*H^5 &= 17L^2, & \pi_*H^6 &= -49L^3, & \pi_*H^7 &= 129L^4, & H^7 &= -321L^5, \\
H^{k+k} &= (-L)^k - 2(-2L)^k - (k+1)(-2L)^k.
\end{aligned} \]

(7.12)

**Proof.** We use Theorem 7.3.1 with the partial fraction decomposition:

\[ \frac{1}{(1 + L)(1 + 2L)^2} = \frac{1}{1 + L} - \frac{2}{1 + 2L} + \frac{2}{(1 + 2L)^2}. \]
The first few terms and the generic term can be computed directly as follows

\[
\frac{1}{(1 + L)(1 + 2L)^2} = \frac{1}{1 + L} - \frac{2}{1 + 2L} - \partial_L \left( \frac{1}{1 + 2L} \right) \\
= \sum_{k=0}^{\infty} \left( (-L)^k - 2(-2L)^k - 2(k+1)(-2L)^k \right) \\
= 1 - 5L + 17L^2 - 49L^3 + 129L^4 - 321L^5 + 769L^6 + \cdots.
\]

\[\square\]

**Theorem 7.3.3.** Given the projective bundle \( \pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{L} \otimes^2) \to B \). Denoting the first Chern class of \( \mathcal{L} \) by \( L \) and the first Chern class of the dual of the tautological line bundle of \( \pi \) by \( H \), we have:

\[
\pi^* F(H) = -\left( \frac{F - F_0 - F_1H}{H^3} \right) \bigg|_{H=-L} + 2 \left( \frac{F - F_0 - F_1H}{H^3} \right) \bigg|_{H=-2L}.
\]

(7.13)

In particular,

\[
\begin{cases}
\pi^* 1 = 0, & \pi^* H = 0, & \pi^* H^2 = 1, \\
\pi^* H^3 = -3L, & \pi^* H^4 = +7L^2, & \pi^* H^5 = -15L^3, & \pi^* H^6 = +31L^4, & \pi^* H^7 = -63L^5, \\
\pi^* H^{k+2} = -(-L)^k + 2(-2L)^k & (k > 0).
\end{cases}
\]

(7.14)
Proof. We use Theorem 7.3.1 with the partial fraction decomposition:

\[
\frac{1}{(1+L)(1+2L)} = -\frac{1}{1+L} + \frac{2}{1+2L} = \sum_{k=0}^{\infty} \left( -(-L)^k + 2(-2L)^k \right)
\]

\[= 1 - 3L + 7L^2 - 15L^3 + 31L^4 - 63L^5 + 127L^6 + \cdots .\]

\[\square\]

Theorem 7.3.4. Given the projective bundle \( \pi : X_0 = \mathbb{P}(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{L}) \to B \). Denoting the first Chern class of \( \mathcal{L} \) by \( L \) and the first Chern class of the dual of the tautological line bundle of \( \pi \) by \( H \), we have:

\[\pi_*(F) = \left( \partial_L \frac{F - F_0 - F_1H}{H^2} \right) \bigg|_{H=-L}.\]  

(7.15)

In particular, we have

\[
\begin{aligned}
\pi_1 &= 0, \quad \pi_*H = 0, \quad \pi_*H^2 = 1, \\
\pi_*H^3 &= -2L, \quad \pi_*H^4 = +3L^2, \quad \pi_*H^5 = -4L^3, \quad \pi_*H^6 = +5L^4, \quad \pi_*H^7 = -6L^5, \\
\pi_*H^{k+2} &= (k+1)(-L)^k \quad (k > 0).
\end{aligned}
\]

(7.16)

Proof. The result for \( \pi_*(F) \) follows directly from Theorem 7.3.1. We can compute the first few terms
by the following expansion:

$$
\frac{1}{(1 + L)^2} = -\partial L \frac{1}{1 + L} = -\partial L \left( \sum_{k=0}^{\infty} (-L)^k \right)
$$

$$
= 1 - 2L + 3L^2 - 4L^3 + 5L^4 - 6L^5 + 7L^6 + \cdots .
$$

\[\square\]

**Theorem 7.3.5.** Given the projective bundle $\pi : X_0 = P(\mathcal{O}_B \oplus \mathcal{L} \oplus \mathcal{L} \oplus \mathcal{L}) \to B$. Denoting the first Chern class of $\mathcal{L}$ by $L$ and the first Chern class of the dual of the tautological line bundle of $\pi$ by $H$, we have:

$$
\pi^*F = \frac{1}{2} \left( \partial_L^2 \frac{F_0 - F_1 H - F_2 H^2}{H} \right)_{H = -L} .
$$

(7.17)

In particular, we have,

$$
\begin{cases}
\pi_*1 = 0, & \pi_*H = 0, & \pi_*H^2 = 0, & \pi_*H^3 = 1 \\
\pi_*H^4 = -3L, & \pi_*H^5 = +6L^2, & \pi_*H^6 = -10L^3, & \pi_*H^7 = 15L^4, & \pi_*H^8 = -21L^5, \\
\pi_*H^{k+3} = \frac{1}{2}(k + 1)(k + 2)(-L)^k & (k > 0).
\end{cases}
$$

(7.18)

**Proof.** The result for $\pi_*F$ follows directly from Theorem 7.3.1. We can compute the first few terms.
by the following expansion:

\[
\frac{1}{(1 + L)^{3}} = \frac{1}{2} \partial_{L}^{2} \left( \frac{1}{1 + L} \right) = \frac{1}{2} \partial_{L}^{2} \sum_{k=0}^{\infty} (-L)^{k} = 1 - 3L + 6L^{2} - 10L^{3} + 15L^{4} - 21L^{5} + 28L^{6} + \cdots.
\]

\[
\int_{Y} c_{1}(TY)^{n-1} c_{2}(TY) = 12 \int_{B} (c_{1} - L)^{n-1} L.
\]

7.4 Collection of results

The theorem 6.1.1 gives the behaviors of intersection numbers involving Chern and Pontryagin classes of dimension too small to give Chern or Pontryagin numbers \[116\]. To give a number, they must be multiplied by an element of the Chow ring of appropriate dimension.

**Corollary.** Let \( \phi : Y \longrightarrow B \) be an elliptic fibration given by the crepant resolution of a singular Weierstrass model of dimension \( n \) with fundamental line bundle \( \mathcal{L} \). Then,

\[
\int_{Y} c_{1}(TY)^{n-1} c_{2}(TY) = 12 \int_{B} (c_{1} - L)^{n-1} L.
\]

Below are tables summarizing all the results.

The \( E_{8}, E_{7}, E_{6}, D_{5}, \) and \( Q_{7} \)-models are considered in Tables 7.4–7.8. The pushforwards of the third Chern classes are given in Table 7.4, the Chern numbers of the elliptically-fibered fourfolds are given in Table 7.5, the holomorphic genera of the fourfolds are given in Table 7.6, the Pontryagin numbers are given in Table 7.7, and the Hirzebruch signatures \( \sigma \), the \( A \)-genus \( \hat{A}_{2} \), and the curvature...
invariants $X_8$ are given in Table 7.8.

The $G$-models for $G = \text{SO}(n)$ for $n = 3, 4, 5, 6$ and $G = \text{PSU}(3)$ are considered in Tables 7.9–7.14. The sequence of blowups used to describe a crepant resolution for each $G$-model is summarized in Table 7.9, the pushforwards of the third Chern classes are given in Table 7.10, the Chern numbers of the elliptically-fibered fourfolds are given in Table 7.11, the holomorphic genera of the fourfolds are given in Table 7.12, the Pontryagin numbers are given in Table 7.13, and the Hirzebruch signatures $\sigma$, the A-genus $\hat{A}_2$, and the curvature invariants $X_8$ are given in Table 7.14.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\phi^*\left(c_3(TY)[Y]\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_7$</td>
<td>$6 \left(2c_1L - 6L^2 + LS - S^2\right)$</td>
</tr>
<tr>
<td>$D_5$</td>
<td>$4L(3c_1 - 7L)$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$12L(c_1 - 3L)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$12L(c_1 - 4L)$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$12L(c_1 - 6L)$</td>
</tr>
</tbody>
</table>

*Table 7.4: Chern numbers after pushforwards to the base. The divisor $S$ appears in the definition of the $Q_7$-model, $L = c_1(L)$, and $c_i$ denotes the $i$th Chern class of the base of the fibration.
The holomorphic Euler characteristic
\(\chi_0(Y)\) is equal to \(\chi_0(W, O_W)\) where \(W\) is the divisor defined by \(\mathcal{L}\) in the base.

<table>
<thead>
<tr>
<th>Type</th>
<th>(c_i^1(TY))</th>
<th>(c_i^2(TY)c_1(TY))</th>
<th>(c_i^1(TY))</th>
<th>(c_i(TY)c_1(TY))</th>
<th>(c_i(TY))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_3)</td>
<td>(o)</td>
<td>(12L(c_1 - L)^2)</td>
<td>(2(12c_1L - 12c_1L^2 + 22L^3))</td>
<td>(-2S(3L^3 - 8LS + S^2))</td>
<td>(6L(c_1 - L)(2c_1 - 6L))</td>
</tr>
<tr>
<td>(D_1)</td>
<td>(o)</td>
<td>(12L(c_1 - L)^2)</td>
<td>(12L(2c_1 - 2c_1L + 3L^3))</td>
<td>(4L(c_1 - L)(3c_1 - 7L))</td>
<td>(4L(3c_1 - 7c_1L + 16L^3))</td>
</tr>
<tr>
<td>(E_6)</td>
<td>(o)</td>
<td>(12L(c_1 - L)^2)</td>
<td>(24L(c_1 - c_1L + 2L^3))</td>
<td>(12L(c_1 - L)(c_1 - 3L))</td>
<td>(12L(c_1 - 3c_1L + 9L^3))</td>
</tr>
<tr>
<td>(E_7)</td>
<td>(o)</td>
<td>(12L(c_1 - L)^2)</td>
<td>(24L(c_1 - c_1L + 3L^3))</td>
<td>(12L(c_1 - L)(c_1 - 4L))</td>
<td>(12L(c_1 - 4c_1L + 16L^3))</td>
</tr>
<tr>
<td>(E_8)</td>
<td>(o)</td>
<td>(12L(c_1 - L)^2)</td>
<td>(24L(c_1 - c_1L + 6L^3))</td>
<td>(12L(c_1 - 6L)(c_1 - L))</td>
<td>(12L(c_1 - 6c_1L + 36L^3))</td>
</tr>
</tbody>
</table>

Table 7.5: Chern numbers of elliptically-fibered fourfolds obtained from crepant resolutions of Tate's models. We abuse notation and omit the degree \(j\) in the entries of the table. The divisor \(S\) appears in the definition of the \(Q_3\) model, \(L = c_1(\mathcal{L})\), and \(c_i\) denotes the \(i\)th Chern class of the base of the fibration.

<table>
<thead>
<tr>
<th>Type</th>
<th>(\chi_0)</th>
<th>(\chi_1)</th>
<th>(\chi_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_7)</td>
<td>(\frac{1}{11}L(c_1^2 - 3c_1L + c_1 + 2L^2))</td>
<td>(-\frac{1}{11}L(2c_1^2 - 27c_1L + 5c_1 + 55L^2))</td>
<td>(-\frac{1}{11}L(3c_1^2 + 35c_1L - 17c_1 - 118L^2))</td>
</tr>
<tr>
<td>(D_1)</td>
<td>(\frac{1}{11}L(c_1^2 - 3c_1L + c_1 + 2L^2))</td>
<td>(-\frac{1}{11}L(2c_1^2 - 27c_1L + 5c_1 + 37L^2))</td>
<td>(-\frac{1}{11}L(-3c_1^2 - 27c_1L + 17c_1 + 78L^2))</td>
</tr>
<tr>
<td>(E_6)</td>
<td>(\frac{1}{11}L(c_1^2 - 3c_1L + c_1 + 2L^2))</td>
<td>(-\frac{1}{11}L(2c_1^2 - 27c_1L + 5c_1 + 61L^2))</td>
<td>(-\frac{1}{11}L(-3c_1^2 - 35c_1L + 17c_1 + 134L^2))</td>
</tr>
<tr>
<td>(E_7)</td>
<td>(\frac{1}{11}L(c_1^2 - 3c_1L + c_1 + 2L^2))</td>
<td>(-\frac{1}{11}L(2c_1^2 - 36c_1L + 5c_1 + 106L^2))</td>
<td>(-\frac{1}{11}L(-3c_1^2 - 47c_1L + 17c_1 + 242L^2))</td>
</tr>
<tr>
<td>(E_8)</td>
<td>(\frac{1}{11}L(c_1^2 - 3c_1L + c_1 + 2L^2))</td>
<td>(-\frac{1}{11}L(2c_1^2 - 54c_1L + 5c_1 + 232L^2))</td>
<td>(-\frac{1}{11}L(-3c_1^2 - 71c_1L + 17c_1 + 554L^2))</td>
</tr>
</tbody>
</table>

Table 7.6: Holomorphic genera. To ease the notation, we omit the degree \(j\) in the entries of the table. The divisor \(S\) appears in the definition of the \(Q_7\) model, \(L = c_1(\mathcal{L})\), and \(c_i\) denotes the \(i\)th Chern class of the base of the fibration. The holomorphic Euler characteristic \(\chi_0(Y)\) is equal to \(\chi_0(W, O_W)\) where \(W\) is the divisor defined by \(\mathcal{L}\) in the base.
\[
\begin{array}{|c|c|c|}
\hline
\text{Type} & \int_Y p_2(TY) & \int_Y p_3(TY) \\
\hline
Q_7 & 4L(-6c_1^2 + 12c_2 + 41L^2) & 16L(-3c_1^2 + 6c_2 + 8L^2) \\
& -14S(5L^2 - 8LS + S^2) & -8S(5L^2 - 8LS + S^2) \\
D_3 & 12L(-2c_1^2 + 4c_2 + 9L^2) & 48L(-c_1^2 + 2c_2 + 3L^2) \\
E_6 & 24L(-c_1^2 + 2c_2 + 8L^2) & 48L(-c_1^2 + 2c_2 + 3L^2) \\
E_7 & 24L(-c_1^2 + 2c_2 + 15L^2) & 48L(-c_1^2 + 2c_2 + 5L^2) \\
E_8 & 24L(-c_1^2 + 2c_2 + 36L^2) & 48L(-c_1^2 + 2c_2 + 11L^2) \\
\hline
\end{array}
\]

Table 7.7: Pontryagin numbers. To ease the notation, we omit the degree \( \int \) in the entries of the table. The divisor \( S \) appears in the definition of the \( Q_7 \)-model, \( L = c_1(\mathcal{L}) \), and \( c_i \) denotes the \( i \)th Chern class of the base of the fibration.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Type} & 192X_8 = \int_Y (p_1 - 4p_2) & 45\sigma = 45 \int_Y L_1 = \int_Y (7p_2 - p_3) & 5760 \int_Y A_2 = \int_Y (7p_1 - 4p_3) \\
\hline
Q_7 & 48(c_1^2L - 2c_2L - 11L^3) + 48S(5L^2 - 8LS + S^2) & 60L(-2c_1^2 + 4c_2 + 17L^2) + 90S(5L^2 - 8LS + S^2) & 240L(-c_1^2 + 2c_2 + 3L^2) \\
D_3 & 48L(c_1^2 - 2c_2 - 7L^2) & 60L(-2c_1^2 + 4c_2 + 11L^2) & 240L(-c_1^2 + 2c_2 + 3L^2) \\
E_6 & 48L(c_1^2 - 2c_2 - 13L^2) & 120L(-c_1^2 + 2c_2 + 10L^2) & 240L(-c_1^2 + 2c_2 + 3L^2) \\
E_7 & 48L(c_1^2 - 2c_2 - 25L^2) & 120L(-c_1^2 + 2c_2 + 19L^2) & 240L(-c_1^2 + 2c_2 + 3L^2) \\
E_8 & 48L(c_1^2 - 2c_2 - 61L^2) & 120L(-c_1^2 + 2c_2 + 46L^2) & 240L(-c_1^2 + 2c_2 + 3L^2) \\
\hline
\end{array}
\]

Table 7.8: Characteristic invariants: the anomaly invariant \( X_8 \), the signature \( \sigma \), and the index of the \( \hat{A} \)-genus. To ease the notation, we abuse notation and omit the degree \( \int \) in the entries of the table. The divisor \( S \) appears in the definition of the \( Q_7 \)-model, \( L = c_1(\mathcal{L}) \), and \( c_i \) denotes the \( i \)th Chern class of the base of the fibration.
<table>
<thead>
<tr>
<th>Group</th>
<th>Fiber Type</th>
<th>Crepant Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(3)</td>
<td>$\Gamma^a_2$, III</td>
<td>$X_0 \xleftarrow{(x,y</td>
</tr>
<tr>
<td>PSU(3)</td>
<td>$\Gamma^i_3$</td>
<td>$X_0 \xleftarrow{(x,y,s</td>
</tr>
<tr>
<td>SO(4)</td>
<td>$\Gamma^a_2 + \Gamma^a_3$</td>
<td>$X_0 \xleftarrow{(x,y,s</td>
</tr>
<tr>
<td></td>
<td>$\Gamma^a_2 + \Gamma^a_3$</td>
<td>$III + \Gamma^a_3$</td>
</tr>
<tr>
<td></td>
<td>$III + \Gamma^a_3$</td>
<td>$III + \Gamma^a_3$</td>
</tr>
<tr>
<td></td>
<td>$III + \Gamma^a_3$</td>
<td>$III + \Gamma^a_3$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$\Gamma^a_4$</td>
<td>$X_0 \xleftarrow{(x,y,s</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$\Gamma^a_4$</td>
<td>$X_0 \xleftarrow{(x,y,s</td>
</tr>
</tbody>
</table>

Table 7.9: The blowup centers of the crepant resolutions. The variable $s$ and $t$ is a section of the line bundles $\mathcal{O}_B(S)$ and $\mathcal{O}_B(T)$. The SO(4)-model has reducible Kodaira fibers supported on smooth divisors of classes $T$ and $S = 4L - T$. For the notation, see Section 7.2.5.
Table 7.10: Chern numbers after pushforwards to the base. The SO(4)-model has reducible Kodaira fibers supported on smooth divisors of classes $T$ and $S = 4L - T$. By definition, $L = c_1(L)$ and $c_i$ denotes the $i$th Chern class of the base of the fibration.
The holomorphic Euler characteristic $\chi_0(Y)$ is equal to $\chi_0(W, O_W)$ where $W$ is the divisor defined by $L$ in the base.

<table>
<thead>
<tr>
<th>Type</th>
<th>$c_1(TY)$</th>
<th>$c_1(TY)c_1(TY)$</th>
<th>$c_1(TY)$</th>
<th>$c_1(TY)c_1(TY)$</th>
<th>$c_1(TY)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(3)</td>
<td>$12L(c_1 - L)^3$</td>
<td>$24L(c_1 - c_2 + 3L^2)$</td>
<td>$12L(c_1 - L)(c_1 - 4L)$</td>
<td>$12L(c_1 - 4c_1L + 16L^2)$</td>
<td></td>
</tr>
<tr>
<td>PSU(3)</td>
<td>$12L(c_1 - L)^3$</td>
<td>$24L(c_1 - c_2 + 2L^2)$</td>
<td>$12L(c_1 - 3L)(c_1 - L)$</td>
<td>$12L(c_1 - c_2L + 9L^2)$</td>
<td></td>
</tr>
<tr>
<td>SO(4)</td>
<td>$12L(c_1 - L)^3$</td>
<td>$24L(c_1 - c_2 + 3L^2)$</td>
<td>$12L(c_1 - L)(c_1 - 4L)$</td>
<td>$12L(c_1 - 4c_1L + 16L^2)$</td>
<td></td>
</tr>
<tr>
<td>SO(5)</td>
<td>$12L(c_1 - L)^3$</td>
<td>$8L(3c_1 - 3c_2L + 3L^2)$</td>
<td>$4L(c_1 - L)(3c_1 - 8L)$</td>
<td>$4L(3c_1 - 8c_1L + 20L^2)$</td>
<td></td>
</tr>
<tr>
<td>SO(6)</td>
<td>$12L(c_1 - L)^3$</td>
<td>$8L(3c_1 + 4L^2 - 3c_1L)$</td>
<td>$12L(c_1 - L)(c_1 - 2L)$</td>
<td>$12L(c_1 - 2c_1 + 4L^2)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.11: Chern numbers of elliptically-fibered fourfolds obtained from crepant resolutions of Tate’s models. We abuse notation and omit the degree $\int$ in the entries of the table. The SO(4)-model has reducible Kodaira fibers supported on smooth divisors of classes $T$ and $S = 4L - T$. By definition, $L = c_i(\mathcal{L})$ and $c_i$ denotes the $i$th Chern class of the base of the fibration.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\chi_0$</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(3)</td>
<td>$\frac{1}{11}L(c_1 + c_2 - 3c_1L + 2L^2)$</td>
<td>$-\frac{1}{11}L(2c_1 + 5c_2 - 36c_1L + 106L^2)$</td>
<td>$\frac{1}{11}L(-3c_1^2 + 17c_1 - 47c_1L + 242L^2)$</td>
</tr>
<tr>
<td>PSU(3)</td>
<td>$\frac{1}{11}L(c_1 + c_2 - 3c_1L + 2L^2)$</td>
<td>$-\frac{1}{11}L(2c_1 + 5c_2 + 27c_1L + 61L^2)$</td>
<td>$\frac{1}{11}L(-3c_1^2 + 17c_1 - 35c_1L + 134L^2)$</td>
</tr>
<tr>
<td>SO(4)</td>
<td>$\frac{1}{11}L(c_1 + c_2 - 3c_1L + 2L^2)$</td>
<td>$-\frac{1}{11}L(2c_1 + 5c_2 - 36c_1L + 106L^2)$</td>
<td>$\frac{1}{11}L(-3c_1^2 + 17c_1 + 47c_1L - 242L^2)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-T(c_1 - 5L)(4L - T)$</td>
<td>$+2T(c_1 - 9L)(4L - T)$</td>
</tr>
<tr>
<td>SO(5)</td>
<td>$\frac{1}{11}L(c_1 - 3c_1L + c_2 + 2L^2)$</td>
<td>$-\frac{1}{11}L(2c_1^2 - 24c_2L + 3c_1L + 46L^2)$</td>
<td>$\frac{1}{11}L(3c_1^2 + 3c_1L - 17c_1 - 98L^2)$</td>
</tr>
<tr>
<td>SO(6)</td>
<td>$\frac{1}{11}L(c_1 - 3c_1L + c_2 + 2L^2)$</td>
<td>$-\frac{1}{11}L(2c_1^2 - 18c_2L + 5c_1L + 28L^2)$</td>
<td>$\frac{1}{11}L(3c_1^2 + 23c_1L - 17c_1 - 38L^2)$</td>
</tr>
</tbody>
</table>

Table 7.12: Holomorphic genera. To ease the notation, we omit the degree $\int$ in the entries of the table. The SO(4)-model has reducible Kodaira fibers supported on smooth divisors of classes $T$ and $S = 4L - T$. By definition, $L = c_i(\mathcal{L})$ and $c_i$ denotes the $i$th Chern class of the base of the fibration. The holomorphic Euler characteristic $\chi_0(Y)$ is equal to $\chi_0(W, O_W)$ where $W$ is the divisor defined by $\mathcal{L}$ in the base.
Table 7.13: Pontryagin numbers. To ease the notation, we omit the degree \( \int \) in the entries of the table. The \( \text{SO}(4) \)-model has reducible Kodaira fibers supported on smooth divisors of classes \( T \) and \( S = 4L - T \). By definition, \( L = c_1(L) \) and \( c_i \) denotes the \( i \)th Chern class of the base of the fibration.

<table>
<thead>
<tr>
<th>Type</th>
<th>( \int_Y p_2(TY) )</th>
<th>( \int_Y p_1(TY) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{SO}(3) )</td>
<td>( 24L(-c_1^2 + 2c_2 + 15L^2) )</td>
<td>( 48L(-c_1^2 + 2c_2 + 5L^2) )</td>
</tr>
<tr>
<td>( \text{PSU}(3) )</td>
<td>( 24L(-c_1^2 + 2c_2 + 8L^2) )</td>
<td>( 48L(-c_1^2 + 2c_2 + 3L^2) )</td>
</tr>
<tr>
<td>( \text{SO}(4) )</td>
<td>( 24L(-c_1^2 + 2c_2 + 15L^2) - 56LT(4L - T) )</td>
<td>( 48L(-c_1^2 + 2c_2 + 5L^2) - 32LT(4L - T) )</td>
</tr>
<tr>
<td>( \text{SO}(5) )</td>
<td>( 8L(-3c_1^2 + 6c_2 + 17L^2) )</td>
<td>( 16L(-3c_1^2 + 6c_2 + 7L^2) )</td>
</tr>
<tr>
<td>( \text{SO}(6) )</td>
<td>( 8L(-3c_1^2 + 6c_2 + 10L^2) )</td>
<td>( 16L(-3c_1^2 + 6c_2 + 5L^2) )</td>
</tr>
</tbody>
</table>

Table 7.14: Characteristic invariants: the anomaly invariant \( X_b \), the signature \( \sigma \), and the index of the \( \hat{A} \)-genus. To ease the notation, we abuse notation and omit the degree \( \int \) in the entries of the table. The \( \text{SO}(4) \)-model has reducible Kodaira fibers supported on smooth divisors of classes \( T \) and \( S = 4L - T \). By definition, \( L = c_1(L) \) and \( c_i \) denotes the \( i \)th Chern class of the base of the fibration.

<table>
<thead>
<tr>
<th>Type</th>
<th>( 192X_b = \int_Y(p_1^2 - 4p_2) )</th>
<th>( 45\sigma = 45 \int_Y L_2 = \int_Y(7p_2 - p_1^2) )</th>
<th>( 5760 \int_Y \hat{A}_2 = \int_Y(7p_1^2 - 4p_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{SO}(3) )</td>
<td>( 48L(c_1^2 - 2c_2 - 25L^2) )</td>
<td>( 120L(-c_1^2 + 2c_2 + 19L^2) )</td>
<td>( 240L(-c_1^2 + 2c_2 + L^2) )</td>
</tr>
<tr>
<td>( \text{PSU}(3) )</td>
<td>( 48L(c_1^2 - 2c_2 - 13L^2) )</td>
<td>( 120L(-c_1^2 + 2c_2 + 10L^2) )</td>
<td>( 240L(-c_1^2 + 2c_2 + L^2) )</td>
</tr>
<tr>
<td>( \text{SO}(4) )</td>
<td>( 48L(c_1^2 - 2c_2 - 25L^2) )</td>
<td>( +192LT(4L - T) )</td>
<td>( 120L(-c_1^2 + 2c_2 + 19L^2) )</td>
</tr>
<tr>
<td>( \text{SO}(5) )</td>
<td>( -48L(-c_1^2 + 2c_2 + 9L^2) )</td>
<td>( 120L(-c_1^2 + 2c_2 + 7L^2) )</td>
<td>( 240L(-c_1^2 + 2c_2 + L^2) )</td>
</tr>
<tr>
<td>( \text{SO}(6) )</td>
<td>( -48L(-c_1^2 + 2c_2 + 5L^2) )</td>
<td>( 120L(-c_1^2 + 2c_2 + 4L^2) )</td>
<td>( 240L(-c_1^2 + 2c_2 + L^2) )</td>
</tr>
</tbody>
</table>
Part IV

Geometric Perspective on 5d/6d Supergravity Theories with Simple Gauge Groups
**Introduction**

A classical problem in the study of elliptic fibrations is understanding the geometry of the crepant resolutions of Weierstrass models and their flop transitions [9, 129]. The constructions of $G$-models are deeply connected to the classification of singular fibers of Weierstrass models and provide an interesting scene to explore higher dimensional elliptic fibrations with a view inspired by their applications to physics. The framework of $G$-models naturally includes a geometric formulation of basic notions of representation theory such as the theory of root systems and weights of representations. The data characterizing a $G$-model can be understood in the framework of gauge theories, which provides a natural language to talk about the geometry of these elliptic fibrations. F-theory enables a description of gauge theories in string theory and M-theory via geometric engineering based on elliptic fibrations [37, 243, 244, 292]. The data of a gauge theory that can be extracted from an elliptic fibration are its Lie algebra, its Lie group, and the set of irreducible representations defining how charged particles transform under the action of the gauge group.

In F-theory, the Lie algebra is determined by the dual graphs of the fibers over the generic points of the irreducible components of the discriminant locus of the elliptic fibration. The Mordell–Weil group of the elliptic fibration is conjectured to be isomorphic to the first homotopy group of the gauge group [90]. Hence, the Lie group depends on both the singular fibers and the Mordell–Weil group of the elliptic fibration. In F-theory, the singular fibers responsible for non-simply laced Lie algebras are not affine Dynkin diagrams, but twisted affine Dynkin diagrams, as presented in Figure 8.1 and Table 2.4, respectively, on pages 324 and 78. These twisted affine Dynkin diagrams are the
Dynkin duals of the corresponding affine Dynkin diagrams. The Dynkin dual of a Dynkin diagram is obtained by inverting all the arrows. In the language of Cartan matrices, two Dynkin diagrams are dual to each other if their Cartan matrices are transposes of each other. The Langlands duality interchanges $B_n$ and $C_n$, but preserves all the other simple Lie algebras. For affine Dynkin diagrams, only the ADE series are preserved under the Langlands duality. In particular, the Langlands duals of $\widetilde{B}_n$, $\widetilde{C}_n$, $\widetilde{G}_2$, and $\widetilde{F}_4$ are respectively denoted in the notation of Carter as $\widetilde{B}'_n$, $\widetilde{C}'_n$, $\widetilde{G}'_2$, and $\widetilde{F}'_4$.

The purpose of the Chapter 8 is to study the geometry of $F_4$-models. We define an $F_4$-model as an elliptic fibration over a smooth variety of dimension two or higher such that the singular fiber over the generic point of a chosen irreducible Cartier divisor $S$ is of type $IV_{ns}^*$, and the fibers are irreducible (smooth elliptic curves, type II or type I$_1$) away from $S$. Such an $F_4$-model is realized by a crepant resolution of a Weierstrass model, whose coefficients have valuations with respect to $S$, matching the generic case of Step 8 of Tate’s algorithm. An $F_4$-model can is always birational to a singular short Weierstrass equation whose singularities are due to the valuations $v_S(c_4) \geq 3$ and $v_S(c_6) = 4$ of its coefficients. Such a singular Weierstrass equation can be traced back to Néron’s seminal paper \cite{251} where it corresponds to type c6.

The goal of the Chapter 9 is to study the geometry of crepant resolutions of Weierstrass models corresponding to Step 6 of Tate’s algorithm \cite{290}. Such a Weierstrass model has a discriminant locus $\Delta$ containing a nonsingular and irreducible divisor $S$ of the base $B$ such that the geometric fiber over the generic point of $S$ is of Kodaira type $I^*_0$, whose dual graph is the affine Dynkin diagram of type $\widetilde{D}_4$. The divisor $S$ appears with multiplicity six in the discriminant $\Delta$ and the remainder of the discriminant $\Delta' = \Delta S^{-6}$ is typically singular. The Kodaira fibers over generic points of $\Delta'$ are of
type I, and the two divisors $S$ and $\Delta'$ do not intersect transversally. At the intersection of $S$ and $\Delta'$, we have a “collision of singularities” of type $I_1 + I_0^*$ yielding non-Kodaira fibers whose structures are explained in detail in later sections. Such a collision is not allowed in Miranda’s models since the fiber $I_1$ has an infinite $j$-invariant while $I_0^*$ can only take finite values for its $j$-invariant.

From its application to F-theory and its M-theory dual, we have computed the number of hypermultiplets in five and six-dimensional theories with eight supercharges. As a byproduct, we see that the models we consider from the Kodaira type $I_0^*$ can have “frozen” representations. We have found on the conditions when we have frozen representations for all cases in Section 9.6.2.

---

*When two irreducible components $\Delta_1$ and $\Delta_2$ of the discriminant locus intersect, if we denote by $T_1$ and $T_2$ the Kodaira type of their respective generic fibers, their intersection is called a collision of singularity of type $T_1 + T_2$. The collision is said to be transverse when $\Delta_1$ and $\Delta_2$ intersect transversally. The type of the generic fiber over their intersection is usually not one of the Kodaira type. The possible types are classified for Miranda’s models [236, 286], which are regularizations of Weierstrass models that give flat elliptic fibrations such that the $j$-invariant is a morphism. Miranda’s models only allow transverse collisions.*
There is geometry in the humming of the strings.
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The Geometry of $F_4$-Models

One of the major achievements of F-theory is the geometric engineering of exceptional Lie groups. These elliptic fibrations play an essential role in the study of superconformal field theories even in absence of a Lagrangian description. The study of non-simply laced Lie algebras in F-theory started in May of 1996 during the second string revolution with a paper of Aspinwall and Gross [19], followed shortly afterwards by the classic F-theory paper of Bershadsky, Intriligator, Kachru, Morrison,
Sadov, and Vafa [37]. M-theory compactifications giving rise to non-simply laced gauge groups are studied in [97, 112, 119, 176].

In this chapter, we study the geometry of $F_4$-models, namely, $G$-models with $G = F_4$. $F_4$ is a simply connected and non-simply laced Lie group with an exceptional simple Lie algebra of rank 4 and dimension 52. Aspects of the physics of $F_4$-models in M-theory and F-theory are studied in [37, 47, 91, 97, 114, 123, 156, 206, 306].

8.1 Summary of results

8.1.1 $F_4$-models: definition and first properties

An $F_4$-model is mathematically constructed as follows. Let $B$ be a smooth projective variety of dimension two or higher. Let $S$ be an effective Cartier divisor in $B$ defined as the zero scheme of a section $s$ of a line bundle $\mathcal{L}$. Since $S$ is smooth, the residue field of its generic point is a discrete valuation ring. We denote the valuation with respect to $S$ as $v_S$. An $F_4$-model is defined by the crepant resolution of the following Weierstrass model

$$y^2z = x^3 + s^{\alpha + a_{4,3} + \alpha}x^2z^2 + s^\alpha a_{6,4}z^3, \quad \alpha \in \mathbb{Z}_{\geq 0}, \quad (8.1)$$

where $v_S(a_{6,4}) = 0$, and either $v_S(a_{4,3} + \alpha) = 0$ or $a_{4,3} + \alpha = 0$. We assume that $a_{6,4}$ is generic; in particular, $a_{6,4}$ is not a perfect square modulo $s$. This ensures that the generic fiber is of type $IV^\ast_\text{ns}$ rather than $IV^\ast_\text{s}$.  

321
The defining equation (8.1) is of type (c6) in Néron’s classification of minimal Weierstrass models, defined over a perfect residue field of characteristic different from 2 and 3 [251]. This corresponds to Step 8 of Tate’s algorithm [290]. Hence, the geometric fiber over the generic point of $S$ is of Kodaira type $IV^*$. As discussed earlier, the generic fiber over $S$ has a dual graph that is the twisted Dynkin diagram $\tilde{F}_4$ see Figure 8.1, which is the Langlands dual of the affine Dynkin diagram $F_4$. The structure of the generic fiber of the $F_4$-model is due to the arithmetic restriction that $a_{6,4}$ is not a perfect square modulo $s$.

The innocent arithmetic condition which characterizes an $F_4$-model has surprisingly deep topological implications for the elliptic fibration [114, 116]. When $a_{6,4}$ is a perfect square modulo $s$, the elliptic fibration is called an $E_6$-model; the generic fiber $IV^{**}$ is replaced by the fiber $IV^{**}$ whose dual graph is the affine Dynkin diagram $\tilde{E}_6$. Both $E_6$-models and $F_4$-models share the same geometric fiber over the generic point of $S$; however, the generic fiber type is different. Both are characterized by Step 8 of Tate’s algorithm, but while the generic fiber of an $E_6$-model is already made of geometrically irreducible components, the generic fiber of an $F_4$-model requires a quadratic field extension to make all its components geometrically irreducible. The Weierstrass model of an $E_6$-model has more complicated singularities, and thus requires a more involved crepant resolution. In a sense, the $F_4$-model is a more rigid version of the $E_6$-model as some fibral divisors are glued together by the arithmetic condition on $a_{6,4}$. Both have a fiber of Kodaira type $IV^*$, but $F_4$ is the generic case while $E_6$ is a special case of a fiber of type $IV^*$ since the Weierstrass coefficients have to satisfy additional algebraic constraints. It follows from the Shioda–Tate–Wazir theorem [300] that the Picard number of an $E_6$-model is bigger than the one for an $F_4$-model. Furthermore, their Poincaré-Euler charac-
teristics are also different, as was recently analyzed in [114]. A crepant resolution of the Weierstrass model of an $E_6$-model has fourteen distinct minimal models [163], while that of an $F_4$-model has only one [110, Theorem 1.27]. An $F_4$-model is a flat elliptic fibration, while this is not the case for an $E_6$-model of dimension four or higher, as certain fibers over codimension-three points contain rational surfaces [209].

The discriminant locus of the elliptic fibration (8.1) is

$$\Delta = s^8 (4^{13} + 3^2 a_{4,3+\alpha}^3 + 27a_{6,4}^2).$$

The discriminant is composed of two irreducible components not intersecting transversally. The first one is the divisor $S$, and the fiber above its generic point is of type IV$^{ns}$. The second component is a singular divisor, and the fiber over its generic point is a nodal curve, i.e., a Kodaira fiber of type $I_1$. The fiber $I_1$ degenerates to a cuspidal curve over $a_{4,3+\alpha} = a_{6,4} = 0$. The two components of the discriminant locus collide at $s = a_{6,4} = 0$, where we expect the singular fiber IV$^{ns}$ to degenerate, further producing a non-Kodaira fiber.

8.1.2 Representations associated to an $F_4$-model and absence of flops

To determine the irreducible representations associated with a given $G$-model, we adopt the approach of Aspinwall and Gross [19], which is deeply rooted in geometry. The representation associated to a $G$-model is characterized by its weights, which are geometrically given by the intersection numbers, with a negative sign, of the fibral divisors with curves appearing over codimension-two.
Figure 8.1: Affine Dynkin diagram $\tilde{F}_4$ vs. twisted affine Dynkin diagram $\tilde{F}'_4$. Their Cartan matrices are transposes of each other. Since the matrices are not symmetric, taking the transpose means inverting the arrow of the Dynkin diagram and changing the multiplicities of the nodes. These matrices have rank four and therefore a kernel of dimension one. The normalization of the zero direction in terms of relatively prime integers gives the multiplicities of the nodes of the Dynkin diagram. In the notation of Kac, $\tilde{F}'_4$ is denoted as $\tilde{E}_6(2)$ and $\tilde{F}_4$ is denoted as $\tilde{E}_6$, or sometimes $\tilde{E}_6^{(1)}$. The dual graph that appears in the theory of elliptic fibration is $\tilde{F}'_4$ and never $\tilde{F}_4$.

loci over which the generic fiber $IV^*_{\text{ns}}$ degenerates. This approach, also used in [1, 176, 226] and closely related to the approach of [241], transcends its application to physics and allows an intrinsic determination of a representation for any $G$-model. For more information, see [112, 119]. The representation induced by the weights of vertical curves over codimension-two points is not always physical as it is possible that no hypermultiplet is charged under that representation. In such a case, the representation is said to be “frozen” as discussed in section 8.7.3.

For $F_4$-models, we find that over $V(z, a_{6,4})$, the fiber $IV^*_{\text{ns}}$ degenerates to a non-Kodaira fiber of type $1 - 2 - 3 - 4 - 2$. This fiber consists of a chain of rational curves intersecting transversally; each number gives the multiplicity of the corresponding rational curve. We refer to this non-Kodaira fiber by the symbol $IV^*_{(2)}$. The last two nodes, of multiplicities 4 and 2, have weights in the representation 26 of $F_4$, namely $\square - 12, -1$ and $00 - 12$ as illustrated in Figure 8.3 on page 350. The
representation $\mathfrak{26}$ is a quasi-minuscule fundamental representation comprised of two zero weights and $24$ non-zero weights that form a unique Weyl orbit. The possibility of flops between different crepant resolutions of the same singular Weierstrass model can be explained by the relative minimal model program \cite{228}. All the weights of the $\mathfrak{26}$ are (short) roots of $\mathfrak{F}_4$. This explains why there is only one chamber for $\mathfrak{F}_4$ with matter in the adjoint representation and the fundamental representation.

For each non-simply laced Lie algebra $\mathfrak{g}_{\text{sf}}$, there is a specific quasi-minuscule representation $\mathfrak{R}_{\text{o}}$ defined by the branching rule $\mathfrak{g} = \mathfrak{g}_{\text{sf}} \oplus \mathfrak{R}_{\text{o}}$, where $\mathfrak{g}_{\text{sf}}$ is defined by a folding of $\mathfrak{g}$ of degree $d$. The degree $d$ is the ratio of the squared lengths of long roots and short roots of $\mathfrak{R}_{\text{o}}$. In other words, except for $\mathfrak{G}_2$, for which $d = 3$, all other non-simply laced Lie algebras have $d = 2$. This branching rule is related to the arithmetic degeneration $K^{\text{ns}} \to K^s$, where $K$ is a Kodaira fiber. For $\mathfrak{F}_4$, we have $\mathfrak{E}_6 = \mathfrak{F}_4 \oplus \mathfrak{26}$, and the representation $\mathfrak{R}_{\text{o}}$ coincides with the representation $\mathfrak{26}$ we find by computing weights of the curves over $V(s, a_{6,4})$. We note that fiber geometry over $V(s, a_{6,4})$ does not produce a fiber enhancement related to $\mathfrak{E}_6$ or more precisely to a Kodaira fiber of type $\text{IV}^{s,\text{ns}}$. We discuss more geometrically inspired branching rule in the next subsection.

8.1.3 Arithmetic versus geometric degenerations

Given an elliptic fibration $\phi : Y \to B$, if $S$ is an irreducible component of the discriminant locus, the generic fiber over $S$ can degenerate further over subvarieties of $S$. We distinguish between two types of degenerations \cite{112}. A degeneration is said to be arithmetic if it modifies the type of the fiber without changing the type of the geometric fiber. A degeneration is said to be geometric if it
modifies the geometric type of the fiber.

**Example 8.1.1** (Arithmetic degeneration). Let $K$ be a Kodaira fiber. Then, $K^{\ns} \to K^s$ or $K^\ns \to K^\ss$ are arithmetic degenerations.

**Example 8.1.2** (Geometric degeneration). Let $K$ be a Kodaira fiber. Consider the non-split fiber $K^{\ns}$. Denote by $K_{(d)}$ the non-Kodaira fibers defined in the limit where $d$ non-split curves of $K^{\ns}$ coincide. Then the fiber $K^{\ns} \to K_{(d)}$ is a geometric degeneration.

Arithmetic degenerations and geometric degenerations are respectively responsible for non-localized and localized matter in physics. For example, in the case of an $F_4$-model over a base of dimension three or higher, we have the degeneration $IV^{\ns} \to IV^{\ss}$ over the intersection of $S$ with any double cover of $a_{6,4}$ as it is clear from the explicit resolution of singularities. Such a double cover has equation $\zeta^2 = a_{6,4}$ where $\zeta$ is a section of $\mathcal{L} \otimes \mathcal{R}$. We can have such an arithmetic degeneration over any point of $S$ away from $V(s, a_{6,4})$.

In the case of an $F_4$-model, we get a fiber of type $1 - 2 - 3 - 4 - 2$, which is of the type $IV^\ast_{(2)}$ discussed in Example 8.1.2. The geometry of the fiber shows explicitly that localized matter fields at $V(s, a_{6,4})$ are in the representation $26$ and do not come from an enhancement $F_4 \to E_6$. That is because over the locus $V(s, a_{6,4})$, the generic fiber is the non-Kodaira fiber $1 - 2 - 3 - 4 - 2$. Such a fiber can only be seen as the result of an enhancement of type $IV^{\ns}(F_4)$ to either an incomplete $III^\ast(E_7)$ or an incomplete $II^\ast(E_8)$, depending on the valuation of the Weierstrass coefficient $a_4$. We have either the enhancement $F_4 \to E_7$ if $v(a_4) = 3$, or $F_4 \to E_8$ if $v(a_4) \geq 4$.\footnote{The fiber $1 - 2 - 3 - 4 - 2$ also appears in Miranda’s models at the transverse collision $II + IV^\ast$ where it is presented as a contraction of a fiber of type $II^\ast(E_7)$, see Table 14.1 on page 130 of [236].}
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8.1.4 Branching rules and Katz-Vafa method for localized matter in an $F_4$-model

The Katz-Vafa method \[187\] is an intuitive way to determine under which representations charged matter fields transform in F-theory. The Katz-Vafa method does not always predict the correct matter content in F-theory as discussed for example in the case of the $SU(2) \times G_2$-model \[119\]. For this reason, we prefer to determine the representation associated to an elliptic fibration by computing the weights of rational curves appearing over codimension-two points. This is formalized in \[112\] using the notion of saturated set of weights and applied systematically in \[113, 115, 118, 119, 121\].

The branching rule discussed in \[142, 143\], namely,

$$E_6 \rightarrow F_4 : 78 = 52 \oplus 26,$$  \hspace{1cm} (8.2)

is geometrically appropriate to understand the non-localized matter since it corresponds to $F_4$ enhancing to $E_6$. However, it is at odds with the structure of the fiber for the localized matter. In the case of a $F_4$-model, as discussed in the previous subsection, over $V(s, a_{6,4})$, the degenerated fiber is an incomplete fiber of type III* whose dual graph is the affine Dynkin diagram of type $\tilde{E}_7$ with some nodes contracted. Our goal in this subsection is to provide a branching rule inspired by the geometry of the fiber appearing over the locus where localized matter fields appear in an $F_4$-model.

Since $F_4$ is not a maximal subalgebra of $E_7$, we consider a sequence of maximal subalgebras. Look-
ing at Dynkin’s classification of maximal subalgebras of $E_7$, there are two roads to consider:

$$E_7 \rightarrow E_6 \oplus u_1 \rightarrow F_4 \quad \text{or} \quad E_7 \rightarrow A_1 \oplus F_4 \rightarrow F_4. \quad (8.3)$$

We note that both roads involving a S-maximal subalgebras ($E_6 \rightarrow F_4$ and $E_7 \rightarrow A_1 \oplus F_4$). To assess the final representations, the relevant branching rules are $[233]$

\[ E_7 \rightarrow E_6 \oplus u_1 : \quad 133 = 27_2 \oplus 2\overline{27}_2 \oplus 78_0 \oplus 10, \quad (8.4) \]

\[ E_6 \rightarrow F_4 : \quad 78 = 52 \oplus 26 \oplus 1, \quad 27 = 26 \oplus 1, \quad 2\overline{7} = 26 \oplus 1, \quad (8.5) \]

\[ E_7 \rightarrow A_1 \oplus F_4 : \quad 133 = (3,1) \oplus (1,52) \oplus (3,26). \quad (8.6) \]

In both cases ($E_7 \rightarrow E_6 \oplus u_1 \rightarrow F_4$ or $E_7 \rightarrow A_1 \oplus F_4 \rightarrow F_4$), we end up with the branching rule:

\[ E_7 \rightarrow F_4 : \quad 133 = 52 \oplus 26 \oplus 26 \oplus 26 \oplus 1 \oplus 1 \oplus 1. \quad (8.7) \]

which signals matter in the adjoint ($52$) and the fundamental representation ($26$) of $F_4$. The multiplicity observed (three times the fundamental representation) does not give the number of hypermultiplets observed. As we explain in the next subsection, we determine the number of hypermultiplets in an M-theory compactification to $5d$ by comparing the triple intersection numbers and the prepotential and in an F-theory compactification to $6d$ we determine the number of charged hypermultiplets transforming in given representations by solving the local anomaly cancelation con-
8.1.5 Counting hypermultiplets: Witten’s genus formula

M-theory compactified on an elliptically-fibered Calabi–Yau threefold $Y$ gives rise to a five-dimensional supergravity theory with eight supercharges coupled to $h^{1,1}(Y) + 1$ neutral hypermultiplets and $h^{1,1}(Y) - 1$ vector multiplets [66]. Taking into account the graviphoton, there are a total of $h^{1,1}(Y)$ gauge fields. The kinetic terms, the Chern–Simons coefficients of the vector multiplets, and the graviphoton are all completely determined by the intersection ring of the Calabi–Yau variety.

As it is written in detail in Section 2.12.2 in the introduction, Witten has determined using a quantization argument that the number of hypermultiplets transforming in the adjoint representation is the genus of the curve $S$ over which the gauge group is localized [306]. Aspinwall, Katz, and Morrison subsequently applied Witten’s quantization argument to the case of non-simply laced groups in [1], which is known as the Witten’s genus formula:

$$n_{R_0} = (d - 1)(g - 1) + \frac{1}{2}\deg R,$$

(8.8)

$g$ is the genus of $S$.

For an $F_4$-model, $R_0 = 26$, the ramification locus $R$ is $V(s, a_{6,4})$, and its degree is

$$\deg R = 12(1 - g) + 2\delta^2.$$
Hence, by Witten’s argument, we expect for a generic $F_4$-model the following multiplicities:

\[ n_{52} = g, \quad n_{26} = 5(1 - g) + S^2. \]

We later derive in Theorem 8.7.2 the number of matter representations from a direct comparison of the triple intersection numbers and the one-loop prepotential of a five-dimensional gauge theory with eight supercharges [176]. This matches exactly the number $n_{26}$ derived by Witten’s genus formula. This provides a confirmation of the number of charged hypermultiplets from a purely five-dimensional point of view, thereby avoiding a six-dimensional argument based on cancellations of anomalies [142] and the subtleties of the Kaluza-Klein circle compactification [46, 149]. We further check that the number $n_{26} = 5(1 - g) + S^2$ and $n_{52} = g$ are also the unique solution for the number of charged hypermultiplets derived from six-dimensional anomaly cancellation conditions when $F$-theory is compactified on an $F_4$-model that is a Calabi–Yau threefold with a base $B$ that is a rational surface.

Deriving the number of charged hypermultiplets in $\mathcal{N} = 1$ five-dimensional theories by comparing the triple intersection numbers and the one-loop contribution to the prepotential was advocated in [124, 148] and has been used in [124] for $SU(n)$; in [112] for Spin(7), Spin(8), $G_2$ models; in [122] for the $E_7$-model; in [118] for SO(4) and Spin(4); in [119] for $SU(2) \times G_2$ in [119]; in [113] for $SU(2) \times SU(3)$; and in [121] for $SU(2) \times SU(4)$ and $SU(2) \times Sp(4)$.
8.1.6 Frozen representations

As we have explained before, we identify representations by their weights, and we compute the weights geometrically by the intersection of fibral divisors with vertical curves located over codimension-two points on the base. It is important to keep in mind that the presence of a given weight is a necessary condition but not a sufficient condition for the existence of hypermultiplets transforming under the corresponding representation. We always have to keep in mind that the geometric representations deduced by the weights of vertical curves over codimension-two points are not necessarily carried by physical states. A representation $R$ deduced geometrically on an elliptic fibration is said to be frozen when the elliptic fibration has vertical curves (over a codimension-two locus of the base) carrying the weights of the representation $R$, but no hypermultiplet is charged under the representation $R$.

It is known that the adjoint representation is frozen when the gauge group is on a curve of genus zero [306]. However, it is less appreciated that other representations can also be frozen. A natural candidate is the representation $R_0$ discussed in Section 8.1.5 for the case of a non-simply laced gauge group. (See Section 2.12.2 for more detail.) We will discuss the existence of a frozen representation for an $F_4$-model in §8.7.3. In particular, Theorem 8.7.5 asserts that the representation 26 is frozen if and only if the curve $S$ has genus zero and self-intersection $-5$.

It is a folklore theorem of D-brane model building that the number of representations appearing at the transverse collision of two branes is the number of collision points. In other words, one would expect one hypermultiplet for each intersection point. While this is true for localized matter
fields, it is not usually true when the same representation appears both as localized and non-localized. As a rule of thumb, when localized and non-localized matter fields transforming in the same representation coexist, the number of representations is given by assuming that all the matter is non-localized [240].

The notion of frozen representation discussed in this chapter should not be confused with the frozen singularities of ref. [21, 90, 287].

8.1.7 Roadmap of results

The road map to the rest of the chapter is the following.

In section 8.2, we discuss Step 8 of Tate’s algorithm, which characterizes the Weierstrass model of $F_4$-models.

In section 8.3 (see Theorem 8.3.2 on page 338), we present a crepant resolution of the singular Weierstrass model, giving a flat fibration. The resolution is given by a sequence of four blowups with centers that are regular monomial ideals.

In section 8.4, we analyze in details the degeneration of the singular fiber and determine the geometry of the fibral divisors (see Theorem 8.4.1 on page 345 and Figure 8.2 on page 344). The generic fiber over $S$ degenerates along $V(a_{6,4}) \cap S$ to produce a non-Kodaira fiber of type $1 - 2 - 3 - 4 - 2$. This non-Kodaira fiber appears as an incomplete Kodaira fiber of type $III^* \text{ or } II^*$ resulting from the (non-transverse) collision of the divisor $S$ with the remaining factor of the discriminant locus. Such a collision is not of Miranda-type since it involves two fibers of different $j$-invariants[236]. Interestingly, the multiplicity of the nodes of this non-Kodaira fibers matches the Dynkin’s coefficients
of the highest root of $F_4$, namely $(1, 2, 3, 4, 2)$ where the first component of multiplicity one corresponds to the affine node.

We show that the fibral divisors $D_3$ and $D_4$ corresponding to the root $\alpha_3$ and $\alpha_4$ of the $F_4$ Dynkin diagram are not $\mathbb{P}^1$-bundles over the divisor $S$, but rather double covers of $\mathbb{P}^1$-bundles over $S$, with ramification locus $V(a_{6,4})$. The geometry of these fibral divisors is illustrated in Figure 8.2. The difference is important since it affects the computation of triple intersection numbers and the degeneration of the fibers in codimension two, which is responsible for the appearance of weights of the representation $26$. We use the Stein factorization to have more control on the geometry of $D_3$ and $D_4$. Consider the morphism $f : D_3 \rightarrow S$. The geometric generic fiber is not connected and consists of two rational curves. Since the morphism is proper, we consider its Stein factorization $D_3 \xrightarrow{f'} S' \xrightarrow{\pi} S$. By definition, the morphism $\pi : S' \rightarrow S$ is a finite map of degree two; each geometric point of the fiber represents a connected component of the fiber of $D_3 \rightarrow S$. The morphism $f' : D_3 \rightarrow S'$ has connected fibers that are all smooth rational curves. Hence, $f' : D_3 \rightarrow S'$ gives $D_3$ the structure of a $\mathbb{P}^1$-bundle over $S'$ rather than over $S$.

We determine in Section 8.4.3 the geometric weights that identify the representation naturally associated to the degeneration of the generic fiber over the codimension-two loci. The last two nodes of the fiber $1 - 2 - 3 - 4 - 2$ are responsible for generating the representation $26$.

In section 8.5, we compute the following topological invariants: the Euler characteristic of the elliptic fibration, the Hodge numbers in the Calabi–Yau threefold case, the double and triple intersection numbers of the fibral divisors (Theorem 8.4.2 on page 347), and the linear form induced in the Chow ring by the second Chern class in the case of a Calabi threefold. To have a complete list of
known results on $F_4$, in Table 8.3, we reproduce the characteristic numbers of an $F_4$-model that is an elliptic fourfold as computed in [116]. We note that the $F_4$-model shares the same characteristic numbers as a Spin(8)-model since they are both computed using the same sequence of blowups and as proven in [116], they are flop invariant and therefore can be computed in any crepant resolution of a Spin(8)-model. Various characteristic classes were computed for $F_4$-models and Spin(8)-models in Table 8.3.

In section 8.7, we leverage our understanding of the geometry to study aspects of the physics of $F_4$-gauge theories in different dimensions. When M-theory is computed in a Calabi–Yau threefold $Y$ that is an $F_4$-model, we get a five-dimensional theory with charged hypermultiplets transforming in the adjoint and the fundamental representation. We compute the number of charged hypermultiplets in the adjoint and fundamental representations by matching the five-dimensional quantum prepotential computed at the one-loop level in [176] and the triple intersection numbers that we compute using intersection theory in presence after a sequence of blowups. F-theory compactified on the same Calabi–Yau threefold $Y$ gives a six-dimensional $(1,0)$ theories with neutral tensor multiplets and neutral hypermultiplets counted by the Hodge numbers of $Y$.

We compute the number of charged hypermultiplets of the 6d theory as a unique solution of the 6d anomaly cancellation conditions. The two independent countings in 5d and 6d perfectly match: this can be interpreted as a consistency check that the 5d theory has a six-dimensional parent theory.

Finally, in Section 8.7.3 we discuss in detail the existence of frozen representations for an $F_4$-model.
8.2 Step 8 of Tate’s algorithm

We follow the notation of Fulton [136]. The terminology is borrowed from [114]. Let $Y_0 \rightarrow B$ be a Weierstrass model over a smooth base $B$, in which we choose a smooth Cartier divisor $S \subset B$. The local ring $\mathcal{O}_{B, \eta}$ in $B$ of the generic point $\eta$ of $S$ is a discrete valuation ring with valuation $v_S$ given by the multiplicity along $S$. Using Tate’s algorithm, the valuation of the coefficients of the Weierstrass model with respect to $v_S$ determines the type of the singular fiber over the generic point of $S$. Kodaira fibers refer to the type of the geometric fiber over the generic point of irreducible components of the discriminant locus of the Weierstrass model.

An $F_4$-model describes the generic case of Step 8 of Tate’s algorithm, which characterizes the Kodaira fiber of type $IV^{ns}$ in F-theory notation or $IV^s_2$ in the notation of Liu. By definition, Kodaira fibers classify geometric fibers over the generic point of a component of the discriminant locus of an elliptic fibration. When the elliptic fibration is given by a Weierstrass model, this can be expressed in the language of a discrete valuation ring. Let $S$ be the relevant component. We assume that $S$ is smooth with generic point $\eta$. The local ring at $\eta$ defines a discrete valuation ring with valuation $v$ that is essentially the multiplicity along $S$. We then have the following characterization:

**Theorem 8.2.1** (Tate’s algorithm [290], Step 8). If $v(a_1) \geq 1$, $v(a_2) \geq 2$, $v(a_3) \geq 2$, $v(a_4) \geq 3$, $v(a_6) \geq 4$ and the quadric polynomial $Q(T) = T^2 + a_{3,2}T - a_{6,4}$ has two distinct solutions, then the geometric special fiber is of Kodaira type $IV^s$. If the roots of $Q(T)$ are rational in the residue field, the generic fiber is of type $IV^{ns}$, otherwise (if the solutions are not rational in the residue field) the generic fiber is of type $IV^ns$. 
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Remark 8.2.2. The discriminant of the quadric \( Q(T) = T^2 + a_{3,2}T - a_{6,4}, \) is exactly \( b_{6,4}. \) It follows that the fiber is of type IV* if and only if \( v(b_{6,4}) = 0. \) Moreover, the fiber is of either type IV* or IV*ns, depending respectively on whether or not \( b_{6,4} \) is a perfect square.

In view of the multiplicities, we can safely complete the square in \( y \) and the cube in \( x \) and write the Tate equation of a IV*ns model as

\[
y^2z = x^3 + a_{4,3}x^3 + x^2 + s^4a_{6,4}x^3, \quad a \in \mathbb{Z}_{\geq 0},
\]

where \( a_{6,4} \) is not a perfect square modulo \( s. \)

The simplest way to identify a fiber of type IV*ns is to use the short Weierstrass equation since it does not require performing any translation.

Theorem 8.2.3 (Tate's algorithm[290], Step 8).

\[
\begin{aligned}
&v(c_4) \geq 3, \quad v(c_6) = 4 \\
&c_6 \text{ not a square modulo } s
\end{aligned} \iff IV^{*ns}.
\]

The conditions on \( c_4 \) and \( c_6 \) can be traced back to Néron and forces the discriminant to have valuation 8. Néron also points out that a fiber of type IV* is uniquely identified by the valuation of its \( j \)-invariant and its discriminant locus:

Theorem 8.2.4 (Néron [251]), \( v(j) > 0 \) and \( v(\Delta) = 8 \iff IV^*. \)

This implies in particular that a fiber of type IV* has a vanishing \( j \)-invariant.
Let $X_0 = \mathbb{P}[\mathcal{O}_B \oplus \mathcal{L} \otimes 2 \oplus \mathcal{L} \otimes 3]$ be the projective bundle in which the singular Weierstrass model is defined as a hypersurface. The tautological line bundle of the projective bundle $X_0$ is denoted $\mathcal{O}(-1)$ and its dual $\mathcal{O}(1)$ has first Chern class $H = c_1(\mathcal{O}(1))$.

Let $X$ be a nonsingular variety. Let $Z \subset X$ be a complete intersection defined by the transverse intersection of $r$ hypersurfaces $Z_i = V(g_i)$, where $g_i$ is a section of the line bundle $\mathcal{I}_i$ and $(g_1, \ldots, g_r)$ is a regular sequence. We denote the blowup of a nonsingular variety $X$ along the complete intersection $Z$ by $\tilde{X} = \text{Proj}_X(\oplus d \mathcal{I}_d)$.

The blowup of $X$ with center $Z$ is the morphism $f : \tilde{X} = \text{Proj}_X(\oplus_d \mathcal{I}_d) \rightarrow X$. The exceptional divisor of $f$ is the pre-image of the center $Z$, that is, $\tilde{Z} = \text{Proj}_X(\oplus_d \mathcal{I}_d / \mathcal{I}_d^{d+1})$. The exceptional divisor is $f$-relatively ample. If $Z$ is a complete intersection, then $\mathcal{I} / \mathcal{I}^2$ is locally free. Hence, $\text{Sym}^d(\mathcal{I} / \mathcal{I}^2) = \mathcal{I}^d / \mathcal{I}^{d+1}$ and $\tilde{Z} = \mathbb{P}_X(\mathcal{I} / \mathcal{I}^2)$. The normal sheaf $N_{\tilde{Z}/\tilde{X}}$ is $\mathcal{O}_{\tilde{Z}}(-1)$, $E_i = c_1(\mathcal{O}_{\tilde{Z}}(1))$ is the first Chern class of the exceptional divisor $\tilde{Z} = V(e_i)$, and $[\tilde{Z}] = E_i \cap [\tilde{X}]$.

We abuse notation and use the same symbols for $x, y, s, e_i$ and their successive proper transforms.

We also do not write the obvious pullbacks.

**Lemma 8.3.1.** Let $Z \subset X$ be a smooth complete intersection of $n + 1$ hypersurfaces meeting transversally. Let $Y$ be a hypersurface in $X$ singular along $Z$. If $Y$ has multiplicity $n$ along $Z$, then the blowup of $X$ along $Z$ restricts to a crepant morphism $\bar{Y} \rightarrow Y$ for the proper transform of $Y$. 
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Proof. Let \( \widetilde{X} = Bl_Z X \) be the blowup of \( X \) along \( Z \) and \( E \) be the class of the exceptional divisor.

Then \( c_1(TX) = f^* c_1(TX) - nE \). Since \( Y \) has a multiplicity \( n \) along \( Z \), we have \( f^* Y = \overline{Y} + nE \), where \( \overline{Y} \) is the proper transform of \( Y \). By adjunction formula,

\[
c_1(\overline{Y}) = c_1(\widetilde{X}) - \overline{Y} = f^* c_1(X) - f^* Y = f^* c_1(Y).
\]

\( \square \)

**Theorem 8.3.2.** Consider the following Weierstrass equation where \( S = V(s) \) is a Cartier divisor of the base \( B \):

\[
E_0 : \; \; \; y^2 = x^3 + s^{s+a} f x^2 + s^4 g e^3, \quad \alpha \in \mathbb{Z}_{\geq 0},
\]

where \( f, g, \) and \( s \) are respectively assumed to be generic sections of \( \mathcal{L}^\otimes 4 \otimes \mathcal{S}^{-\otimes (s+a)}, \mathcal{L}^\otimes 6 \otimes \mathcal{S}^{-\otimes 4}, \) and \( \mathcal{S} \). Let \( X_0 = \mathbb{P}[\mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3] \) be the ambient space in which \( E_0 \) is defined. The following sequence of blowups provides a crepant resolution of the singular Weierstrass model \( E_0 \):

\[
X_0 \xleftarrow{(x,y,s|e_1)} X_1 \xleftarrow{(y,e_1|e_2)} X_2 \xleftarrow{(x,e_2|e_3)} X_3 \xleftarrow{(e_2,e_3|e_4)} X_4. \tag{8.9}
\]

We describe this sequence of blowups starting with the projective bundle \( X_0 \), which serves as the ambient space of the Weierstrass equation. The first blowup \( X_1 \rightarrow X_0 \) is centered at the regular monomial ideal \( (x,y,s) \), where \( s \) is a section of \( \mathcal{S} = \mathcal{O}_B(S) \). The exceptional divisor \( E_1 \) of the first blowup is a
\[ \mathbb{P}^2 \] bundle. The second blowup \( X_2 \to X_1 \) parametrized by \([x : s]\) is centered along the fiber of \( E_1 \) defined by the proper transform of \( V(y) \) and its exceptional divisor is \( E_2 \). The third blowup \( X_3 \to X_2 \) is centered in \( E_2 \) along the fiber over \( V(x) \) and has exceptional divisor \( E_3 \). The last blowup \( X_4 \to X_3 \) is centered in \( E_3 \) along the fiber given by \( V(e_2) \) and has exceptional divisor \( E_4 \).

**Proof.** We recall that blowup up of a divisor is an isomorphism away from the singular locus. The Weierstrass model has a singular scheme supported on the ideal \((x, y, s)\).

1. **First blowup.** Since the generic point of this ideal is a double point singularity of the Weierstrass model and the ideal has length 3, blowing up \((x, y, s)\) is a crepant morphism.

2. **Second blowup.** We are in \( X_1 \) and the singular locus is supported on \((y, x, e_1)\). At this point, we could choose to blowup again \((x, y, e_1)\) since it is a locus of double points and the ideal has length 3. However, we could also blowup \((y, e_1)\), which is a non-Cartier Weil divisor. This is clearly crepant since \((y, e_1)\) has length 2 and multiplicity one. Blowing up this divisor is not an isomorphism since it contains \((x, y, e_1)\), the support of the singular locus.

3. **Third blowup.** We blowup the ideal \((x, e_2)\), which corresponds to a non-Cartier Weil divisor of multiplicity one.

4. **Fourth blowup.** We finally blowup \((e_2, e_3)\), which is also a non-Cartier Weil divisor of multiplicity one. This is crepant because the ideal has length 2 and the defining equation has multiplicity one along \((e_2, e_3)\).

After the fourth blowup, we check using the Jacobian criterion that there are no singularities.
left. We can also simplify computations by noticing that the defining equation is a double cover and therefore, the singularities should be on the branch locus. Moreover, certain variables cannot vanish at the same time due to the centers of the blowups. In particular, each of \((x, y, s), (y, e_1), (s, e_3), (s, e_4), (x, e_2), (x, e_4), \) and \((e_2, e_3)\) corresponds to the empty set in \(X_4\).

The divisor classes of the different variables in \(X_i\) are given in Table 8.1.

<table>
<thead>
<tr>
<th>(X_i)</th>
<th>(x)</th>
<th>(y)</th>
<th>(z)</th>
<th>(s)</th>
<th>(e_1)</th>
<th>(e_2)</th>
<th>(e_3)</th>
<th>(e_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_0)</td>
<td>(2L + H)</td>
<td>(3L + H)</td>
<td>(H)</td>
<td>(S)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(X_1)</td>
<td>(2L + H - E_i)</td>
<td>(3L + H - E_i)</td>
<td>(H)</td>
<td>(S - E_i)</td>
<td>(E_1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(X_2)</td>
<td>(2L + H - E_i)</td>
<td>(3L + H - E_i - E_2)</td>
<td>(H)</td>
<td>(S - E_i)</td>
<td>(E_1 - E_4)</td>
<td>(E_3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(X_3)</td>
<td>(2L + H - E_i - E_3)</td>
<td>(3L + H - E_i - E_3)</td>
<td>(H)</td>
<td>(S - E_i)</td>
<td>(E_1 - E_4)</td>
<td>(E_3 - E_4)</td>
<td>(E_1)</td>
<td>-</td>
</tr>
<tr>
<td>(X_4)</td>
<td>(2L + H - E_i - E_3)</td>
<td>(3L + H - E_i - E_3)</td>
<td>(H)</td>
<td>(S - E_i)</td>
<td>(E_1 - E_4)</td>
<td>(E_3 - E_4)</td>
<td>(E_1 - E_4)</td>
<td>(E_4)</td>
</tr>
</tbody>
</table>

Table 8.1: The divisor classes of the variables \(x, y, z, s, e_1, e_2, e_3,\) and \(e_4\) in \(X_i\) where \(X_0\) is the projective bundle and \(i = 1, 2, 3, 4\) is the number of the blowups performed.

The proper transform of the Weierstrass model is a smooth elliptic fibration \(\phi : Y \longrightarrow B\)

\[ Y : ey^2z = e_1(e_3e_4x^3 + e_1e_2e_3(e_1e_2e_3e_4)^3z^3 + e_1e_2a_6x^2 + e_1e_2a_4e_3x^4). \]

The successive relative “projective coordinates” for the fibers of \(X_i\) over \(X_{i-1}\) are \((i = 1, 2, 3, 4)\)

\[ [e_1e_2e_3e_4^3 : e_1e_2e_3e_4^3 : x : z], [e_1e_2e_3e_4^3 : e_1e_2e_3e_4^3 : y : z], [y : e_1], [x : e_2e_4], [e_2 : e_3]. \]  

These projective coordinates are not independent of each other, as we have a tower of projective
bundles defined over subvarieties of projective bundles. The interdependence between the different projective bundles are captured by the following scalings:

\[
\begin{align*}
X_0/B & \quad [c_2 c_3 c_4 x : c_2 c_3 c_4 y : z] \\
X_1/X_0 & \quad [\ell_1 (c_2 c_4 x) : \ell_1 (c_2 c_4 y) : \ell_3] \\
X_2/X_1 & \quad [\ell_1 \ell_2 y : \ell_1^{-1} \ell_2 c_1] \\
X_3/X_2 & \quad [\ell_3 \ell_4 x : \ell_3^{-1} \ell_3 (c_3 c_4)] \\
X_4/X_3 & \quad [\ell_4 \ell_5 \ell_2^{-1} c_2 : \ell_4 \ell_3^{-1} c_3]
\end{align*}
\]

where \(\ell_1, \ell_2, \ell_3, \) and \(\ell_4\) are used to denote the scalings of each blowup.

### 8.4 Fiber structure

In this section, we explore the geometry of the crepant resolution \(Y \to \mathcal{E}_0\) obtained in the previous section. Composing with the projection of \(\mathcal{E}_0\) to the base \(B\), we have a surjective morphism \(\phi : Y \to B\), which is an elliptic fibration over \(B\). We denote by \(\eta\) a generic point of \(S\). We study in details the generic fiber \(Y_\eta\) of the elliptic fibration and its specialization. Its dual graph is the twisted Dynkin diagram \(\widetilde{F}_4\), namely, the dual of the affine Dynkin diagram \(\tilde{F}_4\). We call \(C_a\) the irreducible components of the generic fiber, and \(D_a\) the irreducible fibral divisors. We can think of \(C_a\) as the generic fiber of \(D_a\) over \(S\). Given a section \(u\) of a line bundle, we denote by \(V(u)\) the vanishing scheme of \(u\). As a set of point, \(V(u)\) is defined by the equation \(u = 0\). If \(\mathcal{I}\) is an ideal sheaf, we also denote by \(V(\mathcal{I})\) its zero scheme.
8.4.1 Structure of the generic fiber

After the blowup, the generic fiber over $S$ is composed of five curves since the total transform of $s$ is $s e_1 e_2 e_3 e_4$. The fibral divisors are:

\[
\begin{cases}
D_0 : & s = e_2 y^2 - e_1 e_3 e_4 x^3 = 0 \\
D_1 : & e_1 = e_2 = 0 \\
D_2 : & e_2 = e_4 = 0 \\
D_3 : & e_4 = y^2 - e_1^2 a_4 a_6 z^2 = 0 \\
D_4 : & e_3 = y^3 - e_1^2 a_4 a_6 z^2 = 0
\end{cases}
\tag{8.11}
\]

Their respective multiplicities are 1, 2, 3, 2, and 1.

The curve $C_a$ is the generic fiber of the fibral divisor $D_a$ ($a = 0, 1, 2, 3, 4$). The fibral divisors can also be defined as the irreducible components of $\phi^* S$:

\[
\phi^* S = D_0 + 2D_1 + 3D_2 + 2D_3 + D_4.
\tag{8.12}
\]

Furthermore, we have the following relations:

\[
V(s) = D_0, \quad V(e_1) = D_1, \quad V(e_2) = D_1 + D_2, \quad V(e_3) = D_2 + D_3, \quad V(e_4) = D_4.
\tag{8.13}
\]

Denoting by $E_i$ the exceptional divisor of the $i$th blowup and by $S$ the class of $S$, we identify the
classes of the five fibral divisors to be

\[ D_0 = S - E_1, \quad D_1 = E_1 - E_2, \quad D_2 = 2E_2 - E_1 - E_3 - E_4, \]
\[ D_3 = 2E_4 - 2E_2 + E_1 + E_3, \quad D_4 = E_3 - E_4. \]  

(8.14)

The curve \( C_0 \) is the normalization of a cuspidal curve. The curves \( C_1 \) and \( C_2 \) are smooth rational curves. The curves \( C_3 \) and \( C_4 \) are not geometrically irreducible. After a field extension that includes the square root of \( \sqrt{a_{6,4}} \), they split into two smooth rational curves. Hence, \( D_0, D_1, \) and \( D_2 \) are \( \mathbb{P}^1 \) bundles while \( D_3 \) and \( D_4 \) are double coverings of \( \mathbb{P}^1 \)-bundles. Geometrically, when \( D_3 \) and \( D_4 \) are seen as families of curves over \( S, D_3 \) and \( D_4 \) are families of pair of lines.

In the next subsection, we determine what these \( \mathbb{P}^1 \)-bundles are up to an isomorphism.

### 8.4.2 Fibral divisors

In this section, we study the geometry of the fibral divisors. We recall that for a \( \mathbb{P}^1 \)-bundle, all fibers are smooth projective curves with no multiplicities. A conic bundle has a discriminant locus, over which the fiber is reducible when it is composed of two rational curves meeting transversally or is a double line.

In the case of an \( F_4 \)-model, the fibral divisors \( D_0, D_1, \) and \( D_2 \) are \( \mathbb{P}^1 \)-bundles while \( D_3 \) and \( D_4 \) are double covers of \( \mathbb{P}^1 \)-bundles. The generic fiber of \( D_3 \) and \( D_4 \) is geometrically composed of two non-intersecting rational curves. \( D_3 \) and \( D_4 \) have \( V(\sqrt{a_{6,4}}) \) as a discriminant locus. Over the discriminant locus of these double covers, the fiber is composed of a double rational curve.
Figure 8.2: Fibral divisors of an $F_4$-model as schemes over $S$. See Theorem 8.4.1. The fibral divisors $D_0$, $D_1$, and $D_2$ are $\mathbb{P}^1$-bundles over $S$; each of $D_3$ and $D_4$ is a double cover of $S$ branched at $V(s, a_{6,4})$. The generic fiber of $f_i: D_i \to S$ (with $i = 3$ or $4$) is not connected and consists of two non-intersecting rational curves. The Stein factorization gives a morphism $f'_i: D_i \to S'$ with connected fibers and a finite morphism $\pi: S' \to S$ that is a double cover branched at $V(s, a_{6,4})$. The morphism $f'_i: D_i \to S'$ is the $\mathbb{P}^1$-bundle $\mathbb{P}_{S'}[\pi^* (L^{\otimes 2} \oplus S^{\otimes 3})] \to S'$; the morphism $f'_4: D_4 \to S'$ is the $\mathbb{P}^1$-bundle $\mathbb{P}_{S'}[\pi^* (L^{\otimes 2} \oplus S^{\otimes 2})] \to S'$.

We can also simply describe $D_3$ and $D_4$ as flat double coverings of $\mathbb{P}^1$-bundles over $S$ or as geomet-
rically reducible conic bundles over $S$.

**Theorem 8.4.1.** The fibral divisors $D_0$, $D_1$, and $D_2$ are $\mathbb{P}^1$-bundles. $D_3$ and $D_4$ are double covers of $\mathbb{P}^1$-bundles branched at $V(a_{6,4})$. The corresponding projective bundles are\(^2\) (see Figure 8.2)

- $D_0$ is isomorphic to $\mathbb{P}_S[\mathcal{L} \oplus \mathcal{O}_S]$,
- $D_1$ is isomorphic to $\mathbb{P}_S[\mathcal{L}^\otimes 2 \oplus \mathcal{I}]$,
- $D_2$ is isomorphic to $\mathbb{P}_S[\mathcal{L}^\otimes 3 \oplus \mathcal{I}^\otimes 2]$,
- $D_3$ is isomorphic to a double covering of $\mathbb{P}_S[\mathcal{L}^\otimes 4 \oplus \mathcal{I}^\otimes 3]$ ramified in $V(a_{6,4}) \cap S$,
- $D_4$ is isomorphic to a double covering of $\mathbb{P}_S[\mathcal{L}^\otimes 2 \oplus \mathcal{I}^\otimes 2]$ ramified in $V(a_{6,4}) \cap S$,

where $\mathcal{L}$ is the fundamental line bundle of the Weierstrass model and $S$ is the zero scheme of a regular section of the line bundle $\mathcal{I} = \mathcal{O}_B(S)$.

**Proof.** The strategy for this proof is as follows. We use the knowledge of the explicit sequence of blowups to parametrize each curve. Since each blowup has a center that is a complete intersection with normal crossing, each successive blowup gives a projective bundles. The successive blowups give a tower of projective bundles over projective bundles. We keep track of the projective coordinates of each projective bundle relative to its base. An important part of the proof is to properly normalize the relative projective coordinates when working in a given patch, as they are twisted with \(^2\)We do not write explicitly the obvious pullback of line bundles. For example, if $\sigma : S \hookrightarrow B$ is the embedding of $S$ in $B$ and $\mathcal{L}$ is a line bundle on $B$, we abuse notation by writing $\mathbb{P}_S[\mathcal{L} \oplus \mathcal{O}_S]$ for $\mathbb{P}_S[\sigma^* \mathcal{L} \oplus \mathcal{O}_S]$.\footnote{We do not write explicitly the obvious pullback of line bundles. For example, if $\sigma : S \hookrightarrow B$ is the embedding of $S$ in $B$ and $\mathcal{L}$ is a line bundle on $B$, we abuse notation by writing $\mathbb{P}_S[\mathcal{L} \oplus \mathcal{O}_S]$ for $\mathbb{P}_S[\sigma^* \mathcal{L} \oplus \mathcal{O}_S]$.}
respect to previous blowups. We show that \( D_0, D_1, \) and \( D_2 \) are \( \mathbb{P}^1 \)-bundles over \( S \) while \( D_3 \) and \( D_4 \) are conic bundles defined by a double cover of a \( \mathbb{P}^1 \)-bundle over \( S \).

The fiber \( C_0 \) can be studied after the first blowup since the remaining blowups are away from \( C_0 \).

We can work in the patch \( x \neq 0 \). We use the defining equation of \( C_0 \) to solve for \( e_1 \) since \( x \) is a unit.

We then observe that \( C_0 \) has the parametrization

\[
C_0 \left[ t^2 : t^3 : t^4 \right][1 : t : o], \quad t = y/x. 
\]

This is the usual normalization of a cuspidal cubic curve. It follows that \( C_0 \) is a rational curve parametrized by \( t \). Since \( t = y/x \) is a section of \( \mathcal{L} \), it follows that the fibral divisor \( D_0 \) is isomorphic to the \( \mathbb{P}^1 \)-bundle \( \mathbb{P}_S[\mathcal{L} \oplus \mathcal{O}_S] \) over \( S \).

\( D_1 \) is the Cartier divisor \( V(e_1) \) in \( Y \), which corresponds to the complete intersection \( V(e_1, e_2) \) in \( X_4 \). The generic fiber of \( D_1 \) over \( S \) is the rational curve \( C_1 \), which is parametrized as

\[
C_1 \left[ 0 : o : z \right][\ell_1(e_3e_4x) : o : \ell_3][\ell_1\ell_2y : o][\ell_1\ell_3x : o][o : \ell_4\ell_3^{-1}e_3].
\]

We can use \( \ell_4, \ell_3, \) and \( \ell_2 \) to fix the scalings. But \( C_1 \) is parametrized by \( [x : z] \) and \( D_1 \) is isomorphic to the \( \mathbb{P}^1 \)-bundle \( \mathbb{P}_S[\mathcal{L}^{\oplus 2} \oplus \mathcal{I}] \) over \( S \).

\( C_2 \) is defined as the generic fiber with \( e_2 = e_4 = 0 \). This gives

\[
C_2 \left[ o : o : z \right][o : o : \ell_3][\ell_1\ell_2y : \ell_1^{-1}\ell_2e_3][\ell_1\ell_3x : o][o : \ell_4\ell_3^{-1}e_3].
\]
Fixing the scaling as $\ell_1 = s^{-1}$, $\ell_3 = sx^{-1}$, we see that $C_2$ is a rational curve parametrized by $[y : s^2]$ and $D_2$ is isomorphic to $\mathbb{P}_S[L^3 \oplus H^2]$.

For $C_3$ take $\ell_1 = s^{-1}$, $\ell_3 = sx^{-1}$, $\ell_2 = s^{-1}$, $\ell_3 = sx^{-1}$,

$$C_3 \begin{bmatrix} 0 : 0 : 1 \\ 0 : 0 : 1 \\ y : s^2 : 1 \\ 1 : 0 \\ \ell_4 s^2 x^{-1} : \ell_4 x^3 \end{bmatrix}.$$

The double cover is $(\frac{y}{s})^2 = a_{6,4}$. This is clearly a double cover of $D_3^+$, where $D_3^+$ is $\mathbb{P}^1$-bundle over $S$, whose fiber is parametrized by $[s^2 x^{-1} : x^3 s^{-1}]$. Such a $\mathbb{P}^1$-bundle is isomorphic to $\mathbb{P}_S[L^4 \oplus H^3]$.

For $C_4$, take $\ell_1 = s^{-1}$, $\ell_2 = s^{-1}$, $\ell_4 = sl_5^{-1}$,

$$C_4 \begin{bmatrix} 0 : 0 : 1 \\ 0 : 0 : 1 \\ y : s^2 : 1 \\ s^{-1} x : s \\ 1 : 0 \end{bmatrix}.$$

The double cover is again $(\frac{y}{s})^2 = a_{6,4}$.

**Theorem 8.4.2.** The crepant resolution defined in Theorem 8.3.2 has the following properties:

(i) The resolved variety is a flat elliptic fibration over the base $B$.

(ii) The fiber over the generic point of $S$ has dual graph $\tilde{F}_4$ and the geometric generic fiber is of Kodaira type $IV^\ast$. 
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(iii) The fiber degenerates over \( V(s, a_{6,4}) \) as

\[
V(s, a_{6,4}) \begin{cases} 
C_3 \rightarrow 2C'_3, \\
C_4 \rightarrow 2C'_4.
\end{cases}
\]

where \( C_3 \) and \( C_4 \) are generic curves defined over \( S \), and \( C'_3 \) and \( C'_4 \) are generic curves over \( V(s, a_{6,4}) \). The generic fiber over \( V(s, a_{6,4}) \) is a non-Kodaira fiber composed of five geometrically irreducible rational curves. The reduced curves meet transversally with multiplicities \( 1 - 2 - 3 - 4 - 2 \).

**Proof.** The special fiber is the fiber over the generic point of \( S \). Note that \( C_2 \) and \( C_3 \) intersect at a divisor of degree two, composed of two points that are non-split. Hence, the dual graph of this fiber is the twisted affine Dynkin diagram of type \( \tilde{F}_4 \). All the curves are geometrically irreducible with the exception of \( C_3 \) and \( C_4 \), which are the double covers of a geometrically irreducible rational curve and the branching locus is \( a_{6,4} = 0 \). Each of these two curves splits into two geometrically irreducible curves in a field extension that includes a square root of \( a_{6,4} \). They degenerate into a double rational curve over \( a_{6,4} = 0 \). Over the branching locus, the singular fiber is a chain \( 1 - 2 - 3 - 4 - 2 \). The geometric generic fiber has a dual graph that is a \( \tilde{E}_6 \) affine Dynkin diagram. The fibers \( C_\alpha \) are fibers of fibral divisors \( D_\alpha \). The matrix of intersection numbers \( \deg(D_\alpha \cdot C_\alpha) \) is the opposite of the invariant form of the twisted affine Dynkin diagram of type \( \tilde{F}_4 \), normalized in such a way that the
short roots have length square 2:

\[
\deg(D_a \cdot C_b) = \begin{pmatrix}
-2 & 1 & 0 & 0 & 0 \\
1 & -2 & 1 & 0 & 0 \\
0 & 1 & -2 & 2 & 0 \\
0 & 0 & 2 & -4 & 2 \\
0 & 0 & 0 & 2 & -4 \\
\end{pmatrix}
\]

This matrix has a kernel generated by the vector \((1, 2, 3, 2, 1)\). The entries of this vector give the multiplicities of the curve \(C_a\), or equivalently, of the fibral divisors \(D_a\). □

**Example 8.4.3.** If \(B\) is the total space of the line bundle \(O_{\mathbb{P}^1}(-n)\) with \(n \in \mathbb{Z}_{\geq 0}\), the Picard group of \(B\) is generated by one element, which we call \(O(1)\) and its \(n\)th tensor product is \(O(n)\) with dual \(O(-n)\). In particular, the compact curve \(\mathbb{P}^1\) is a section of the zero locus of a \(O(-n)\). A local Calabi–Yau threefold can be defined by a Weierstrass model with \(L = O(2-n)\). Consider the case of the \(F_4\)-model, defined with \(S\) a regular section of \(\mathcal{O} = O(-n)\). This requires that \(1 \leq n \leq 5\).

Denoting the Hirzebruch surface of degree \(d\) by \(F_d\), we have \(D_0 = F_{n-2}, D_1 = F_{n-4}, D_2 = F_{n-6}, D_3\) a double cover of \(F_{n-8}\), and \(D_4\) a double cover of \(F_4\). In particular for \(n = 5\), the divisors are \(D_0 = F_3, D_1 = F_1, D_2 = F_1, D_3\) a double cover of \(F_3\), and \(D_4\) a double cover of \(F_4\).
8.4.3 Representation associated to the elliptic fibration

In this subsection, we compute the weights of the vertical curves appearing over codimension-two points. There is only one case to consider. The generic fiber over \( V(a_{6,4}) \cap S \) is a fiber of type \( 1 - 2 - 3 - 4 - 2 \) resulting from the following specialization:

\[
\begin{align*}
C_3 &\to 2C'_3, \\
C_4 &\to 2C'_4.
\end{align*}
\] (8.15)

Figure 8.3: Degeneration of the \( F_4 \) fiber at the non-transverse collision \( IV^{\text{ns}} + I_1 \). The nodes represent geometrically irreducible curves. The dashed lines identify the irreducible components of the generic fiber that are geometrically irreducible. They split inside their interior nodes after a \( \mathbb{Z}/2\mathbb{Z} \) field extension. The degeneration produces weights \( 0 - 12 - 1 \) and \( 00 - 12 \) that identify \( \alpha \) as the representation associated with the elliptic fibration. This fiber can be seen as an incomplete Kodaira fiber of type \( \text{III}^* \) with its dual graph \( \tilde{E}_7 \) if \( \alpha = 0 \) or an incomplete Kodaira fiber of type \( \text{II}^* \) with dual graph \( \tilde{E}_8 \) if \( \alpha > 0 \).

Theorem 8.4.4. 1. The intersection numbers of the generic curves \( C'_3 \) and \( C'_4 \) with the fibral divi-
sors $D_a$ for $a = 0, 1, \ldots, 4$ are

$$
\varpi(C'_3) = (0, 0, -1, 2, -1), \quad \varpi(C'_4) = (0, 0, 0, -1, 2).
$$

2. The representation associated to an $F_4$-model is the quasi-minuscule representation $26$ of $F_4$.

Proof. By the linearity of the intersection product, the geometric weights $\varpi(C) = -(D_a \cdot C)$ of $C = C'_j$ and $C = C'_4$ are half of the geometric weights of $C_j$ and $C'_4$:

$$
\varpi(C'_j) = (0, 0, -1, 2, -1), \quad \varpi(C'_4) = (0, 0, 0, -1, 2).
$$

Ignoring the weight of $D_0$, we get the following two weights of $F_4$:

$$
\begin{array}{c}
0 & 1 & 2 & 1 \\
0 & 0 & -2 & 1
\end{array}
$$

These two weights are quasi-minuscule and are in the same Weyl orbit, which consists of the non-zero weights of the representation $26$ of $F_4$. This is a fundamental representation corresponding to the fundamental weight $\alpha_4$. This representation is also quasi-minuscule. Since the weight system is invariant under a change of signs, the representation is quaternionic and we can consider half of the representation. Both weights coming from the degeneration of the main fiber are in the same half quaternionic set of weights.

Remark 8.4.5. An important consequence of Theorem 8.4.4 is that the elliptic fibration does not
have flop transitions to another smooth elliptic fibration since all the curves move in families.

The reduced discriminant has two components, namely \( S = V(s) \) and \( \Delta' = V(a^3 + \alpha^5 + 3\alpha + 27a^3 + a^6) \) intersecting non-transversally at \( V(s, a_6) \). Their intersection is exactly the locus over which the fiber \( IV^{\text{ns}} \) degenerates. The generic fiber over \( \Delta' \) is of Kodaira fiber \( I_1 \). Hence, what we are witnessing is a collision of type \( IV^{\text{ns}} + I_1 \), leading to an incomplete \( III^* \) or an incomplete \( II^* \)

\[
IV^{\text{ns}} + I_1 \longrightarrow 1 - 2 - 3 - 4 - 2 \quad \text{(incomplete III$^*$ or incomplete II$^*$)}.
\]

This is clearly not a collision of Miranda models since the fibers have different \( j \)-invariants and do not intersect transversally. The \( j \)-invariants of fibers of type \( IV^* \) and \( I_1 \) are, respectively, zero and infinity.

By using an elliptic surface whose bases pass through the collision point, the singular fiber at the collision point is of Kodaira type \( III^* \) for \( \alpha = 0 \) and Kodaira type \( II^* \) for \( \alpha > 0 \). Interestingly, we can think of the singular fiber \( 1 - 2 - 3 - 4 - 2 \) as a contraction of a fiber of type \( III^* \) or a fiber of type \( II^* \), as expected from the analysis of Cattaneo [76].

### 8.4.4 Representation theory of \( F_4 \)

\( F_4 \) is studied in Planche VIII of [56, pp 287-288]. The exceptional group \( F_4 \) has rank 4, Coxeter number 12, dimension 52, and a trivial center. Its root system consists of 48 roots, half of which are short roots. The Weyl group \( W(F_4) \) of \( F_4 \) is the semi-direct product of the symmetric group \( \mathfrak{S}_3 \) with the semi-direct product of the symmetric group \( \mathfrak{S}_4 \) and \( (\mathbb{Z}/2\mathbb{Z})^3 \). Hence, \( W(F_4) \) has dimen-
The long roots of \( F_4 \) form a sublattice of index 4. The outer automorphism group of \( F_4 \) is trivial. Hence, \( F_4 \) has neither complex nor quaternionic representations, and all its representations are real. Its smallest representation has dimension 26 and is usually called the fundamental representation of \( F_4 \). The fundamental representation of \( F_4 \) of dimension 26 is a quasi-minuscule representation: all its nonzero weights are in the same orbit of the Weyl group. Moreover, all the nonzero weights of the fundamental representation of \( F_4 \) are short roots. Its highest weight is \( \alpha_4 \). \( F_4 \) is not simply laced and can be described from \( E_6 \) by a \( \mathbb{Z}/2\mathbb{Z} \) folding.

\[
\begin{pmatrix}
2 & -1 & 0 & 0 \\
-1 & 2 & -2 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 2
\end{pmatrix}
\]

Figure 8.4: Dynkin diagram and Cartan matrix of \( F_4 \)

<table>
<thead>
<tr>
<th>Highest weight</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, 0, 0, 0))</td>
<td>52</td>
</tr>
<tr>
<td>((0, 1, 0, 0))</td>
<td>1274</td>
</tr>
<tr>
<td>((0, 0, 1, 0))</td>
<td>273</td>
</tr>
<tr>
<td>((0, 0, 0, 1))</td>
<td>26</td>
</tr>
</tbody>
</table>

\( F_4 \) contains both \( B_3 \) and \( C_3 \), as is clear by removing the first or last node. It is less trivial to see that \( F_4 \) also contains \( B_4 \). One way to see it is to remember that \( F_4 = su(3, \mathbb{O}) \) while \( so_9 = su(2, \mathbb{O}) \).

The coset manifold \( F_4/\text{Spin}(9) \) is the octonionic projective plane \( \mathbb{O}\mathbb{P}^2 \). It follows that we have the
isomorphism \[36, 132\]

\[\pi_i(F_4) = \pi_i(Spin(9)), \quad i \leq 6.\]

The compact real form of $F_4$ can be described as the automorphism group of the Jordan Lie algebra $J_3$ of dimension 27 \[36\]. Maybe a more geometrically familiar picture is to describe the compact real form of $F_4$ as the Killing superalgebra of the 8-sphere $S^8$ \[132\]. In this form, the Lie algebra $F_4$ decomposes (as a vector space) as the direct sum of the Lie algebra $B_4 \cong \mathfrak{so}_9$ and its spin representation. For more information on the geometry of $F_4$, we refer to \[23\] and reference within.

The 48 nonzero roots of $F_4$ are \[56\], pp 287]

\[\pm \epsilon_i \quad (1 \leq i \leq 4), \quad \pm \epsilon_i \pm \epsilon_j \quad (1 \leq i < j \leq 4), \quad \frac{1}{2}(\pm \epsilon_1 + \pm \epsilon_2 + \pm \epsilon_3 + \pm \epsilon_4), \quad \text{(8.16)}\]

where $\epsilon_i (i = 1, 2, 3, 4)$ are respectively $(1, 0, 0, 0)$, $(0, 1, 0, 0)$, $(0, 0, 1, 0)$, and $(0, 0, 0, 1)$. The positive roots are

\[\epsilon_i \quad (1 \leq i \leq 4), \quad \epsilon_i \pm \epsilon_j \quad (1 \leq i < j \leq 4), \quad \frac{1}{2}(\epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4). \quad \text{(8.17)}\]

A basis of simple positive roots is given by \[56\], pp 287]

\[\alpha_1 = \epsilon_2 - \epsilon_3, \quad \alpha_2 = \epsilon_3 - \epsilon_4, \quad \alpha_3 = \epsilon_4, \quad \alpha_4 = \frac{1}{2}(\epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4). \quad \text{(8.18)}\]
The highest root is \(2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 2\alpha_4\). The fundamental weights are [36, pp 288]

\[
\begin{align*}
\omega_1 &= 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 2\alpha_4, & \omega_2 &= 3\alpha_1 + 6\alpha_2 + 8\alpha_3 + 4\alpha_4, \\
\omega_3 &= 2\alpha_1 + 4\alpha_2 + 6\alpha_3 + 3\alpha_4, & \omega_4 &= \alpha_1 + 2\alpha_2 + 3\alpha_3 + 2\alpha_4.
\end{align*}
\] (8.19)

Table 8.2: Roots of \(F_4\) and weights of the representation 26 in the basis of fundamental weights.
8.5 Topological invariants

In this section we compute several topological invariants of the crepant resolution. Using the push-forward theorem of [114], we can compute the Euler characteristic of an $F_4$-model. We need to know the classes of the centers of the sequence of blowups that define the crepant resolution. The center of the $n$th blowup is a smooth complete intersection of $d_n$ divisors of classes $Z_i^{(n)}$, where $i = 1, 2, \ldots, d_n$.

8.5.1 Intersection theory

To compute intersection numbers, we use Theorems 2.7.11, 5.0.1 and 5.0.4 [4, 114]. In particular, using Theorems 2.7.11 and 5.0.1, we can evaluate the Chern class after the crepant resolution given by the sequence of blowups given in equation (8.9).

In the case of $F_4$, we recall that $H = c_1(O(1))$, $L = c_1(L')$, and $S = [S]$. The classes associated to the centers of each blowup are [114]

\begin{align*}
Z_1^{(1)} &= H + 2L & Z_2^{(1)} &= H + 3L & Z_3^{(1)} &= S \\
Z_1^{(2)} &= Z_2^{(1)} - E_1 & Z_2^{(2)} &= E_1 \\
Z_1^{(3)} &= Z_1^{(2)} - E_1 & Z_2^{(3)} &= E_2 \\
Z_1^{(4)} &= Z_2^{(3)} - E_1 & Z_2^{(4)} &= E_3
\end{align*} \tag{8.20}
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8.5.2 Total Chern class and the Euler characteristic

After some algebra, we can express the total Chern class of $Y$ as

$$c(TY) = Z \frac{(1 + H)(1 + H + 3L - E_1 - E_2)(1 + H + 2L - E_1 - E_3)}{(1 + 3H + 6L - 2E_1 - E_2 - E_3 - E_4)} c(TB), \quad (8.21)$$

where the class of $Y$ in $X_4$ is $3H + 6L - 2E_1 - E_2 - E_3 - E_4$.

$$Z = \frac{(1 + E_4)(1 + S - E_4)(1 + E_1 - E_2)(1 + E_3 - E_4)(1 + E_2 - E_3 - E_4)}{1 + S}. \quad (8.22)$$

In particular, we have

$$c_1(TY) = (c_1 - L) \quad (8.23)$$

$$c_2(TY) = (-c_1 + c_2 + 2E_1E_2 + E_1E_3 + 2E_2E_4 - 4E_4H - 7E_1L + E_4S - E_2^2 + 2E_2E_3 + 2E_4 - 2E_2H - 3E_2L - E_3^2 + E_3E_4 - 2E_3H - 4E_3L) \quad (8.24)$$

$$- E_4^2 - 3E_4H - 6E_4L + 3H^2 + 13HL + 12L^2)$$

In the case of a threefold, the second Chern class defines a linear form on $H^2(Y, \mathbb{Z})$. In particular, for the fibral divisors we have

$$\int_Y c_2(TY) \cdot \left( \sum_a D_a \varphi_a \right) = 2S(S - L)(\varphi_0 + \varphi_1 + \varphi_2) + 4S(2L - S)(\varphi_3 + \varphi_4).$$

$^3$To simplify notation, we do not write all the pullbacks.
This follows from equation (8.14), equation (8.24), and the pushforward formula of Theorem 5.0.1, and Theorem 5.0.4. Imposing the Calabi–Yau condition, we can rewrite this as

$$\int_Y c_2(TY) \cdot \left( \sum_a D_a \varphi_a \right) = 4(g - 1)(\varphi_0 + \varphi_1 + \varphi_2) + 4(4 - 4g + S^2)(\varphi_3 + \varphi_4).$$

**Theorem 8.5.1 ([114]).** The Euler characteristic of an $F_4$-model obtained by a crepant resolution of the Weierstrass model $y^2z = x^3 + s^3 + a_{4,3} a_{5} x^2 + s^4 a_{6,4} x^3$ ($a \in \mathbb{Z}_{\geq 0}$) over the base $B$ is

$$\chi(Y) = \int 12 \frac{(L + 3SL - 2S^2)}{(1 + S)(1 + 6L - 4S)} c(B),$$

where $L = c_1(L)$ and $S$ is the class of $V(s)$. In particular, denoting $c_i(TB)$ simply as $c_i$:

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$\chi(Y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dim Y = 3$</td>
<td>$12(c_1 L - 6L^2 + 6LS - 2S^2)$</td>
</tr>
<tr>
<td>$\dim Y = 3$ and $c_1(TY) = 0$</td>
<td>$12(5c_1^2 - 6c_1 S + 2S^2)$</td>
</tr>
<tr>
<td>$\dim Y = 4$</td>
<td>$12(-6c_1 L^2 + c_1 L + 36L^3 + 6c_1 LS - 60L^2 S - 2c_1 S^2 + 34LS^3 - 3S^3)$</td>
</tr>
<tr>
<td>$\dim Y = 4$ and $c_1(TY) = 0$</td>
<td>$12(30c_1^3 + c_1 c_2 - 54c_1^2 S + 32c_1 S^2 - 6S^3)$</td>
</tr>
</tbody>
</table>

The case of a Calabi–Yau fourfold is useful to discuss the cancellation of tadpoles [5, 6, 78, 109, 120].

**Theorem 8.5.2 ([114]).** Let $Y$ be a Calabi–Yau threefold that is an $F_4$-model obtained from a crepant
resolution. Then the Hodge numbers of $Y$ are

$$h^{1,1}(Y) = 15 - K^2, \quad h^{2,1}(Y) = 15 + 29K^2 + 36SK + 12S^2.$$  

8.5.3 Other characteristic numbers for an $F_4$-model over a three dimensional base

<table>
<thead>
<tr>
<th>Expression</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_4^+(TY)$</td>
<td>$12L(c_1 - L)^2$</td>
</tr>
<tr>
<td>$c_3^+(TY)c_3^-(TY)$</td>
<td>$24L(L(6L - c_1) + c_2) - 8S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$c_4^-(TY)c_4^+(TY)$</td>
<td>$12L(c_1 - L)(c_1 - 6L) + 24S(c_1 - L)(3L - S)$</td>
</tr>
<tr>
<td>$e_4(TY)$</td>
<td>$12L(6L(c_1 - c_2) + c_3) + 72LS(c_1 - 10L)$</td>
</tr>
<tr>
<td>$\phi^*(c_4(TY)\phi^*M_1)$</td>
<td>$12L(c_1 - 6L) + 72LS - 24S^2 \cdot M_1$</td>
</tr>
<tr>
<td>$\chi_0(Y)$</td>
<td>$\frac{5}{12}L(c_1^2 - 3c_1L + c_2 + 2L^2)$</td>
</tr>
<tr>
<td>$\chi_1(Y)$</td>
<td>$-\frac{1}{3}L(2c_2^2 - 2c_1L + 5c_2 + 232L^2)$</td>
</tr>
<tr>
<td>$\chi_2(Y)$</td>
<td>$-\frac{1}{6}L(3c_1^2 + 7Lc_2 - 554L^2)$</td>
</tr>
<tr>
<td>$p_4^H(TY)$</td>
<td>$24L(-c_1^2 + 2c_2 + 36L^2) - 56S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$p_2(TY)$</td>
<td>$-48L(c_1^2 - 2c_2 - 11L^2) - 32S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$192X_B(TY)$</td>
<td>$48L(c_1^2 - 2c_2 - 61L^2) + 192S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$45L(TY)$</td>
<td>$120L(-c_1^2 + 2c_2 + 46L^2) - 360S(27L^2 - 16LS + 3S^2)$</td>
</tr>
<tr>
<td>$5760A(TY)$</td>
<td>$240L(-c_1^2 + 2c_2 + L^2)$</td>
</tr>
</tbody>
</table>

Table 8.3: Characteristic number for an $F_4$-model or a Spin(8)-model over a base of dimension three [116].

Chern numbers of an elliptically-fibered fourfold $\phi : Y \to B$ that is given by the crepant resolution of a Weierstrass model were recently computed in [116]. We recall the result in the case of an $F_4$-model in Table 8.3. They are the same as those of a Spin(8)-model [116]. These numbers are
computed using the sequence of blowups and the theorems presented in section 8.5.1. Similar results exist for elliptic fibrations that are not given by Weierstrass models \[117\].

8.5.4 Triple intersection numbers

With an explicit resolution of singularities, it is straightforward to compute intersection numbers of divisors. In particular, we evaluate the triple intersection numbers of the fibral divisors \(D_a\), where \(a = 0, 1, 2, 3, 4\). The result is

\[
\phi_\ast \left( \left( \sum D_a \phi_a \right)^3 \cdot \phi^\ast M \right) = 6.\mathcal{F}(L, S, \phi)M,
\]

where \(M\) is an arbitrary element of \(A_{d-2}(B)\). In particular, if the base \(B\) is a surface, \(M\) is just a point.

**Theorem 8.5.3.** Let \(D_a\) (\(a = 0, 1, 2, 3, 4\)) be the fibral divisor of an \(F_4\)-model obtained by a crepant resolution of singularities. The triple intersection numbers \(\phi_\ast \left( \left( \sum D_a \phi_a \right)^3 \cdot \phi^\ast M \right) = 6.\mathcal{F}(L, S, \phi)M,\)

where \(M\) is an element of \(A_{d-2}(B)\) (\(d = \dim B\)), are given by

\[
6.\mathcal{F}(L, S, \phi) = 4(L - S)S \varphi_0^1 + 3(S - 2L)S \varphi_0^2 \varphi_1 + 3LS \varphi^2 \varphi_1^2 + 4(L - S)S \varphi_1^3 + 2(S - L)S \varphi_4^3 + 8(S - 2L)S \varphi_1^4 + 8(L - S)S \varphi_4^4.
\]

\[+ 3(2S - 2L)S \varphi_1^2 \varphi_2^1 + 3(2L - S)S \varphi_1 \varphi_2^2 + 6(3S - 4L)S \varphi_2^2 \varphi_3 + 12(3L - 2S)S \varphi_2 \varphi_3^1 + 12(S - L)S \varphi_3^2 \varphi_4 + 6(4L - 3S)S \varphi_3 \varphi_4^1.
\]
Proof. Use equation (8.14) and successively apply the pushforward formula of Theorem 5.0.1, and Theorem 5.0.4.

In the case of a Calabi–Yau threefold, we have $L = -K$ (the anticanonical class of $B$). It follows that we can express the coefficient in terms of the genus of $S$ and its self-intersection using the relation $2 - 2g = -K_B \cdot S - S^2$:

\[
6F(\varphi) = -8(g - 1) \varphi_0^3 - 3(-4g + 4 + S^2) \varphi_0^3 \varphi_1^0 + 3(-2g + 2 + S^2) \varphi_1^0 \varphi_0 \\
- 8(g - 1) \varphi_1^3 - 8(g - 1) \varphi_1^0 + 8(4g - 4 - S^2) \varphi_1^0 + 8(4g - 4 - S^2) \varphi_3^0 \\
+ 3(6g - 6 - S^2) \varphi_2^2 \varphi_2 + 3(-4g + 4 + S^2) \varphi_2^2 + 6(8g - 8 - S^2) \varphi_2^2 \varphi_3 \\
+ 12(-6g + 6 + S^2) \varphi_3^2 + 24(g - 1) \varphi_3^2 \varphi_4 + 6(-8g + 8 + S^2) \varphi_4^2 \varphi_4.
\]

Remark 8.5.4 (Comparing with Diaconescu-Entin [97, §2.2]). The triple intersection numbers of divisors intersecting as an $F_4$ Dynkin diagram in a Calabi–Yau threefold were studied by Diaconescu and Entin in [97, §2.2]. After taking $\varphi_0 = 0$, this result can be compatible with the computation in [97, §2.2]. There is a small normalization typo in [97, §2.2], what is called $F(\varphi)$ there should be $6F(\varphi)$. In [97, §2.2], the curve $S$ is assumed to be a rational curve, which implies that $g = 0$. We can immediately see from the explicit crepant resolution that the curve $\gamma_2 = D_2 \cap D_3$, $e_2 = e_4 = y^2 - c_1^2x^a_6 a_6 z^2 = 0$ is a double cover of $S$ branched at $2b$ points with $b = -S \cdot (3K + 2S)$.
since we are in the patch \( z_1 e_3 \neq 0 \) as seen by analyzing the projective coordinates given in equation (8.10). Since \( S \) is a rational curve, we have \( \mathbf{z} = -K \cdot S - S^e \), which gives \( b = 6 + S^e \). Using the Riemann-Hurwitz Theorem (see Theorem 2.12.1), we see that the genus of \( \gamma_2 \) is \( g(\gamma_2) = 5 + S^e \).

The variable \( g \) appearing in [97, §2.2] is the genus of \( \gamma_2 \). We get a perfect match between our triple intersection numbers and those of [97, §2.2] if and only if

\[
g(S) = 0, \quad g(\gamma_2) = 5 + S^e, \quad (8.26)
\]

which is always the case with \( S \) is a smooth rational curve. Moreover, if \( \gamma_2 = D_2 \cap D_3 \) is a rational curve, then \( g(\gamma_2) = 0 \) and the matching requires necessary that \( S \) be a \(-5\)-curve since \( g(\gamma_2) = 5 + S^e = 0 \). Thus, we get in that special case

\[
6 \Phi (\phi) = 8 \phi_1^3 + 8 \phi_2^3 + 8 \phi_3^3 + 8 \phi_4^3 - 3 \phi_1 \phi_2 - 3 \phi_1 \phi_3^2 - 18 \phi_2 \phi_3 + 12 \phi_2 \phi_3^2 + 24 \phi_3 \phi_4 + 18 \phi_3 \phi_4^2.
\]

\[
(8.27)
\]

8.5.5 Stein factorization and the geometry of non-simply laced G-models

To understand the geometry of a fibral divisor \( D \), it is important to see the divisor \( D \) as a relative scheme with respect to the appropriate base. The choice of the base is crucial to having the correct physical interpretation. In particular, to discuss the matter content of the theory, the base has to be a component of the discriminant locus. However, to study the possible contractions of \( D \), the base can be an arbitrary subvariety of the elliptic fibration.
Let $S$ be the irreducible component of the discriminant locus supporting the gauge group. In the case of $G$-models with $G$ a non-simply laced groups, Stein factorization illuminates the discussion of the geometry of the fibral divisors $D$, whose generic fibers over $S$ are not geometrically irreducible.

The elliptic fibration $\phi : Y \to B$ pulls back to a fibration $D \to S$. If the generic fiber of this fibration is not geometrically irreducible, the generic fiber is not geometrically connected.

We recall the following two classical theorems on morphisms that are consequences of the theorem of formal functions.

**Theorem 8.5.5 (Zariski).** Let $f : X \to Y$ be a proper morphism of Noetherian schemes such that $f_* \mathcal{O}_X \cong \mathcal{O}_Y$. Then all fibers are geometrically connected and non-empty.

**Theorem 8.5.6 (Stein factorization [162, Chap III.11.3]).** Let $f : X \to S$ be a proper morphism with $S$ a Noetherian scheme. Then there exists a factorization

\[
\begin{array}{ccc}
X & \xrightarrow{f} & S' \\
\downarrow{f} & & \downarrow{\pi} \\
S & \xleftarrow{f} & S'
\end{array}
\]

such that

1. $\pi : S' \to S$ is a finite morphism and $f' : X \to S'$ is a proper morphism with geometrically connected fibers.

2. $f'_* \mathcal{O}_X \cong \mathcal{O}_{S'}$.
3. $S'$ is the normalization of $S$ in $X$.

4. $S' = \text{Spec}_S(f^*\mathcal{O}_X)$.

The Stein factorization on $f : D \to S$ is the decomposition $f = \pi' \circ f'$, where $\pi' : \overline{S} \to S$ is a finite map of degree $d$ and $f' : D \to \overline{S}$ is a morphism with connected fibers. We expect $f' : D \to \overline{S}$ to be a $\mathbb{P}^1$-bundle and $\pi' : \overline{S} \to S$ a smooth $d$-cover of $S$.

In the case of $F_4$-models, $D$ is a $\mathbb{P}^1$-bundle for the fibral divisor $D_0$, $D_1$, and $D_2$ (corresponding to the affine root, and the small roots of $\tilde{\Phi}_4$. The remaining two fibral divisors (namely $D_3$ and $D_4$) are not $\mathbb{P}^1$-bundles over $S$ but rather double covers of $\mathbb{P}^1$-bundles over $S$ with a ramification locus $\alpha_{6,4} = 0$. The crepant resolution naturally defines a double cover $\pi : D \to D$, where $D$ is a $\mathbb{P}^4$-bundle $p : D \to S$. Let $f = \pi \circ p : D \to S$ be the composition. The key to understanding the different perspective on the geometry of $D$ is to consider the Stein factorization of $f$.

Let $D$ be the reduced fibral divisor $D_3$ or $D_4$ of an $F_4$-model. By definition, $f : D \to S$ has a generic fiber that is not geometrically connected. Consider the Stein factorization of the morphism $f : D \to S$. It gives a factorization $f = \pi' \circ f'$ with $\pi'$ a finite map and $f'$ a proper morphism with geometrically connected fibers.
In particular, the morphism $f' : D \rightarrow \overline{S}$ endows $D$ the structure of a $\mathbb{P}^1$-bundle over the double cover $\overline{S}$ of $S$. This structure illustrates that $D$ can contract to $\overline{S}$.

It is important to not confuse the role of the morphisms $f' : D \rightarrow \overline{S}$ and $f : D \rightarrow S$ in F-theory. One might naively assume that the existence of a $\mathbb{P}^1$-bundle $f' : D \rightarrow \overline{S}$ means that the divisor $D$ does not produce new curves leading to localized matter representations. However, it is important to keep in mind that it is the morphism $f : D \rightarrow S$ over the curve $S$ that is relevant for studying the singular fibers of the elliptic fibration as $S$.

The morphism $f : D \rightarrow S$ contains singular fibers that are double lines. The intersection numbers of these lines with the fibral divisors give two weights of the representation $26$, namely $[0 - 12 - 1]$ for $D_3$ and $[6 0 - 12]$ for $D_4$. The same weights are obtained over any closed points away from $a_{6,4}$ and are attributed to non-localized matter.

8.6 A double cover of a ruled surface branch along $2b$ fibers

A ruled surface is by definition a $\mathbb{P}^1$-bundle over a smooth curve of genus $g$.

**Theorem 8.6.1.** Let $p : Y \rightarrow S$ be the projection of a ruled surface $Y$ to its base curve $S$ where $S$ is a smooth curve of genus $g$. There exists a non-negative integer number $n$ such that $\int_Y S^2 = -n$. Consider the double cover $\pi : X \rightarrow Y$ of $Y$ branched along $2b$ distinct fibers of $p$. Then $X$ is smooth and the morphism $\pi$ is flat. The curve $\overline{S} = \pi^* S$ is a double cover of $S$ branched at $2b$ distinct points. Let $f$ be the
class of a generic fiber of $Y$ and define $\ell$ such that $2\ell = \pi^* f$. Then

\begin{align*}
g(S) &= 2g + b - 1, \quad \text{(8.28)} \\
\int_X S^2 &= -2n, \quad \text{(8.29)} \\
K_X &= \pi^* K_Y + b \pi^* f = -2S + (2(2g + b - 1) - 2 - 2n)\ell, \quad \text{(8.30)} \\
K_X^2 &= 8(2 - 2g - b), \quad \text{(8.31)} \\
\chi(X) &= 4(2 - 2g - b), \quad \text{(8.32)} \\
\chi(\mathcal{O}_X) &= 2 - 2g - b. \quad \text{(8.33)}
\end{align*}

Proof. $X$ is smooth because the branch locus of $\pi$ is smooth and $\pi$ is flat by construction. The genus of $\mathcal{S}$ follows from Riemann-Hurwitz’s formula given in Theorem 2.12.1. The self-intersection of $\mathcal{S}$ and of $K_X$ follows from the fact that $\pi$ is a finite map of degree 2. The Euler characteristic of $X$ is computed by using the formula for a branch covering. The holomorphic Euler characteristic is computed from Noether’s formula $12\chi(\mathcal{O}_X) = K_X^2 + \chi(X)$. \qed

Remark 8.6.2. Since the $\mathbb{P}^1$-bundle over $S$ pulls back to a $\mathbb{P}^1$-bundle over $\mathcal{S}$, $X$ is a ruled surface over the curve $\mathcal{S}$ of genus $2g + b - 1$ and self-intersection $-2n$. By the universal property of the Stein factorization, $X \xrightarrow{f'} \mathcal{S} \xrightarrow{\pi} S$ is the Stein factorization of $X \to S$. 
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In this section, we study the aspects of five-dimensional gauge theories with gauge group \( F_4 \) using the geometry of the \( F_4 \)-model. We consider an M-theory compactified on an \( F_4 \)-model \( \phi : Y \to B \). We assume then that the variety \( Y \) is a Calabi–Yau threefold and the base \( B \) is a rational surface.

Then, the resulting theory is a five-dimensional \( \mathcal{N} = 1 \) supersymmetric theory with eight supersymmetric generators, whose matter content contains \( n_{H} \) hypermultiplets and \( n_{V} \) vector multiplets.

We have \( n_{0}^{H} \) neutral hypermultiplets, \( n_{52} \) hypermultiplets transforming in the adjoint representation, and \( n_{26} \) hypermultiplets transforming in the fundamental representation 26. We have \( n_{V} \) vector multiplets whose kinetic terms and Chern–Simons terms are controlled by a cubic prepotential. For the \( F_4 \) gauge theory with both adjoint and fundamental matters, there is a unique Coulomb phase because all the weights of the representation 26 are roots of \( F_4 \).

Since \( F_4 \) does not have a non-trivial third order Casimir, the classical part of the prepotential vanishes, and the quantum corrections fully determine the prepotential. The number of vector multiplets is the dimension of the Lie algebra of \( F_4 \). Then, we can determine the quantum contribution to the prepotential and hence determine \( n_{52} \) and \( n_{26} \). Since we know the Hodge numbers of \( F_4 \)-models in the case of Calabi–Yau threefolds \([114]\), we can compute \( n_{0}^{H} = h^{1,1}(Y) - 1 \) as well.

We also solve directly the anomaly cancellation conditions of a six-dimensional \( \mathcal{N} = (1, 0) \) supergravity theory with a gauge group \( F_4 \) resulting from the compactification of F-theory on an \( F_4 \)-model. We observe that the number of hypermultiplets transforming in the adjoint representation \( (52) \) and the fundamental representation \( (26) \) matches what we found in the five-dimensional the-
ory obtained from a compactification of M-theory on the same elliptic fibration.

### 8.7.1 Intriligator-Morrison-Seiberg Prepotential

The Intriligator-Morrison-Seiberg (IMS) prepotential [176] is the quantum contribution to the prepotential of a five-dimensional gauge theory with the matter fields in the representations $R_i$ of the gauge group. Denoting the simple roots by $\alpha$, the set of weights of $R_i$ by $W_i$, the number of hypermultiplets transforming under the representation $R_i$ by $n_{R_i}$, we have

$$6F_{\text{IMS}} = \frac{1}{2} \left( \sum_{\alpha} |\langle \alpha, \phi \rangle|^3 - \sum_{R_i} \sum_{\omega \in W_i} n_{R_i} |\langle \omega, \phi \rangle|^3 \right).$$  \hspace{1cm} (8.34)

For more information, see Section 2.12.1 Within each of these subchambers, the prepotential is a cubic polynomial; in particular, it has smooth second derivatives. But as we go from one subchamber to an adjacent one, we have to go through one of the walls defined by the weights and the third derivatives will not be well-defined. Physically, we think of the dual fundamental Weyl chamber as the ambient space and each of the subchambers is called a Coulomb phase of the gauge theory. The number of chambers of such a hyperplane arrangement is physically the number of phases of the Coulomb branch of the gauge theory.

In the case of $F_4$ with the matter fields in the representation $52 \oplus 26$, there is a unique chamber as the hyperplanes $\langle \omega, \phi \rangle = 0$ have no intersections with the interior of the dual fundamental Weyl chamber. The explicit computation of $6F_{\text{IMS}}$ is presented in the theorem below. The weights of the $52$ and the $26$ are listed in Table 8.2.
Theorem 8.7.1. The IMS prepotential for an $\mathcal{N} = 1$ five-dimensional (supergravity) gauge theory with the gauge group $F_4$ coupled to $n_{52}$ hypermultiplets in the adjoint representation and $n_{26}$ hypermultiplets in the fundamental representation $26$ is

$$6 \mathcal{F}_{\text{IMS}} = -8(n_{52} - 1) \varphi_1^3 - 8(n_{52} - 1) \varphi_2^3 - 8(n_{52} + n_{26} - 1) \varphi_3^4 - 8(n_{52} + n_{26} - 1) \varphi_4^3$$

$$- 3(-n_{52} + n_{26} + 1) \varphi_1 \varphi_2^2 + 3(n_{42} + n_{26} - 1) \varphi_1 \varphi_2^3$$

$$+ 12(-n_{52} + n_{26} + 1) \varphi_2 \varphi_3^2 - 6(-3n_{52} + n_{26} + 3) \varphi_2 \varphi_3^3$$

$$+ 6(-3n_{52} + n_{26} + 3) \varphi_3 \varphi_4^2 + 24(n_{52} - 1) \varphi_3 \varphi_4^3.$$ (8.35)

Proof. Direct computation from equation (8.34) for the Lie algebra of type $F_4$ and the representations $52$ and $26$ whose weights are listed in Table 8.2.

Theorem 8.7.2. The triple intersection polynomial of the elliptic fibration defined by the crepant resolution of the $F_4$-model Weierstrass matches the IMS potential if and only if

$$n_{52} = g, \quad n_{26} = 5(1 - g) + S.$$ (8.36)

Proof. These numbers are obtained by comparing the coefficients of $\varphi_1^3$ and $\varphi_4^3$ in $\mathcal{F}_{\text{IMS}}$ and $\mathcal{F}$. A direct check shows that all the other coefficients match.
8.7.2 Cancellations of six-dimensional anomalies for an $F_4$-model

In this section, we prove that the data we computed on the $F_4$-model as seen in a M-theory compactification on a Calabi–Yau threefold $Y$ will satisfy the anomaly cancellation conditions of a six-dimensional theory with the same gauge group and same number of vector and hypermultiplets. Moreover, in a six-dimensional $(1, 0)$ gauge theory, we can also have tensor multiplets. We assume here that the tensor multiplets are massless and have numbers $n_T = h^1(B)$, which is $n_T = 9 - K^2$ since we assume that the base is a rational surface.

Since $F_4$ does not have a fourth Casimir, $B_R = 0$. We have [22],

\[
\begin{align*}
\text{tr}_{52} F^2 &= 3 \text{tr}_{26} F^2, \\
\text{tr}_{52} F^4 &= \frac{5}{12} (\text{tr}_{26} F^2)^2, \\
\text{tr}_{26} F^4 &= \frac{1}{12} (\text{tr}_{26} F^2)^2.
\end{align*}
\]

From these trace identities, we can immediately read off the coefficients $A_R, B_R,$ and $C_R$:

\[
\begin{align*}
A_{52} &= 3, & B_{52} &= 0, & C_{52} &= \frac{5}{12}, & A_{26} &= 1, & B_{26} &= 0, & C_{26} &= \frac{1}{12}.
\end{align*}
\]

For $F_4$, the normalization factor $\lambda$ is 6 and the last two anomaly equations are:

\[
\begin{align*}
(3 - 3n_{52} - n_{26}) &= K \cdot S, \\
(5 - 5n_{52} - n_{26}) &= -S^2.
\end{align*}
\]
Using the identity $2 - 2g = -K \cdot S - S^2$, where $g$ is the arithmetic genus of the curve $S$, we find:

\[ n_{52} = g, \quad n_{26} = 5 - 5g + S^2, \tag{8.40} \]

which matches what we found by comparing the triple intersection numbers with the prepotential in the $\mathcal{N} = 1$ five-dimensional theory obtained by compactifying M-theory on the same elliptic fibration. Thus,

\[ n_T = 9 - K^2, \quad n_V = 52, \tag{8.41} \]

\[ n_{52} = g, \quad n_{26} = 5(1 - g) + S^2, \quad b^{1,1}(Y) = 15 + 29K^2 + 72(g - 1) - 24S^2, \]

We recall that $n_V$ is given by the dimension of the Lie algebra of $F_4$. The Hodge numbers of $Y$ were computed in [114].

Using the Green-Schwarz mechanism for 6d reviewed in section 2.13.2, we check that the pure gravitational, pure gauge, and mixed gravitational-gauge anomalies are all canceled. We first compute the pure gravitational anomaly. We need to satisfy equation (2.44). Using the data of (2.62b), we compute $n_H = 29K^2 + 64$ and check that the gravitational anomaly cancels:

\[ n_H - n_V + 29n_T - 273 = (29K^2 + 64) - 52 + 29(9 - K^2) - 273 = 0. \]
We will now show that the anomaly polynomial $I_8$ is a perfect square. The forms $X^{(2)}$ and $X^{(4)}$ are

$$X^{(2)} = (3 - 3n_{12} - n_{26})\text{tr} F^2, \quad X^{(4)} = \frac{1}{12} \left( 5 - 3n_{12} - 2n_{26} \right) (\text{tr} F^2)^2.$$  \hfill (8.42)

After plugging in the values of $n_{12}$ and $n_{26}$, we have

$$X^{(2)} = K \cdot \text{Str} F^2, \quad X^{(4)} = -\frac{1}{12} S^2 (\text{tr} F^2)^2.$$  \hfill (8.43)

We can now prove that the anomaly polynomial is a perfect square:

$$I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} K \cdot S(\text{tr} F^2)(\text{tr} R^2) + \frac{1}{18} S^2 (\text{tr} F^2)^2 = \frac{1}{2} \left( \frac{1}{2} K \text{tr} R^2 + \frac{1}{3} S \text{tr} F^2 \right)^2.$$  \hfill (8.44)

This shows that the anomalies can be canceled by the Green-Schwarz mechanism.

8.7.3 Frozen representations

Motivated by the counting of charged hypermultiplets in M-theory compactifications, we introduce the notion of frozen representations. When a vertical curve of an elliptic fibration carries the weight of a representation $R$, the representation $R$ is said to be the geometric representation induced by the vertical curve. The existence of a vertical curve carrying a weight of the representation $R$ is a necessary but not sufficient condition for hypermultiplets to be charged under the representation $R$. It is possible that a geometric representation is not physical in the sense that no hypermultiplet is charged under $R$, so that $n_R = 0$. 
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**Definition 8.7.3** (Frozen representation). A geometric representation $R$ is said to be *frozen* if it is induced by the weights of vertical curves of the elliptic fibration but no hypermultiplet is charged under $R$.

Witten has proven that a curve of genus $g$ supporting a Lie group produces $g$ hypermultiplets in the adjoint representation. It follows that the adjoint representation is frozen when the genus is zero. This is because the adjoint hypermultiplets are counted by holomorphic forms on the curve $S$. When the genus is zero, there are no such forms. Hence, even though we clearly witness vertical rational curves carrying the weights of the adjoint representation, no adjoint hypermultiplet are to be seen.

For non-simply laced groups, frozen representations can occur when the curve defined by the Stein factorization has the same genus as the base curve $S$. The representation is frozen if and only if $g = 0$ and $\deg R = 2(d - 1)$.

The number of points over which the fiber $IV^{\text{ns}}$ degenerates to the non-Kodaira fiber $IV_2^*$ is the degree of the ramification divisor $R$. This is an interesting geometric invariant to keep in mind.

**Lemma 8.7.4.** If $B$ is a surface with canonical class $K_B$ and $\mathcal{L} = \mathcal{O}_B(-K_B)$ so that the $F_4$-model is a Calabi–Yau threefold, then the number of points over which the generic fiber $IV^{\text{ns}}$ over $S$ degenerates further to the non-Kodaira fiber $1 - 2 - 3 - 4 - 2$ is

$$\deg R = 12(1 - g) + 2S.$$ 

*Proof.* The number of intersection points is the intersection product of $V(a_{6,4})$ and the curve $S$. 373
Note that this is a transverse intersection and the class of $V(a_{6,4})$ is $6L - 4S$. Then using $L = -KB$ and $2g - 2 = (K + S) \cdot S$, we have $\deg R = (6L - 4S) \cdot S = 12(1 - g) + 2S^2$.

The degree of the ramification locus $R$ is the number of points in the reduced intersection of the two components of the discriminant locus, namely $S$ and $\Delta'$. The degree of $R$ has to be positive as otherwise $D_3$ and $D_4$ are not irreducible and we have an $E_6$-model rather than an $F_4$-model. This gives a constraint on the self-intersection of $S$: $S^2 > 6(g - 1)$. For example, if $B = \mathbb{P}^2$, the bound is respected when $S$ is a smooth curve of degree 1, 2, 3, or 4.

**Proposition 8.7.5.** For an $F_4$-model, the number of charged hypermultiplets are

$$n_{26} = \frac{1}{2} \deg R + g - 1 \quad n_{32} = g.$$

In particular, the adjoint representation is frozen if and only if $g = 0$. The representation $26$ is frozen if and only if $S^2 = -5$ and $g = 0$, which also forces the adjoint representation to be frozen.

**Proof.** The number of representation $n_{26}$ is computed in Theorem 8.7.2. The representation $26$ is frozen if and only if $\deg R = 2(1 - g)$. Since the degree of $R$ has to be positive, we also see that $g = 0$, hence by using Lemma 8.7.4, we conclude that $S^2 = -5$ and $\deg R = 2$.

We consider two important examples.

**Example 8.7.6** (Frozen adjoint representation). $n_{32} = 0$ if and only if $g = 0$. In this case, $\deg R = 12 + 2S^2$ and $n_{26} = 5 + S^2$. This matches what is found in Table 3 of [37] using $u = S^2$ as the instanton number.
Example 8.7.7 (Frozen representation 26). \( n_{26} = 0 \) if and only if \( S^2 = -5 \) and \( g = 0 \). For example, take \( B \) to be the quasi-projective surface given by the total space of the line bundle \( \mathcal{O}_{\mathbb{P}^1}(-5) \). If \( B \) is the total space of the line bundle \( \mathcal{O}_{\mathbb{P}^1}(-n) \) with \( n \in \mathbb{Z}_{\geq 0} \), the Picard group of \( B \) is generated by one element, which we call \( \mathcal{O}(1) \) and its \( n \)th tensor product is \( \mathcal{O}(n) \) with dual \( \mathcal{O}(-n) \). In particular, the compact curve \( \mathbb{P}^1 \) is a section of the zero locus of a \( \mathcal{O}(-n) \). To construct a local Calabi–Yau threefold, use \( \mathcal{L} = \mathcal{O}(-3) \). This is the non-Higgsable model of \([240]\). The defining equation of such a Weierstrass model is

\[
y^2z = x^3 + f_3x^2z + g_2x^3,
\]

where \( g_2 \) and \( f_3 \) are respectively sections of \( \mathcal{O}_{\mathbb{P}^1}(2) \) and \( \mathcal{O}_{\mathbb{P}^1}(3) \). The IV*ns fiber degenerates further at the two points \( g_2 = 0 \). Over these points we have the non-Kodaira fiber of type \( 1 - 2 - 3 - 4 - 2 \), each carrying the weights of the representation 26.

8.7.4 Geometry of fibral divisors in the case of frozen representations

The case of an \( F_4 \)-model with both representations frozen has been recently studied in \([91]\). Such a model does not have any charged hypermultiplets as explained first in \([240]\). It follows from the geometry of the crepant resolution, the generic fiber over the base curve \( S \) does degenerate at two points \( \mathcal{V}(g_2) \). Our description is consistent with the analyses of \([142, 143, 240]\) and the Hirzebruch surfaces identified in \([91]\).

We discuss in detail the geometry of the fibral divisors of an \( F_4 \)-model in the case where all representations are frozen. This means that \( S \) is a curve of genus zero and self-intersection \( -5 \). For
Figure 8.5: Fibral divisors of an $F_4$-model as schemes over $S$ a curve of self-intersection $-\varsigma$. See Lemma 8.7.8. The Stein factorization gives a morphism $f'_i : D_i \to S'$ with connected fibers and a finite morphism $\pi : S' \to S$ that is a double cover branched at the two points $g_2 = 0$ of $S$. Hence $S'$ is also a rational curve. The morphisms $f'_i : D_i \to S'$ and $f''_i : D_i \to S'$ define, respectively, an $F_6$ and an $F_8$ with base curve $S'$. The prepotential of the five-dimensional theory is obtained from this geometry by removing the Kahler modulus $\varphi_0$ associated to the affine node in the $F_4$ Dynkin diagram of the elliptic fibration.

For example, the base could be $F_5$ or the total space of $O_{\mathbb{P}^1}(-\varsigma)$. The key is Theorem 8.4.1, which we specialize to this situation in the following lemma.

**Lemma 8.7.8.** Let $S \subset B$ be a smooth rational curve of self-intersection $-\varsigma$. An $F_4$-model over $B$ with gauge group supported on $S$ has fibral divisors $D_0, D_1, D_2, D_3$ and $D_4$ such that $D_0 \to S, D_1 \to S, D_2 \to S, D_3 \to S$ and $D_4 \to S$ are not Hirzebruch surfaces over $S$ but double covers of $F_6$ and $F_8$ Hirzebruch surfaces. Considering the Stein factorization $D_3 \xrightarrow{f_3} S' \xrightarrow{\pi} S$ and $D_4 \xrightarrow{f_4} S' \xrightarrow{\pi} S$ where $S' \xrightarrow{\pi} S$ is a double cover of $S$ branched at two points. The morphism $D_3 \xrightarrow{f_3} S'$ presents $D_3$ as an Hirzebruch surface $F_6$ over $S'$ and $D_4 \xrightarrow{f_4} S'$ presents $D_4$ as a Hirzebruch surface $F_8$ over $S'$.
Proof. We use Theorem 8.4.1. The Calabi–Yau condition implies that $\mathcal{L} = O(-K_B)$. $D_0$, $D_1$, and $D_2$ are Hirzebruch surfaces. We compute their degrees by intersection theory as follows. We recall that for a Hirzebruch surface $F_n = F_{-n}$. We follow the following strategy. Given two line bundles $\mathcal{L}_1$ and $\mathcal{L}_2$ and a Hirzebruch surface $\mathbb{P}_{S}[(\mathcal{L}_1 \oplus \mathcal{L}_2) \to S$ over a smooth rational curve $S$, then the degree of the Hirzebruch surface is $\deg \mathcal{L}_1 - \deg \mathcal{L}_2 = \int_S c_1(\mathcal{L}_1) - \int_S c_1(\mathcal{L}_2)$. We know that $D_0$ is $\mathbb{P}_{S}[\mathcal{L} \oplus O_S]$. To compute the degree of this Hirzebruch surface, we compute $\int_S c_1(\mathcal{L}) = -S \cdot K_B = -3$. that is, $D_0$ is an $F_3$. We know that $D_1$ is $\mathbb{P}_{S}[\mathcal{L} \otimes O_S]$, which is isomorphic to $\mathbb{P}_{S}[(\mathcal{L} \otimes O_S^{-1}) \oplus O_S]$.

To compute the degree of this Hirzebruch surface, we compute $\int_S [2c_1(\mathcal{L}) - S] = S \cdot (-2K_B - S) = -6 + 5 = -1$. Hence $D_1 \to S$ is an $F_1$. $D_2$ is $\mathbb{P}_{S}[\mathcal{L} \otimes O_S]$, which is a Hirzebruch surface of degree $S \cdot (-3K_B - 2S) = -9 + 10 = 1$. Hence, $D_2 \to S$ is also an $F_1$. As is clear from the crepant resolution, the fibral divisors $D_3 \to S$ and $D_4 \to S$ are not Hirzebruch surfaces over $S$. Their fibers consist of two generically disconnected rational curves ramified over $R = V(s, g_2)$. They can be respectively described as double covers of a $\mathbb{P}_{S}[(\mathcal{L} \otimes O_S) \oplus O_S]$ and a $\mathbb{P}_{S}[\mathcal{L} \otimes O_S]$. These are isomorphic to, respectively, $\mathbb{F}_3$ and $\mathbb{F}_4$. In each case, the branch locus of the double cover consists of two fibers of the Hirzebruch surface, and these are the fibers over $V(g_2)$.

The absence of charged multiplets is justified by the phenomena of frozen representations rather than the absence of degenerations supporting the weights of the representation $26$. The Stein factorization of $D_3 \to S$ is

$$D_3 \xrightarrow{f} S' \xrightarrow{\pi} S,$$
where $S' \xrightarrow{\pi} S$ is a double cover branched at two points and $f : D_3 \to S'$ is a proper morphism with connected fibers. In particular, $f : D_3 \to S'$ is a $\mathbb{P}^1$-bundle. Since $S'$ has genus zero, this is a Hirzebruch surface. The degree of this Hirzebruch surface is $\int_{D_3} S'^2$, which is $2 \int_{F_3} S^2 = 2 \cdot (-3) = -6$. Hence $f : D_3 \to S'$ is an $\mathbb{F}_6$-surface.

We show in the same way that $f : D_1 \to S'$ is an $\mathbb{F}_8$-surface. In other words, while $D_3 \to S$ and $D_4 \to S$ are not $\mathbb{P}^1$-bundles over $S$, $D_3 \to S'$ and $D_3 \to S'$ are $\mathbb{P}^1$-bundles over $S'$. As discussed in the appendix, with respect to $S'$, $D_3$ and $D_4$ have the structure of an $\mathbb{F}_6$ and an $\mathbb{F}_8$ since the base curve $S'$ has self-intersection.

8.8 Conclusion

In this chapter, we studied the geometry of $\mathbb{F}_4$-models. Our starting point is a singular Weierstrass model characterized by the valuations with respect to a smooth divisor $S = V(s)$ given by Step 8 of Tate’s algorithm:

$$v_S(a_1) \geq 1, \quad v_S(a_2) \geq 2, \quad v_S(a_3) \geq 2, \quad v_S(a_4) \geq 3, \quad v_S(a_6) \geq 3, \quad v_S(b_6) = 4.$$  

The last condition ensures that the polynomial $Q(T) = T^2 + a_3 T - a_6$ has two distinct solutions modulo $s$. The $\mathbb{F}_4$ model is characterized by the fact that $Q(T)$ has no rational solutions modulo $s$. When $Q(T)$ has rational solutions, we have an $\mathbb{E}_6$-model. The generic fiber over $S$ is called a fiber of type $IV^{\#s}$. Without loss of generality, the Weierstrass model can be written in the following canoni-
cal form:

\[ y^2z = x^3 + a_4x^{3+\alpha}s + a_6x^{4\alpha}z^3, \quad \alpha \in \mathbb{Z}_{\geq 0}. \]

A crepant resolution of this Weierstrass model is called an \( F_4 \)-model. Such elliptic fibrations are used to engineer \( F_4 \) gauge theories in F-theory and M-theory. While it is common to take \( \alpha = 0 \) in the F-theory literature, here, we keep \( \alpha \) unfixed to keep the geometry as general as possible. This allows us to cover local enhancements of the type \( F_4 \rightarrow E_7 \) and \( F_4 \rightarrow E_8 \) over \( s = a_{6,4} = 0 \), depending on the valuation of \( a_4 \). While the generic fiber is a twisted affine Dynkin diagram \( \tilde{\mathcal{F}}_4 \), the geometric fiber is the affine \( \tilde{E}_6 \) diagram. Thus we have the natural enhancement \( F_4 \rightarrow E_6 \), which is non-local and appears over any closed point of \( S \) away from \( a_{6,4} = 0 \).

The crepant resolution that we have considered consists of a sequence of four blowups centered at regular monomial ideals. We answered several questions regarding the geometry and topology of the resulting smooth elliptic fibration. In particular, we identified the geometry of the fibral divisors of the \( F_4 \)-model as \( \mathbb{P}^1 \)-bundles for the three divisors \( D_0, D_1, \) and \( D_2 \), while the remainders, namely \( D_3 \) and \( D_4 \), are double-coverings of \( \mathbb{P}^1 \)-bundles with discriminant locus \( a_{6,4} = 0 \). This is illustrated in Figure 8.2. The singular fibers of these conic bundles consist of double lines and play an important role in determining the geometry of the singular fiber over \( s = a_{6,4} = 0 \), which is a non-Kodaira fiber of type \( t - 2 - 3 - 4 - 2 \). This fiber can be thought of as an incomplete \( E_7 \) or \( E_8 \) if \( v(a_4) = 3 \) or \( v(a_4) \geq 4 \), respectively.

To identify the representation associated with this singular fiber over \( s = a_{6,4} = 0 \), we computed the intersection numbers of the new rational curves with the fibral divisors. These intersection num-
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bers are interpreted as weights of $F_4$. We identified the corresponding representation as the $26$ of $F_4$.
We also compute the triple intersection number of the fibral divisors. We finally specialize to the case of Calabi–Yau threefolds. The Euler characteristic of an $F_4$-model and the Hodge numbers in the Calabi–Yau threefold case have been presented in [114]. We also computed the linear form induced by the second Chern class.

In the final section, we studied details of M-theory compactified on a Calabi–Yau threefold that is an $F_4$-model, for which the resulting theory is a five-dimensional gauge theory with eight supercharges. Such a theory has vector multiplets characterized by a cubic prepotential. The classical part of the cubic prepotential vanishes but there is a quantum correction coming from an exact one-loop contribution [176]. This one-loop term depends explicitly on the number of charged hypermultiplets. It is known that this correction term matches exactly with the triple intersection numbers of the fibral divisors of the elliptic Calabi–Yau threefold. We computed the number of hypermultiplets in the adjoint representation and in the fundamental representation via a direct comparison:

$$n_{52} = g, \quad n_{26} = 5(1 - g) + S^2.$$

We checked that also satisfy the genus formula of Aspinwall-Katz-Morrison– here they are derived from the triple intersection numbers. With the knowledge of the Hodge numbers [114], matter representation, and their multiplicities, we compared this with the unique solution of the number of charged hypermultiplets in a F-theory compactification to a six-dimensional $(1, 0)$ supergravity theory free of gravitational, gauge, and mixed anomalies following Sadov [269]. In the six-dimensional
We also computed the weights of vertical curves of an $F_4$ models and proved that over the locus $V(s, a_{6,4})$ the generic fiber over the divisor $S$ has weights of the quasi-minuscule representation $26$. We introduced the notion of a frozen representation, which explains that the existence of geometric weights carried by vertical curves does not imply the existence of hypermultiplets charged under the corresponding representation. If the base is a surface, the divisor $S$ is a curve. The representation $26$ is frozen if and only if $S$ has genus zero and self-intersection $-5$. Frozen representations happen for other $G$-models as illustrated in [112, 119, 122].
How can it be that mathematics, a product of human thought independent of experience, is so admirably adapted to the objects of reality?

Albert Einstein

The Geometry of $G_2$, Spin(7), and Spin(8)-models

In this chapter, we study the geometry of the Kodaira fiber of type $I^*_0$, which has at least three unique properties that is distinguishable from all other Kodaira fibers. Firstly, the $I^*_0$ fiber shares with smooth elliptic curves that it can have a $j$-invariant of any value in the ground field of the elliptic
fibration. On the other hand, all other singular Kodaira fibers have a $j$-invariant taking the values 0 or 1728, with the exceptions of the Kodaira fiber $I^*_n > o$ and $I^*_n > o$, whose $j$-invariant has a pole and takes an infinite value.

Secondly, while all the other Kodaira fibers have at most two splitting types: split and non-split. The fiber $I^*_o$ distinguishes itself by having three splitting types — split, semi-split, and non-split — corresponding to three distinct Lie algebras, namely $G_2$, $B_3$, and $D_4$. As we assume that the Mordell-Weil group is trivial, these three Lie algebras correspond to the simply-connected groups $G_2$, $\text{Spin}(7)$, and $\text{Spin}(8)$. It is also more natural to distinguish two different versions of the non-split case, since there are two possible Galois groups which give rise to distinct fiber degenerations, as we shall explain below.

Lastly, the fiber of type $I^*_o$ plays a central role in Miranda’s models [236] and in the classification of “non-Higgsable clusters” [240]. The fiber $I^*_o$ appears in collisions of the types $j = 0$ (namely $\text{II} + I^*_o$ and $\text{IV} + I^*_o$) and $j = 1728$ (namely $\text{III} + I^*_o$) [236]. These collisions are building blocks for the non-Higgsable clusters of elliptically-fibered Calabi–Yau threefolds [240]. For example, an isolated curve of self-intersection $-4$ can support a Kodaira fiber of type $I^*_o$ and an associated Lie algebra $\mathfrak{so}_8$ with a trivial representation. There are also three building blocks consisting of two or three rational curves of negative self-intersection intersecting transversally. We write $(-n_1, -n_2, -n_3, \ldots, -n_r)$ for a chain of $r$ rational curves $C_i$, with $1 \leq i \leq r$, where $C_i^2 = -n_i$ and two consecutive curves in the chain intersect transversally. A $(-2, -3)$-chain corresponds to the collision of two Kodaira fibers of type III and $I^*_o$, yielding a semi-simple Lie algebra $\mathfrak{sp}_4 \oplus \mathfrak{g}_2$ [240]. A $(-2, -2, -3)$-chain corresponds to the chain of Kodaira fibers II+IV+$I^*_o$, supporting the Lie algebra $\mathfrak{su}_2 \oplus \mathfrak{g}_2$, and the
collisions of this type is studied geometrically in \cite{119}; finally, a \((-2, -3, -2)\)-chain corresponds to the chain of Kodaira fibers \(\text{III} + \text{I}^* + \text{III}\), yielding a Lie algebra \(\mathfrak{su}_2 \oplus \mathfrak{so}_7 \oplus \mathfrak{su}_2\) \cite{240}.

<table>
<thead>
<tr>
<th>Fiber type</th>
<th>Dual graph</th>
<th>Splitting type</th>
<th>Field extension</th>
<th>(\kappa' : \kappa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
</tr>
<tr>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
</tr>
<tr>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
<td>(\text{I}^*_G)</td>
</tr>
</tbody>
</table>

Table 9.1: Fibers of type \(\text{I}^*_G\). There are three different possible types based on its field extensions, which yield three different Dynkin diagrams respectively.

The geometry and topology of an \(\text{I}^*_G\)-model is subtle. To fully appreciate the geometry of a Weierstrass model describing the fiber \(\text{I}^*_G\), one has to take into account the scheme structure of the generic fiber. This scheme structure contains more detailed information than can be seen by the type of the geometric fiber and impacts the values of the topological invariants. Fiber types, generic fibers, and geometric irreducibility play a central role in this chapter. See Appendix C of \cite{114} for a review.

The type of a singular fiber depends on the ground field used to define its scheme structure. For
the fiber over the generic point of an irreducible component of the discriminant locus, the natural ground field is the residue field of the generic point \([219, \S 3.1.2, \text{Remark 1.17}]\). This is because in scheme theory, the fiber over a point \(p\) is by definition \(Y \times_B \text{Spec } \kappa(p)\) \([219, \S 3.1.2, \text{Definition 1.13}]\) and the second projection \(Y_p \to \text{Spec } \kappa(p)\) gives the fiber \(Y_p\) the structure of a scheme defined with the residue field \(\kappa(p)\) as its ground field. As the residue field \(\kappa(p)\) is not necessarily an algebraically closed field, the fiber type of \(Y_p\) as a scheme over \(\kappa(p)\) does not always match its Kodaira type. We recall that a Kodaira fiber is by definition a geometric fiber.\(^1\) The Kodaira type of \(Y_p\) is seen only after a field extension causing all components of the fiber to become geometrically irreducible. In the case of Weierstrass models coming from Tate’s algorithm, the required field extension is carefully described in Tate’s algorithm to be the splitting field of an appropriate cubic or quadratic polynomial defined from the Weierstrass coefficients. For elliptic fibrations, the type of a generic fiber \(Y_p\) that is not geometric is either an affine Dynkin diagram of type \(\widetilde{A}_n\), or a twisted affine Dynkin diagram of type \(\widetilde{G}_2, \widetilde{B}_{3+n}, \widetilde{F}_4\), or \(\widetilde{C}_{2+n}\).

A fiber of type \(I_0^*\) consists of a rational curve of multiplicity two intersecting transversally with four other rational curves. Its dual graph is the affine Dynkin diagram \(\widetilde{D}_4\). One of the four is the component touching the section of the elliptic fibration. The points of intersection between the central node of multiplicity two and the other three nodes (see Table 9.1 for the Dynkin diagram for these nodes) can be described by a cubic polynomial that is essentially the auxiliary polynomial \(P(T)\). The elliptic fibration is called the \(G_a\), \(\text{Spin}(7)\), or \(\text{Spin}(8)\)-model, respectively, if \(P(T)\) has no

\(^1\) A geometric fiber is such that its components are all geometrically irreducible, i.e. they do not factor into more components even after a field extension \([219, \S 3.2, \text{Definition 2.8}]\).
κ-rational roots, a unique κ-rational root, or three distinct κ-rational roots. The generic fibers over S are then denoted by

\[ I_o^{\text{ns}}, I_o^{\text{ss}}, \text{ and } I_o^{s}, \]

where “ns”, “ss”, and “s” stand for “non-split”, “semi-split”, and “split” [37]. The fibers \( I_o^{\text{ns}}, I_o^{\text{ss}}, \) and \( I_o^{s} \) defined with respect to the residue field \( \kappa \) are called arithmetic fibers; this distinguishes them from their geometric fiber \( I_o \) defined in the splitting field of \( P(T) \).

In fact, the Galois group \( \text{Gal}(\kappa'/\kappa) \) is trivial for Spin(8)-models, \( \mathbb{Z}/2\mathbb{Z} \) for Spin(7)-models, and can be either the symmetric group \( S_3 \) or the cyclic group \( \mathbb{Z}/3\mathbb{Z} \) for \( G_2 \)-models. Thus, the Galois group provides a finer invariant than the number of rational solutions of \( P(T) \). We introduce the notion of \( G_2^{\text{ns}} \)-models and \( G_2^{\text{ss}} \)-models to distinguish between the two cases of a \( G_2 \)-model as they have different fiber structures. One can think of the \( G_2^{\text{ss}} \)-model as a specialization of the \( G_2^{\text{ns}} \)-model in which the discriminant \( \Delta(P) \) of the auxiliary polynomial \( P(T) \) is a perfect square in the residue field \( \kappa \). The difference of these two models are easily viewed in algebraic form given in Section 9.2.1.

We show the existence and numbers of crepant resolutions of each model:

1. Each \( G_2 \)-model has a unique crepant resolution,

2. Each Spin(7)-model has two crepant resolutions connected by a simple flop,

3. Each Spin(8)-model has six distinct crepant resolutions forming a cycle—under conditions that ensure the existence of crepant resolutions.
Figures 9.2, 9.3, and 9.4 on page 401 depict the structure of the set of crepant resolutions in relationship to the geometry of the Coulomb branch. (For a review of Coulomb branch and flops, see Section 2.4.2 in the introduction.)

When the Weierstrass coefficients vanish to high order along the component $S$ of the discriminant locus, $\mathbb{Q}$-factorial terminal singularities are obstructions to the existence of a crepant resolution depending on the dimension of the base $B$.\footnote{The $\mathbb{Q}$-factorial terminal singularities have been discussed recently in F-theory in [17].} See Section 9.3.3 for the case of the $G_2$-model and Section 9.4.1 for the case of terminal singularities with the Spin(7)-model. In contrast, crepant resolutions were recently shown to exist in [115] for $F_4$-models for generic coefficients of arbitrary valuations, as long as the restrictions of Step 7 of Tate’s algorithm are satisfied. We also show by direct inspection that each of the crepant resolutions we obtained determines a flat fibration.

In this chapter, we consider elliptic fibrations over bases of arbitrary dimensions. For F-theory and M-theory applications, we focus mostly on compactifications yielding five and six-dimensional gauge theories. In particular, we do not discuss Sen’s weak coupling limit of these theories. However, we point out that the weak coupling limit of $G_2$, Spin(7), and Spin(8)-models gives a local $\mathfrak{so}(8)$-gauge theory realized by eight D7 branes on top of an O7 orientifold [123, Table 4]. Such an $\mathfrak{so}(8)$-gauge theory can also be constructed using K-theory as in [78, §4.2.4].

9.0.1 Non-Kodaira fibers and Tate’s algorithm in higher codimension

The study of the fiber structure of $G_2$, Spin(7), and Spin(8)-models is surprisingly rich in non-Kodaira fibers. We get eight types of non-Kodaira fibers in the fiber degenerations of these elliptic
fibrations. They are listed in Figure 9.1. To put this in perspective, we recall that in the theory of Miranda’s models, there are only seven non-Kodaira fibers across all possible collisions, while here, the Spin(7)-model on its own already produces six non-Kodaira fibers. Miranda has observed that non-Kodaira fibers of Miranda’s models of elliptic threefolds [236] are contractions of Kodaira fibers (see also [76]). Here we see that this is also true in higher codimension for the crepant resolutions of the Weierstrass model resulting from Step 6 of Tate’s algorithm.

With a careful study of the crepant resolutions of the Weierstrass models resulting from Step 6 of Tate’s algorithm, it is possible to predict (for Step 6) the possible higher codimension fibers from the valuations of the coefficients of Weierstrass equations. In many cases, these valuations do not completely determine the fiber type: different crepant resolutions of the same Weierstrass model can have distinct fiber types over points of codimension two or higher.

9.0.2 Road map to the rest of the chapter

The rest of the chapter is organized as follows. We review Step 6 of Tate’s algorithm that characterizes the Kodaira fiber of type $I^*_0$ in Section 9.1. In Section 9.2 we summarize the main mathematical results of the chapter. We first derive canonical forms for $G_2$, Spin(7), and Spin(8)-models in Section 9.2.1 by scrutinizing Step 6 of Tate’s algorithm. We distinguish between two types of $G_2$-models using the Galois group of the splitting field of the associated polynomial $P(T)$ used in Step 6 of Tate’s algorithm. They have distinct fiber structures and $j$-invariants over $S$. We also distinguish between two Weierstrass models for Spin(7)-models by their fiber degenerations and their $j$-invariants over $S$. We then study the existence of crepant resolutions for these canonical forms and determine the fiber
structure for each resolution. We compute the Chern–Simons coefficients as the triple intersection numbers of the fibral divisors in Section 9.2.6. We study $G_2$-models in Section 9.3, $\text{Spin}(7)$-models in Section 9.4, and $\text{Spin}(8)$-models in Section 9.5. In Section 9.6, we apply the results collected in the previous sections to describe the physics of the $\text{I}_n^*$ models. In Section 9.6.1, we compute the one-loop prepotential and compute the number of hypermultiplets transforming in each irreducible representations of the gauge group. In section 9.6.2, we also count the number of representations of each model by comparing the triple intersection numbers and the cubic prepotential, and show in section 9.6.2 that the number of representations found are identical to the unique solution on the number of hypermultiplets of the anomaly cancellation conditions of the six-dimensional theory; hence, we determine that the five-dimensional theories are compatible with an anomaly-free six-dimensional theories. The counting matches the number found by Grassi and Morrison [142] using six-dimensional anomaly cancellation conditions and Witten’s quantization method (as generalized by Aspinwall, Katz and Morrison) [1].
Figure 9.1: Non-Kodaira fibers appearing in the fiber structures of $G_2$, Spin(7), and Spin(8)-models. Certain non-Kodaira fibers appear more than once, and all of them are of the type of contracted nodes.

9.1 Step 6 of Tate’s algorithm characterizing the fiber $I_0^*$

Tate’s algorithm consists of eleven steps (see [290], [281, §IV.9], [256], and [286, §4.8]). Step 6 of Tate’s algorithm characterizes the fiber of Kodaira type $I_0^*$. We start with a general Weierstrass equation

$$y^2z + a_1xyz + a_3yz^2 = x^3 + a_2x^2z + a_4xz^2 + a_6z^3.$$ 

3 In F-theory, Tate’s algorithm is discussed in [37, 186, 244], but usually focuses on the minimal valuations of the coefficients of the Weierstrass equation. Hence, we use instead the original paper of Tate [290], which contains some typos that are listed and corrected in in [256].
Néron proved in [251] that a Weierstrass model over a discrete valuation ring has a special fiber of type $I^*_0$ (denoted by $C_4$ in Néron’s notation) if and only if the discriminant

$$\Delta(x^3 + a_2x^2 + a_4x + a_6) = -4a_2^3a_6 + a_2^2a_4^2 + 18a_2a_4a_6 - 4a_4^3 - 27a_6^2$$

has valuation 6 with respect to $S$, and the valuation of the Weierstrass coefficients satisfies the following inequalities:

$$v_S(a_1) \geq 1, \quad v_S(a_2) \geq 1, \quad v_S(a_3) \geq 2, \quad v_S(a_4) \geq 2, \quad v_S(a_6) \geq 3. \quad (9.1)$$

This case is further studied by Tate in Step 6 of his algorithm [290]. Tate defines the following auxiliary cubic polynomial in the polynomial ring $\kappa[T]$ to be

$$P(T) = T^3 + a_{2,1}T^2 + a_{4,2}T + a_{6,3}, \quad (9.2)$$

where $a_{i,j} = a_i/s^j$. The splitting field of the cubic $P(T)$ in $\kappa$ is denoted by $\kappa'$. The discriminant $\Delta(P)$ of $P(T)$ is

$$\Delta(P) := 4a_{2,1}^3a_{6,3} - a_{2,1}a_{4,2}^2 - 18a_{2,1}a_{4,2}a_{6,3} + 4a_{4,2}^3 + 27a_{6,3}^2.$$ 

The polynomial $P(T)$ is separable in $\kappa$ if and only if $P(T)$ has three distinct roots in $\kappa'$. This is the case if and only if the discriminant $\Delta(P)$ of $P(T)$ has valuation zero. This condition is equivalent to Néron’s requirement discussed above. In view of the inequalities in equation (9.1), the discriminant
of the full Weierstrass equation has valuation 6 if and only if the valuation of $\Delta(P)$ is zero. The type of the geometric fiber is the same as the type of the fiber as seen in the splitting field $\kappa'$ of the polynomial $P(T)$ in $\kappa$. The type of the special fiber as a scheme over $\kappa$ depends on the degree $[\kappa' : \kappa]$ of the field extension $\kappa'/\kappa$:

- $[\kappa' : \kappa] = 6 \implies I^*_0^{ns}$ with Galois group $S_3$ and dual graph $\tilde{G}_2$,
- $[\kappa' : \kappa] = 3 \implies I^*_0^{ns}$ with Galois group $\mathbb{Z}/3\mathbb{Z}$ and dual graph $\tilde{G}_2$,
- $[\kappa' : \kappa] = 2 \implies I^*_0^{ss}$ with Galois group $\mathbb{Z}/2\mathbb{Z}$ and dual graph $\tilde{B}_3$,
- $[\kappa' : \kappa] = 1 \implies I^*_0^s$ with trivial Galois group and dual graph $\tilde{D}_4$,

where “ns”, “ss”, and “s” stand for non-split, semi-split, and split, respectively [37].

If the discriminant of $P(T)$ does not have a $\kappa$-rational root, then the fiber is of type $I^*_0^{ns}$ with dual graph $\tilde{G}_2$. If $P(T)$ has a unique $\kappa$-root, then the fiber is of type $I^*_0^{ss}$ with dual graph $\tilde{B}_3$. If $P(T)$ has three $\kappa$-roots, then the fiber is of type $I^*_0^s$ with dual graph $\tilde{D}_4$.

There are two cases of fibers $I^*_0^{ns}$, depending on whether the Galois group of the field extension $\kappa'/\kappa$ is either $\mathbb{Z}/3\mathbb{Z}$ or $S_3$. The two cases differ by the behavior of the discriminant of $P(T)$ in view of the following well-known theorem.

**Lemma 9.1.1** (Galois group of a cubic polynomial). The Galois group of the splitting field of a separable cubic polynomial $P(T)$, defined over a field $\kappa$ of characteristic different from 2 and 3, is

1. $S_3$ if and only if the $P(T)$ is $\kappa$-irreducible and its discriminant is not a perfect square.

2. $\mathbb{Z}/3\mathbb{Z}$ if and only if $P(T)$ is $\kappa$-irreducible and its discriminant is a perfect square.

---

4In the notation of Liu [219, §10.2], the fibers $I^*_0^{ns}$, $I^*_0^{ss}$, and $I^*_0^s$ are denoted by $I^*_0, I^*_0,2,$ and $I^*_0$, respectively.
3. \(\mathbb{Z}/2\mathbb{Z}\) if and only if \(P(T)\) factorizes into a linear factor and a \(\kappa\)-irreducible quadric.

4. the trivial group if and only if \(P(T)\) factorizes into three linear factors over \(\kappa\).

Proof. See [212, Chap. VI §2].

Lemma 9.1.1 provides a direct route to the classification of fibers of type \(I_0^s\), \(I_0^{ss}\), and \(I_0^{ns}\) using the Galois group of the splitting field of \(P(T)\). A more refined classification will also take into account the values of the \(j\)-invariant. In contrast to other singular Kodaira fibers, the fiber of type \(I_0^s\) can take any finite value of the \(j\)-invariant. However, for the arithmetic fibers, there are some restrictions. For example, a fiber of type \(I_0^{ss}\) cannot have \(j = 0\).

9.2 Summary of results

In this section, we summarize the main mathematical results of the chapter. We first list the obtained canonical forms as well as the values of the \(j\)-invariant in Section 9.2.1. We then identify the crepant resolutions of \(G_2\), \(\text{Spin}(7)\), and \(\text{Spin}(8)\)-models as sequences of blowups in Section 9.2.2. The hyperplane arrangements of these models — \(I(G_2, 7)\), \(I(B_3, 7 \oplus 8)\), and \(I(D_4, 8_\nu \oplus 8_\nu \oplus 8_s)\) — are given in Section 9.2.3. The crepant resolutions and the chambers of the hyperplane arrangements of each model are shown to be matched perfectly, which is described in section sec:matching.

In Section 9.6, we discuss the physical implications of our results for five- and six-dimensional gauge theories obtained from of F-theory and M-theory compactifications.
9.2.1 Canonical forms and crepant resolutions for $G_2$, Spin(7), and Spin(8)-models

We summarize the canonical forms for $G_2$, Spin(7), and Spin(8)-models from Step 6 of Tate’s algorithm. These forms are derived in Theorems 9.3.1, 9.4.1, and 9.5.1. We assume that the Mordell-Weil group of the elliptic fibrations is trivial. Using Step 6 of Tate’s algorithm, we obtain the Weierstrass model describing a Kodaira fiber of type $I_0^*$ over the generic point of $S = V(s)$. This model takes one of the following forms below, which are organized by the fiber type when seen as a scheme over the residue field of $S$, as well as the value of the $j$-invariant:

- $G_2^S : y^2z - x^3 - s^2fxz^2 - s^3gz^3 = o, \quad fg \neq o, \quad j \neq o, 1728,$

  where $4f^3 + 27g^2$ is not a perfect square modulo $s$.

- $G_2^{Z/3Z} : y^2z - x^3 - s^2fxz^2 - s^3gz^3 = o, \quad fg \neq o, \quad j \neq o, 1728,$

  where $4f^3 + 27g^2$ is a perfect square modulo $s$. In particular, the following $G_2^{Z/3Z}$-model is uniquely specified by the valuations of the coefficients:

- $G_2^{Z/3Z} : y^2z - x^3 - s^3fxz^2 - s^3gz^3 = o, \quad \alpha \in \mathbb{Z}_{\geq 0} \quad j = o,$

  (9.5)
where $g$ is not a cube modulo $s$;

- **Spin(7):**  
  \[ y^2z - (x^3 + a_{2,1}x^2z + a_{4,3}xyz^2 + a_{6,4}yz^3) = 0, \quad \beta \in \mathbb{Z}_{\geq 0}, \quad j \neq 0, 1728, \]  
  \[ (9.6) \]

where $a_{2,1}$ is not proportional to $s$;

- **Spin(7):**  
  \[ y^2z - x^3 - s^2fxz^2 - s^4t^2g = 0, \quad \beta \in \mathbb{Z}_{\geq 0}, \quad j = 1728, \]  
  \[ (9.7) \]

where $f$ is not a square modulo $s$;

- **Spin(8):**  
  \[ y^2z = (x - sx_1z)(x - sx_2z)(x + sx_3z) - s^3 + \alpha Qz, \quad Q = rx^2 + qszz - s^2tz^2, \quad \alpha \in \mathbb{Z}_{\geq 0}, \]  
  \[ (9.8) \]

where $v_5((x_1 - x_2)(x_1 - x_3)(x_2 - x_3)) = 0$ and $(r, q, t) \neq (0, 0, 0)$.

The $j$-invariant of a Spin(8)-model is

\[
\begin{align*}
  j &= 1728 \frac{A^2}{B^2 - C^2} = 1728 - \frac{A^2}{A^2 - B^2}, \\
  A &= -16(-x_1^2 - x_2^2 - x_3^2 + x_1x_2 + x_1x_3 + x_2x_3), \\
  B &= 32(-2x_1 + x_2 + x_3)(x_1 - 2x_2 + x_3)(x_1 + x_2 - 2x_3). \\
\end{align*}
\]

(9.9)

In particular, $j = 0$ when $A = 0$ and $j = 1728$ when $B = 0$.

In contrast to the usual forms seen in the F-theory literature, we do not restrict to the minimal
values for the valuations of the coefficients. Allowing more general valuations enables a richer set of behaviors for the degeneration and the values of the $j$-invariant. In the case of Spin(7), depending on the dimension of the base, the valuations can become an obstruction to the existence of a crepant resolution when they are too big.

9.2.2 Crepant resolutions

The following sequences of blowups provide crepant resolutions for the Weierstrass models defined in section 9.2.1. These are, however, valid only under some conditions which will be discussed in Theorems 9.3.2, 9.4.2, and 9.5.2. In some cases, the non-minimal valuations obstruct the existence of a crepant resolution. We assume that the coefficients of the Weierstrass models are general except for their valuations with respect to $S$. To prove smoothness, we also have to impose some light con-
ditions on the coefficients that are usually left unspecified in the F-theory literature.

G2 Crepant resolutions

\[
\begin{align*}
G_2 & \quad X_0 \leftarrow (x, y, \epsilon_1|\epsilon_i) \quad X_1 \leftarrow (y, \epsilon_2|\epsilon_i) \quad X_2 \\
\text{Spin}(7) & \quad X_0 \leftarrow (x, y, \epsilon_1|\epsilon_i) \quad X_1 \leftarrow (y, \epsilon_2|\epsilon_i) \\
\text{Spin}(8) & \quad X_0 \leftarrow (x, y, \epsilon_1|\epsilon_i) \quad X_1 \leftarrow (y, \epsilon_2|\epsilon_i) \quad X_2 \leftarrow (x - x_i z, \epsilon_3|\epsilon_i) \quad X_3 \leftarrow (x - x_i z, \epsilon_4|\epsilon_i) \quad X_4
\end{align*}
\]

For \text{Spin}(8), \(i, j\) are two distinct elements of \(\{1, 2, 3\}\) and hence define six distinct crepant resolutions. We have two distinct crepant resolutions for \text{Spin}(7), and a unique one for \(G_2\).

9.2.3 Hyperplane arrangement \(I(\mathfrak{g}, \mathbf{R})\)

Let \(\mathfrak{g}\) be a semi-simple Lie algebra and \(\mathbf{R}\) a representation of \(\mathfrak{g}\). The kernel of each weight \(\sigma\) of \(\mathbf{R}\) defines a hyperplane \(\sigma^\perp\) through the origin of the Cartan sub-algebra of \(\mathfrak{g}\).

\textbf{Definition 9.2.1.} The hyperplane arrangement \(I(\mathfrak{g}, \mathbf{R})\) is defined inside the dual fundamental Weyl chamber of \(\mathfrak{g}\), i.e. the dual cone of the fundamental Weyl chamber of \(\mathfrak{g}\), and its hyperplanes are the set of kernels of the weights of \(\mathbf{R}\).
For each $G$-model, we associate the hyperplane arrangement $I(g, R)$ using the representation $R$ induced by the weights of vertical rational curves produced by degenerations of the generic fiber over codimension-two points of the base. We then study the incidence structure of the hyperplane arrangement $I(g, R)$.

**Proposition 9.2.2.** The weights of the vertical curves over codimension-two points are given by

The chambers of $G_2$, $\text{Spin}(7)$, and $\text{Spin}(8)$-models are illustrated in Figures 9.2, 9.3, and 9.4 respectively on page 401 and described in the following theorem.

**Theorem 9.2.3.** The hyperplane arrangement $I(G_2, 7)$ has a unique chamber. The hyperplane arrangement $I(B_3, 7 \oplus 8)$ has two chambers whose incidence graph is the Dynkin diagram $A_2$. The hyperplane arrangement $I(D_4, 8_v \oplus 8_e \oplus 8_e)$ has six chambers whose incidence graph is a hexagon (the affine Dynkin diagram $\tilde{A}_6$).

**Proof.** A hyperplane $\varpi^\perp$ (the kernel of a weight $\varpi$) intersects the interior of the dual fundamental Weyl chamber of $\mathfrak{g}$ if and only if when written in the basis of positive simple roots, at least two of its coefficients have different signs. The hyperplane arrangement $I(G_2, 7)$ has a unique chamber as none of its weights have coefficients of different signs in the basis of positive simple roots. The
hyperplane arrangement \( I(B_3, 7 \oplus 8) \) has two chambers separated by the kernel of the unique (up to a sign) weight of the representation \( 7 \oplus 8 \); this representation is not in the cone generated by the positive simple roots, namely \( \begin{bmatrix} 1 & 0 & -1 \end{bmatrix} \). For \( \text{Spin}(8) \), each of the representations \( 8_v, 8_c, \) and \( 8_s \) has a unique weight (up to a sign) not in the cone generated by the positive simple roots. These are the following weights, written respectively for \( 8_v, 8_c, \) and \( 8_s \) in the basis of fundamental weights:

\[
\begin{align*}
\varpi_v^4 &= \begin{bmatrix} 0 & 0 & -1 & 1 \end{bmatrix}, \\
\varpi_c^4 &= \begin{bmatrix} -1 & 0 & 0 & 1 \end{bmatrix}, \\
\varpi_s^4 &= \begin{bmatrix} -1 & 0 & 1 & 0 \end{bmatrix}.
\end{align*}
\]

Let \( \varphi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4) \in \mathfrak{h} \) be a vector of the dual fundamental Weyl chamber written in the basis of simple coroots. The linear forms corresponding to the weights \( \varpi_v^4, \varpi_c^4, \) and \( \varpi_s^4 \) are

\[
L_1 = (\varpi_v^4, \varphi) = -\varphi_3 + \varphi_4, \quad L_2 = (\varpi_c^4, \varphi) = -\varphi_1 + \varphi_4, \quad L_3 = (\varpi_s^4, \varphi) = -\varphi_1 + \varphi_3.
\]

The set of chambers of \( I(D_4, 8_v \oplus 8_c \oplus 8_s) \) is in bijection with the set of all possible signs of \((L_1, L_2, L_3)\). Two chambers are adjacent to each other when the signs of \((L_1, L_2, L_3)\) differ by one entry only.

Since \( L_1 + L_3 = L_2 \), we can neither get the sign vector \((-+ -)\) nor \((++ +)\). It is easy to see that all the six remaining arrangements of signs are possible. In total, there are six chambers determined by the signs of \( L_1, L_2, \) and \( L_3 \):

\[
\begin{align*}
1. \ (-- -) & \quad \varphi_1 > \varphi_3 > \varphi_4, & 2. \ (-+ +) & \quad \varphi_3 > \varphi_1 > \varphi_4, & 3. \ (-+ +) & \quad \varphi_3 > \varphi_4 > \varphi_1, \\
4. \ (+ + +) & \quad \varphi_4 > \varphi_3 > \varphi_1, & 5. \ (+- +) & \quad \varphi_4 > \varphi_1 > \varphi_3, & 6. \ (+- -) & \quad \varphi_1 > \varphi_4 > \varphi_3. \\
\end{align*}
\]
Two chambers are said to be adjacent when they differ by the sign of only one \( L_i \). It follows that there are six chambers organized as in Figure 9.4 on page 401.

### 9.2.4 Matching the crepant resolutions and the chambers of the hyperplane arrangement

For each crepant resolution, we study the fiber structure and compute geometrically the weights of vertical curves. These weights uniquely determine a chamber. \( G_2 \)-models only have one crepant resolution. For \( \text{Spin}(7) \)-models, the crepant resolution \( Y^\pm \) corresponds to \( \pm [1, 0, -1] \). For \( \text{Spin}(8) \)-models, the vertical curves give the weights \( \pm L_1, \pm L_2, \) and \( \pm L_3 \). The explicit matching of the chambers and the crepant resolutions is given in Table 9.2.

<table>
<thead>
<tr>
<th>Resolutions</th>
<th>Chambers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( Y^{(2,3)} )</td>
<td>((- - -) \ (\varphi_3 &gt; \varphi_1 &gt; \varphi_4))</td>
</tr>
<tr>
<td>2 ( Y^{(3,2)} )</td>
<td>((- + +) \ (\varphi_3 &gt; \varphi_1 &gt; \varphi_4))</td>
</tr>
<tr>
<td>3 ( Y^{(3,4)} )</td>
<td>((- + +) \ (\varphi_3 &gt; \varphi_4 &gt; \varphi_1))</td>
</tr>
<tr>
<td>4 ( Y^{(4,3)} )</td>
<td>((+ + +) \ (\varphi_4 &gt; \varphi_1 &gt; \varphi_3))</td>
</tr>
<tr>
<td>5 ( Y^{(4,2)} )</td>
<td>((+ + -) \ (\varphi_4 &gt; \varphi_1 &gt; \varphi_3))</td>
</tr>
<tr>
<td>6 ( Y^{(2,4)} )</td>
<td>((+ - -) \ (\varphi_1 &gt; \varphi_4 &gt; \varphi_3))</td>
</tr>
</tbody>
</table>

Table 9.2: Matching the crepant resolutions of the \( \text{Spin}(8) \)-model with the chambers of the hyperplane arrangement \( \text{I}(D_3, 8_v \oplus 8_s \oplus 8_c) \).
Figure 9.2: Chambers of the hyperplane arrangement I\((G_2, 7)\) or equivalently, the Coulomb phases of a \(G_2\) gauge theory with matter in the representation 7. There is a unique chamber since the non-zero weights of 7 are the short roots of \(G_2\).

\[ \varpi_1 - \varpi_3 \]

Figure 9.3: Chambers of the hyperplane arrangement I\((B_3, 8)\) or equivalently, the Coulomb phases of a Spin(7) gauge theory with matter in the representation 8. The only weight defining an interior wall is the weight \([1 0 -1]\) of the representation 8.

Figure 9.4: Chambers of the hyperplane arrangement I\((D_4, 8_v \oplus 8_s \oplus 8_c)\) or equivalently, the Coulomb phases of a Spin(8) gauge theory with matter in the representation \(8_v \oplus 8_s \oplus 8_c\). The signs in the figure are those of linear forms induced by the weights \(L_1 = [0, 0, -1, 1]\), \(L_2 = [-1, 0, 0, 1]\) and \(L_3 = [-1, 0, 1, 0]\).
9.2.5 Fiber degenerations

The $G^S_3$-model is the generic case of a fiber of type $I^*_2$ and has the simple fiber structure presented in Figure 9.5. In codimension two, the generic fiber with dual graph $\tilde{G}_2^t$ degenerates to an incomplete affine Dynkin diagram of type $\tilde{D}_5$, whose dual graph is a Dynkin diagram of type $D_4$. The fiber degenerates further in codimension three to a fiber of type $1 - 2 - 3$, which can be understood as an incomplete fiber of type $\tilde{E}_6$. The $G^S_3$-model can be realized in various ways. The model is defined in equation (9.23), and has a fiber structure with an enhancement in codimension two from $\tilde{G}_2^t$ to an incomplete $\tilde{E}_6$. This can be understood as a specialization of $G^S_3$ in which the codimension two fiber $\tilde{D}_5$ does not appear and the fiber degenerates directly to an incomplete $\tilde{E}_6$. The fiber structure of the $G^S_3$-model defined in equation (9.24) is presented in Figure 9.6 and has two distinct fibers in codimension two, in contrast to the other $G^S_2$-model, which has only one type of specialization in codimension two.

The generic fiber structure of a Spin(7)-model is presented in Figure 9.7. The fiber structure depends on the valuations ($v_S(a_2) \geq 1$ and $v_S(a_6) \geq 4$) and the choice of a crepant resolution. The valuations can be organized into four different cases, and we have two possible choice of crepant resolutions. Thus, there are eight distinct types of fiber structures. Two resolutions related by a flop have distinct fibers in codimension two, three, or four, depending on the valuations. We organize this information by grouping the flops together. In one of the two possible resolutions, both the $C_2$ and $C_3$ components of the generic $\tilde{B}_3$ fiber degenerate, while in the flop, only $C_3$ degenerates.

The first case is in Figure 9.7, and corresponds to the lowest possible values for the valuations of
$a_2$ and $a_6$, namely $v_S(a_2) = 1$ and $v_S(a_6) = 4$. All the other cases are specialization of this case, obtained by skipping some of the intermediate steps in the degenerations as forced by the valuations.

The fiber structure in Figure 9.9 is for the case $(v_S(a_2) = 1, v_S(a_6) \geq 5)$, Figure 9.10 for the case $(v_S(a_2) = 2, v_S(a_6) = 4)$, and finally Figure 9.11 for the case $(v_S(a_2) \geq 2, v_S(a_6) \geq 5)$. Each of these Weierstrass models has two possible resolutions related by a flop, and each possible resolution has a different fiber in codimension two or three.

For the Spin(8)-models, the fiber structure is the split case of a fiber of type $I_8^*$ and is presented in Figures 9.12 and 9.13. The most generic case for the Spin(8)-models is when $\alpha = 0$. In such a model, the fiber structure degenerates into $\tilde{D}_5$ in codimension two, $\tilde{E}_6$ or an incomplete $\tilde{D}_6$ in codimension three, and an incomplete $\tilde{E}_7$ in codimension four. The fiber structure for $\alpha > 0$ is presented in Figure 9.13, in which the fiber structure skips $\tilde{D}_5$ and degenerates directly into either an incomplete $\tilde{D}_6$ in codimension two or an incomplete $\tilde{E}_7$ in codimension three. In contrast to Spin(7)-models, the fiber type does not depend on the choice of the crepant resolution. Even though different crepant resolutions are differentiated by the way the curves split, they give the same fiber types.
Figure 9.5: Geometric fiber degeneration of $\tilde{G}_2$-model with valuation $(2, 3, 6)$.

Figure 9.6: Geometric fiber degeneration for a $\tilde{G}_2/\mathbb{Z}_2$-model with valuation $(2, 3, 6)$ and special configuration for $f$ and $g$ such that $\Delta' = 4f^3 + 27g^2$ is a perfect square in the residue field $\kappa(\eta)$. We assume that the base $B$ is a surface to avoid $\mathbb{Q}$-factorial terminal singularities.
Figure 9.7: Geometric fiber degeneration of $\tilde{G}_2^\ell / \tilde{G}_2$ with valuation $(\geq 3, 3, 6)$. Incomplete $\tilde{E}_6$

Figure 9.8: Geometric fiber degeneration of a Spin($\pi$)-model with $v_S(a_2) = 1$ and $v_S(a_6) = 4$. When $v_S(a_2) > 1$, the degeneration graph contracts to the middle row. When there are multiple fibers, the one on the left corresponds to the monomial resolution and the one on the right to its flop.
\[ a_{4,2} = 0 \]

or

\[ a_{2,1} = 0 \]

\[ a_{4,2} = 0 \]

\[ a_{4,2}^2 - 4a_{4,2} = 0 \]

\[ a_{4,2} = 0 \]

---

Figure 9.9: Geometric fiber degeneration of a Spin(7)-model with \( v_S(a_2) = 1 \) and \( v_S(a_6) \geq 5 \).

---

Figure 9.10: Geometric fiber degeneration of a Spin(7)-model with \( v_S(a_2) \geq 2 \) and \( v_S(a_6) = 4 \).

---

Figure 9.11: Geometric fiber degeneration of a Spin(7)-model with \( v_S(a_2) \geq 2 \) and \( v_S(a_6) \geq 5 \).
Figure 9.12: Fiber degeneration of a Spin(8)-model with $\alpha = 0$.

$\tilde{D}_4$  $\tilde{D}_5$  $\tilde{E}_7$

Figure 9.13: Fiber degeneration of a Spin(8)-model with $\alpha > 0$. 
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9.2.6 Triple intersection numbers

Two crepant resolutions of the same Weierstrass model have the same Euler characteristic \([29]\). In this subsection, we compute a topological invariant that is dependent on the choice of the crepant resolution. Let \(D_0, D_1, \cdots, D_r\) be the fibral divisors of an elliptic fibration over a base \(B\) of dimension \(d\). By definition, they are the irreducible components of

\[ \varphi^* S = m_0D_0 + m_1D_1 + \cdots + m_rD_r, \]

where \(m_i\) is the multiplicity of \(D_i\) and \(D_0\) is the divisor touching the section of the elliptic fibration.

It is useful to introduce a polynomial ring \(A_*(Y)[\varphi_0, \cdots, \varphi_r]\) over the Chow ring \(A_*(Y)\) of \(Y\).

We define the polynomial \(\mathcal{F}\) in \(A_*(B)[\varphi_0, \cdots, \varphi_r]\) via a pushforward as

\[ \mathcal{F} := \varphi_*(D_0\varphi_0 + D_1\varphi_1 + \cdots + D_r\varphi_r)^3. \]

Hence, if \(M\) is an element of \(A_{d-3}(B)\), we have

\[ \int_Y (D_0\varphi_0 + D_1\varphi_1 + \cdots + D_r\varphi_r)^3 \cdot \varphi^* M = \int_B \varphi_* [(D_0\varphi_0 + D_1\varphi_1 + \cdots + D_r\varphi_r)^3] \cdot M = \int_B \mathcal{F} \cdot M. \]

Note that the factor of \(\varphi^* M\) is some number; for the case of a Calabi–Yau threefold, its contribution is simply one. The polynomial \(\mathcal{F}\) is called the triple intersection polynomial of the elliptic fibration. When the base is a surface, its coefficients are numbers.
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A Weierstrass model of a $G_2$-model has a unique crepant resolution and therefore a unique possible triple intersection polynomial. There are two distinct crepant resolutions $Y^\pm$ for the Weierstrass model corresponding to a Spin$(7)$-model. These two crepant resolutions also have different triple intersection polynomials $F^\pm_{\text{Spin}(7)}$. The Weierstrass model of a Spin$(8)$-model has six distinct crepant resolutions $Y^{(i,j)}$ with $\{i,j \neq i\} \subset \{2, 3, 4\}$, and we compute all six different polynomials $F^{(i,j)}_{\text{Spin}(7)}$.

**Theorem 9.2.4.** The triple intersection numbers of a $G_2$, Spin$(7)$, or Spin$(8)$-model defined by the sequence of blowups listed in Section 9.2.2 are

\[
F_{G_2} = -4S(S-L)\varphi_0^3 + 3S(S-2L)\varphi_0^2\varphi_1 + 3LS\varphi_0\varphi_1^2 \\
- 4S(S-L)\varphi_1^3 + 12S(S-3L)\varphi_1^2 + 9S(2S-3L)\varphi_1^2\varphi_2 - 27S(S-2L)\varphi_1\varphi_2^2,
\]  
\[(9.12)\]

\[
F^+_{\text{Spin}(7)} = -4S(S-L)\varphi_0^3 + 3S(S-2L)\varphi_0^2\varphi_2 + 3LS\varphi_0\varphi_2^2 \\
- 3S(S-2L)(\varphi_1^2 + 4\varphi_1\varphi_3 + 4\varphi_3^2)\varphi_2 - 3S(2S-3L)(\varphi_1 + 2\varphi_3)^2 \\
- 4S(S-L)\varphi_2^3 - 4LS\varphi_3^3 - 6LS\varphi_3^2 + 12S(S-2L)\varphi_3\varphi_3^2,
\]  
\[(9.13)\]

\[
F^-_{\text{Spin}(7)} = -4S(S-L)\varphi_0^3 + 3S(S-2L)\varphi_0^2\varphi_2 + 3LS\varphi_0\varphi_2^2 \\
- 3S(S-2L)(4\varphi_1^2 + 4\varphi_1\varphi_3 + 4\varphi_3^2)\varphi_2 + 3S(2S-3L)(\varphi_1 + 2\varphi_3)^2 \\
- 4S(S-L)\varphi_2^3 - 4S(S-4L)\varphi_3^3 + 12S(S-2L)\varphi_1\varphi_3^2,
\]  
\[(9.14)\]
\[ F_{\text{Spin}(8)}^{(i,j)} = -4S(S - L)\phi_0^i + 3S(S - 2L)\phi_0^i\phi_1 + 3LS\phi_0^i\phi_2^1 + 3S(2S - 3L)(\phi_2 + \phi_3 + \phi_4)\phi_2^1 - 3S(S - 2L)\left[(\phi_2 + \phi_3 + \phi_4)^2 - 4\phi_k^3\right]\phi_i \]

(9.15)

\[ -4S(S - L)(\phi_1^i + \phi_2^1) - 4LS\phi_0^i - 2S^2\phi_2^1 + 6S(S - 2L)(\phi_2^i\phi_3^j + \phi_3^i\phi_2^j + 6\phi_i^j\phi_3^2), \]

where \((i, j, k)\) is a permutation of \((1, 2, 3)\).

We see that \(F_{\text{Spin}(7)}^+\) are related via

\[ F_{\text{Spin}(7)}^- = \pi_{13}\phi_{\text{Spin}(7)}^+ + 4S(2L - S)\left(\phi_1^i - \phi_3^j\right)^3, \]

(9.16)

where \(\pi_{13}\) is the permutation \(\phi_1^i \leftrightarrow \phi_3^j\).

**Lemma 9.2.5.** If a G-model is a Calabi–Yau threefold, \(c_1 = L = -K\). Furthermore, denoting by \(g\) the genus of \(S\), the triple intersection numbers are

\[ F_{G_i} = -8(g - 1)\phi_o^3 + 3\phi_1\phi_o^2(4g - 4 - S^2) - 3\phi_1^2\phi_o(2g - 2 - S^2) \]

\[ -8(g - 1)\phi_1^3 + 24(3g - 3 - S^2)\phi_2^1 - 27(4g - 4 - S^2)\phi_1^2\phi_2 + 9(6g - 6 - S^2)\phi_1^3\phi_2^1 \]

(9.17)
\[ F^+_{\text{Spin}(7)} = -8(g - 1)\phi_1 + 3(4g - 4 - S^2)\phi_0^2 \phi_4 - 3(2g - 2 - S^2)\phi_0 \phi_2^2 \]
\[ - 3(4g - 4 - S^2)(4\phi_1^2 + 4\phi_1\phi_3 + \phi_2^2)\phi_2 + 3(6g - 6 - S^2)(\phi_1 + 2\phi_3)\phi_2^2 \]
\[ - 8(g - 1)\phi_2^3 + 4\phi_3(2g - S^2 - 2) + 8\phi_1^3(2g - S^2 - 2) + 12\phi_1\phi_3^2(4g - 4 - S^2) \]  
(9.18) 

\[ F^-_{\text{Spin}(7)} = -8(g - 1)\phi_0^3 + 3(4g - 4 - S^2)\phi_0^2 \phi_4 - 3(2g - 2 - S^2)\phi_0 \phi_2^2 \]
\[ - 3(4g - 4 - S^2)(4\phi_1^2 + 4\phi_1\phi_3 + \phi_2^2)\phi_2 + 3(6g - 6 - S^2)(\phi_1 + 2\phi_3)\phi_2^2 \]
\[ - 8(g - 1)\phi_2^3 - 8(g - 1)\phi_3^3 + 4S(4L)\phi_1^4 + 12(4g - 4 - S^2)\phi_1\phi_3^2 \]  
(9.19) 

\[ F^{(i,j)}_{\text{Spin}(8)} = -8(g - 1)\phi_0^3 + 3(4g - 4 - S^2)\phi_0^2 \phi_4 - 3(2g - 2 - S^2)\phi_0 \phi_2^2 \]
\[ + 3(6g - 4 - S^2)(\phi_1 + \phi_3 + \phi_4)\phi_i^2 - 3(4g - 4 - S^2)[(\phi_2 + \phi_3 + \phi_4)^2 - 4\phi_k^2] \phi_i \]
\[ - 8(g - 1)(\phi_1^3 + \phi_3^3) + 4(2g - 2 - S^2) \phi_i^1 - 2S^2 \phi_j + 6(4g - 4 - S^2)(\phi_j \phi_k + \phi_i \phi_j + 6\phi_i \phi_k), \]  
(9.20) 

where \((i, j, k)\) is a permutation of \((1, 2, 3)\).

Lemma 9.2.5 is a direct specialization of Theorem 9.2.4. Theorem 9.2.4 is proven using Theorems 9.0.1 and 9.0.4 (see [114] for examples of such computations).

Lemma 9.2.5 is a specialization to the case of Calabi–Yau threefolds and will play an important role in Section 9.6.1. For each model and each irreducible representation \( R_i \) induced by its fiber degeneration, we compute the number of hypermultiplets transforming in the representation \( R_i \).
The results are given by Proposition 9.6.1 by comparing the triple intersection numbers given in Lemma 9.2.5 with the one-loop prepotential computed in Section 9.6.1:

\[
\begin{align*}
G_2 &: \quad n_7 = -10(g - 1) + 3S^2, \quad n_{14} = g, \\
\text{Spin}(7) &: \quad n_7 = S^2 - 3(g - 1), \quad n_8 = 2S^2 - 8(g - 1), \quad n_{21} = g, \\
\text{Spin}(8) &: \quad n_{8s} = n_{8t} = n_{8c} = S^2 - 4(g - 1), \quad n_{28} = g,
\end{align*}
\]

(9.21)

where \( g \) is the genus of \( S \).

9.2.7 Euler characteristics and Hodge numbers

The results of this subsection are proven in [114] and used in Section 9.6 to check the cancellation of anomalies in the six-dimensional supersymmetric theory.

**Theorem 9.2.6** (Euler characteristics). Smooth elliptic fibrations \( Y \to B \) defined as crepant resolutions of the Weierstrass models given in Section 9.2.2 have the following Euler characteristics:

\[
\begin{align*}
G_2 &: \quad \chi(Y) = 12 \int_B \frac{L + 2SL - S^2}{(1 + S)(1 + 6L - 3S)} \, c(TB) \\
\text{Spin}(7) &: \quad \chi(Y) = 4 \int_B \frac{3L + (12L^2 + LS - 5S^2) + 5(3L - 2S)(2L - S)S}{(1 + S)(-1 - 6L + 4S)(-1 - 4L + 2S)} \, c(TB) \\
\text{Spin}(8) &: \quad \chi(Y) = 12 \int_B \frac{L + 3SL - 2S^2}{(1 + S)(1 + 6L - 4S)} \, c(TB),
\end{align*}
\]

where \( L = c_1(\mathcal{L}) \), \( S \) is the class of the divisor \( S \), \( c(TB) \) is the total Chern class of the tangent bundle of the base of the Weierstrass model, and \( \int_B A = \int A \cap B \) is the degree in the Chow ring of the base \( B \).
We determine the Euler characteristic for a $d$-dimensional base $B$ via the coefficient of $t^d$, after substituting

\[
\begin{align*}
    L & \rightarrow tL \\
    S & \rightarrow tS \\
    c(TB) & \rightarrow c_t(TB) = 1 + c_1 t + c_2 t^2 + \cdots + c_d t^d, \quad c_t = c_t(TB).
\end{align*}
\]

We give the results for threefolds and fourfolds below.

**Lemma 9.2.7.** If the base is a surface, $Y$ is a threefold, and the Euler characteristic for each model is

\[
\begin{array}{|c|c|}
\hline
\text{Group} & \text{Euler Characteristic} \\
\hline
G_2 & 12(c_1 L - 6L^2 + 4LS - S^2) \\
\hline
\text{Spin}(7) & 4(3c_1 L - 18L^2 + 16LS - 5S^2) \\
\hline
\text{Spin}(8) & 12(c_1 L - 6L^2 + 6LS - 2S^2) \\
\hline
\end{array}
\]

We specialize to the Calabi–Yau case by requiring $L = -K_B$. In the case of a Calabi–Yau threefold, we have the following result.

**Lemma 9.2.8.** For Calabi–Yau threefolds, let $S$ be the divisor over which we have the fiber $I_0$. If $g$ denotes the genus of $S$ and $K$ denotes the canonical class of the base, then the Euler characteristic for each
model is

<table>
<thead>
<tr>
<th></th>
<th>$b^{1,1}$</th>
<th>$b^{1,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_2$</td>
<td>$13 - K^2$</td>
<td>$13 + 29K^2 - 18S^2 + 48(g - 1)$</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>$14 - K^2$</td>
<td>$14 + 29K^2 - 22S^2 + 64(g - 1)$</td>
</tr>
<tr>
<td>Spin(8)</td>
<td>$15 - K^2$</td>
<td>$15 + 29K^2 - 24S^2 + 72(g - 1)$</td>
</tr>
</tbody>
</table>

**Theorem 9.2.9.** For Calabi–Yau threefolds, let $S$ be the divisor over which we have the fiber $I^*_o$. If $g$ denotes the genus of $S$ and $K$ denotes the canonical class of the base, then the Hodge numbers $b^{1,1}$ and $b^{1,2}$ for each model are

<table>
<thead>
<tr>
<th></th>
<th>$b^{1,1}$</th>
<th>$b^{1,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_2$</td>
<td>$-60K^2 + 96(1 - g) + 36S^2$</td>
<td></td>
</tr>
<tr>
<td>Spin(7)</td>
<td>$-60K^2 + 128(1 - g) + 44S^2$</td>
<td></td>
</tr>
<tr>
<td>Spin(8)</td>
<td>$-60K^2 + 144(1 - g) + 48S^2$</td>
<td></td>
</tr>
</tbody>
</table>

**Lemma 9.2.10.** If $Y$ is a fourfold, then the Euler characteristic for each model is

<table>
<thead>
<tr>
<th></th>
<th>$12(-6c_1L^2 + 4c_1LS - 6c_2S^2 + c_2L + 36L^3 - 42L^2S + 17LS^2 - 2S^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spin(7)</td>
<td>$4(-18c_1L^2 + 16c_1LS - 5c_2S^2 + 3c_2L + 108L^3 - 166L^2S + 89LS^2 - 15S^3)$</td>
</tr>
<tr>
<td>Spin(8)</td>
<td>$12(-6c_1L^2 + 6c_1LS - 2c_2S^2 + c_2L + 36L^3 - 60L^2S + 34LS^2 - 6S^3)$</td>
</tr>
</tbody>
</table>

**Lemma 9.2.11.** If the base is a threefold and $Y$ is a Calabi–Yau fourfold, the Euler characteristic for
each model is

<table>
<thead>
<tr>
<th>Model</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_2$</td>
<td>$-12 (\epsilon_2 K + 30K^3 + 38K^2S + 16KS^2 + 2S^3)$</td>
</tr>
<tr>
<td>Spin(7)</td>
<td>$-12 (\epsilon_2 K + 30K^3 + 50K^2S + 28KS^2 + 5S^3)$</td>
</tr>
<tr>
<td>Spin(8)</td>
<td>$-12 (\epsilon_2 K + 30K^3 + 54K^2S + 32KS^2 + 6S^3)$</td>
</tr>
</tbody>
</table>

### 9.3 $G_2$-models

A $G_2$-model is a Weierstrass model with a geometric fiber of type $I_0^*$ over the generic point of a divisor $S$ of the base such that the auxiliary polynomial $P(T)$ is $\kappa$-irreducible. We distinguish two types of $G_2$-models, depending on the Galois group $\text{Gal}(\kappa'/\kappa)$. If the discriminant $\Delta(P)$ of the associated cubic polynomial $P(T)$ is a perfect square modulo $s$, then the Galois group is $\mathbb{Z}/3\mathbb{Z}$, and we call such a model a $G_2^{\mathbb{Z}/3\mathbb{Z}}$-model. Otherwise the Galois group is the symmetric group $S_3$, and the model is called a $G_2^{S_3}$-model. Geometrically, these two types have different fiber structures from codimension-two.

**Theorem 9.3.1** (Canonical form for $G_2$-models). A $G_2^{S_3}$-model can always be written in the following canonical form

$$G_2^{S_3} : \ y^2z = x^3 + s^2fxz^2 + s^3gz^3, \quad v(f) \geq 0, \quad v(g) = 0.$$

The polynomial $P(T) = T^3 + fT + g$ is an irreducible cubic in $\kappa[T]$ and $\Delta(P) = 4f^3 + 27g^2$ is its discriminant. If $\Delta(P)$ is not a perfect square in $\kappa$, the Galois group $\text{Gal}(\kappa'/\kappa)$ is $S_3$. Otherwise, it is
The j-invariant is \( j = \frac{1728}{4f^3 + 27g^2} \), which varies over \( S \).

**Proof.** Directly follows from Step 6 of Tate’s algorithm and Lemma 9.1.1. \( \square \)

The generic case of a fiber of type \( I_0^* \) is when the Galois group \( \text{Gal}(k'/k) \) is the symmetric group \( S_3 \) and requires \( v(f) = 0 \), i.e.

\[
G_{2}^{\mathbb{Z}/3\mathbb{Z}} \quad y^2 z = x^3 + \sigma^3 f^3 x^2 z + \Delta g z^3, \quad v(f) = v(g) = 0. \tag{9.22}
\]

If we increase the valuation of \( f \), the Galois group is automatically \( \mathbb{Z}/3\mathbb{Z} \) since \( \Delta(P) \) will be a perfect square modulo \( s \). Note that \( g \) cannot be a perfect cube modulo \( s \) because otherwise, \( P(T) = T^3 + g \) will have three \( k \)-roots and the model would be a \( \text{Spin}(8) \)-model instead of a \( G_2 \)-model. Hence, we have in this case

\[
G_{2}^{\mathbb{Z}/3\mathbb{Z}} \quad y^2 z = x^3 + \sigma^3 f^3 x^2 z + \Delta g z^3, \quad \alpha \geq 0, \quad v(f) = v(g) = 0, \quad g \text{ is not a cube modulo } s. \tag{9.23}
\]

In Section 9.3.2, we prove that this \( G_{2}^{\mathbb{Z}/3\mathbb{Z}} \)-model is compatible with a crepant resolution after some mild assumptions. Moreover, we allow \( \Delta(P) \) to be a perfect square modulo \( s \) using more complicated coefficients. For example, a Weierstrass model inspired by well-known examples in number theory is

\[
G_{2}^{\mathbb{Z}/3\mathbb{Z}} \quad y^2 z = x^3 + \sigma(-3ar + sq)xz^2 + \sigma^3 (a^2 r + ar^2 + st)z^3. \tag{9.24}
\]

This model suffers from \( \mathbb{Q} \)-factorial terminal singularities obstructing the existence of a crepant
resolution if the base is of dimension three or higher. When the base is a surface, this model does have a crepant resolution, and its fiber structure (see Figure 9.6) is much richer than that of equation (9.23) (see Figure 9.7). The fiber structure of the crepant resolution of a $G_2^{\frac{5}{2}}$-model described by equation (9.22) is presented in Figure 9.5.

Finally, we point out that all the different $G_2$-models discussed have (at best) a unique crepant resolution. In other words, a smooth $G_2$-model does not have flops. This can be explained numerically by studying the vertical curves produced by the codimension-two degenerations. They have intersection numbers with the fibral divisors corresponding to weights of the representation $7$ of $g_2$; thus, the corresponding hyperplane arrangement $I(g_2, 7)$ has only one chamber.

**Theorem 9.3.2** (Crepant resolutions for $G_2$). *Assuming that $V(s)$ and $V(g)$ intersect transversally, the sequence of blowups that define a crepant resolution of the Weierstrass model $E_0$: $y^2 - (x^3 + s^2 f x + s^3 g) = 0$ is given to be*

$$X_0 \xleftarrow{(x,y,z|e_1)} X_1 \xleftarrow{(y,e_1|e_2)} X_2.$$

*The proper transform of the Weierstrass model is the vanishing locus of*

$$F = e_2 y^2 - e_1 (x^3 + s^{2+\alpha} e_1^\alpha f x + s^3 g), \quad \alpha \geq 0.$$

*The relative projective coordinates are* $[e_2 x : e_2 y : z = 1][x : e_2 y : z][y : e_1]$.

\(^1\)Without loss of generality, we are in the patch of $z = 1$ for simplicity. This is ok since the section $(z = x = 0)$ is always smooth.
Proof. We check smoothness in charts. By our assumptions, \((x, y, s, g)\) forms a regular sequence and can be extended to a local set of coordinates. This will allow us to take derivatives with respect to \(s\) and \(g\). The first blowup is done in three charts.

1. \((x, y, s) \to (xy, y, ys)\) The defining equation is

   \[
   F_{(1)} = 1 - y(x^3 + s^{2+\alpha}fx + sg).
   \]

   There are no singularities left in this chart since \(F\) and \(\partial_y F\) cannot both vanish at the same time. The center of the second blowup is not visible in this chart since \(y \neq 0\).

2. \((x, y, s) \to (x, xy, xs)\)

   \[
   F_{(2)} = y^2 - x(1 + s^{2+\alpha}f + sg).
   \]

   There is a singularity at \((y, x, 1 + s^{2+\alpha}f + sg)\). The exceptional divisor is \(V(x)\). Hence, in this chart, the second blowup has center \((x, y)\) and requires two charts.

   (a) \((x, y) \to (x, yx)\)

   \[
   F_{(2,1)} = xy^2 - (1 + s^{2+\alpha}f + sg).
   \]

   \(V(F_{(2,1)})\) is smooth in this chart since \(\partial_x F_{(2,1)}\), \(\partial_y F_{(2,1)}\) (or \(\partial_g F_{(2,1)}\)), and \(F_{(2,1)}\) cannot all vanish at the same time.

   (b) \((x, y) \to (xy, x)\)

   \[
   F_{(2,2)} = y - x(1 + s^{2+\alpha}f + sg).
   \]
$V(F_{(2,2)})$ is smooth since $\partial_y F_{(2,2)}$ is a unit.

3. $(x, y, s) \rightarrow (sx, sy, s)$

$$F_{(3)} = y^2 - s(x^3 + s^\alpha fx + g).$$

We have double point singularities at $(y, s, x^3 + fx + g)$. The exceptional divisor is $V(s)$; hence, the second blowup has center $(y, s)$, which requires two charts.

(a) $(y, s) \rightarrow (y, ys)$

$$F_{(3,1)} = y - s(x^3 + s^\alpha fx + g).$$

This is smooth, as can be demonstrated by taking the derivative with respect to $y$.

(b) $(y, s) \rightarrow (ys, s)$

$$F_{(3,2)} = sy^2 - (x^3 + s^\alpha fx + g).$$

Since $\partial_y F_{(3,2)}$ is a unit, there are no singularities.

\[\square\]

9.3.1 $G_{2}^{S}$-MODEL

We recall from Theorem 9.3.2 that, after the blowup, the elliptic fibration is cut out by

$$F = c_2y^2 - c_4(x^3 + s^{2+\alpha} c_0^2 c_0^\alpha fx + s^3g), \quad \alpha \geq 0.$$
The relative projective coordinates are \([e_1e_2x : e_1e_2y : z][x : e_2y : s][y : e_1]\). The irreducible components of the generic fiber over \(S\) are \(C_0, C_1,\) and \(C_2\). The curve \(C_a\) is also the generic fiber of the fibral divisor \(D_a\) \((a = 0, 1, 2)\), which are given by

\[
D_0 : \quad s = e_2y^2z - e_1x^3 = 0, \\
D_1 : \quad e_1 = e_2 = 0, \\
D_2 : \quad e_2 = x^3 + s^3f_3z^2 + s^3g_2 = 0.
\]

In the Chow ring \(A(Y)\), the divisors \(D_a\) are of classes\(^6\)

\[
[D_0] = [S] - [E_1], \quad [D_1] = [E_1] - [E_2], \quad [D_2] = 2[E_2] - [E_1].
\]

The curve \(C_0\) is the only one that touches the section of the Weierstrass model. The curves \(C_0\) and \(C_1\) are smooth geometrically irreducible rational curves. Hence, the divisors \(D_0\) and \(D_1\) are \(\mathbb{P}^1\)-bundles over \(S\):

\[
D_0 = \mathbb{P}_S[\mathcal{L} \oplus \mathcal{O}_S], \quad D_1 = \mathbb{P}_S[\mathcal{L} \otimes^2 \oplus \mathcal{I}].
\]

The curve \(C_2\) splits into three geometrically irreducible rational curves in the splitting field of the polynomial \(P(T)\). The divisor \(D_2\) is a triple cover of the \(\mathbb{P}^1\)-bundle \(\mathbb{P}_S[\mathcal{L} \otimes^3 \oplus \mathcal{I} \otimes^2]\) ramified over \(V(s, q^3 + 2g^2)\). Over the generic point of \(V(s, q^3 + 2g^2)\), the curve \(C_2\) factorizes into a line and a double line. The full geometric generic fiber over \(V(s, q^3 + 2g^2)\) is an incomplete \(\tilde{D}_a\), while the full

---

\(^6\) The fibral divisor \(D_1\) is the Cartier divisor \(V(e_1)\) while the Cartier divisor \(V(e_2)\) is \(D_1 + D_2\). Hence to the class of \(D_2\) is \([V(e_2) - V(e_1)] = E_2 - (E_1 - E_2)\).
generic fiber over $V(s, 4f^3 + 2g^2)$ is an incomplete $\tilde{B}_4$ if the dimension of the base is three or higher.

Over the generic point of $V(s, f, g)$, $C_2$ degenerates further into a triple line $3C'_2$, where

$$C'_2 : e_2 = x = f = g = 0.$$ 

It follows that the full fiber structure is an incomplete $\tilde{E}_6$, formed by three rational curves of multiplicity 1, 2, and 3, namely $C_0 + 2C_1 + 3C'_2$. The proper morphism $f : D_2 \to S$ has a Stein factorization

$$f : D_2 \xrightarrow{f} S' \xrightarrow{\pi} S,$$

where $\pi : S' \to S$ is a finite map, as well as a triple cover of $S$ with ramification divisor $4f^3 + 27g^2$.

The proper morphism $f' : D_2 \to S'$ has connected fibers, and endows $D_2$ with the structure of a $\mathbb{P}^1$-bundle over $S'$ such that

$$D_2 \cong \mathbb{P}_S[\pi^*(\mathcal{L}^\otimes 3 \oplus \mathcal{I}^\otimes 2)] \to S'.$$

The node $C'_2$ has the quasi-minuscule weight $[1, -2]$ whose Weyl orbit corresponds to the non-zero weights of the fundamental representation $\gamma$ of $G_2$. It follows that the representation associated with the $G_2$-model is the direct sum of the adjoint representation (which is always present) and the fundamental representation $\gamma$. 
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9.3.2 $G_2^{\mathbb{Z}/3\mathbb{Z}}$-MODEL

A $G_2$-model over $S = V(s)$ with Galois group $\mathbb{Z}/3\mathbb{Z}$ is given by the Weierstrass model

$$E_0 : y^2z = x^3 + s^3fx + s^3g,$$

where $g$ is not a perfect square modulo $s$. This $G_2^{\mathbb{Z}/3\mathbb{Z}}$ is a specialization of $G_2^{\mathbb{S}}$, obtained by increasing the valuation of $c_4$. The $G_2^{\mathbb{Z}/3\mathbb{Z}}$-model distinguishes itself by the behavior of its $j$-invariant over $S$ and its fiber degeneration.

Lemma 9.3.3. The value of the $j$-invariant for the generic fiber over $S$ is 0.

Proof. An elliptic fibration $y^3z = x^3 + Fxz^2 + Gz^3$ has a $j$-invariant $j = 1728 \frac{4F^3}{(4F^3 + 27G^2)}$. In this case, since $v_S(F) > v_S(G^2), f = 0$ over the generic point of $S$. $\square$

The crepant resolution of this elliptic fibration follows the same blowup as in the general case.

But the proper transform is now

$$Y : e_2y^2 = e_1(x^3 + e_2^{1+a}e_1^{1+a}x + s^3g).$$

In $X_2$, the projective coordinates are

$$[e_1e_2x : e_1e_2^2y : z = 1][x : e_2y : s][y : e_1].$$
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The divisor $D_2$ is now simply

$$D_2 : e_2 = x^3 + sg = 0.$$ 

The divisor $D_2$ is still a triple cover of the $\mathbb{P}^1$-bundle $\mathbb{P}_S[\mathcal{L}^{\otimes 3} \oplus \mathcal{S}^{\otimes 2}]$, except now branched at $V(s, g)$. The node $C_2$ splits into three irreducible components in the splitting field of the polynomial $T^9 - g$. Hence, the Galois group of the splitting field is $\mathbb{Z}/3\mathbb{Z}$.

The arithmetic degeneration only exits to a $D_4$, while the geometric degeneration to an incomplete $\tilde{E}_6$ over $V(s, g)$. The node $C'_2$ has the quasi-minuscule weight $\begin{pmatrix} 2 \\ -1 \end{pmatrix}$, whose Weyl orbit corresponds to the non-zero weights of the fundamental representation $\tau$ of $G_2$. Thus, the representation $\tau$ is quasi-minuscule.

If the base is of dimension three or higher, there is an arithmetic degeneration

$$\tilde{G}_2 \longrightarrow \tilde{D}_4,$$

as the $\tilde{G}_2$ becomes a fiber $\tilde{D}_4$ over the loci where the polynomial $x^3 + sg$ splits completely. An example of such a loci is over the intersection of $s$ with the locus

$$V(\xi^3 + g + sr),$$

where $\xi$ is a section of the line bundle $\mathcal{L}^2 \otimes \mathcal{I}^{-1}$.

**Example 9.3.4.** If $B = \mathbb{P}^3$, $\mathcal{L} = \mathcal{O}_{\mathbb{P}^3}(4)$, and $\mathcal{I} = \mathcal{O}_{\mathbb{P}^3}(2)$, then $g$ is a section of $\mathcal{O}(18)$ and $\xi$ is a section of $\mathcal{O}(6)$. Such a curve depends on twenty parameters, and one can easily write a family of
them passing through any arbitrary point of $S$.

The same weight $2 - 1$ of the representation $7$ appears for the arithmetic degeneration, i.e.

\[ \left( \tilde{G}_2 \longrightarrow \tilde{D}_4 \right) \implies \text{weight } 2 - 1 \text{ of the representation } 7. \]

We remark that this is one third of the weight corresponding to a generic fiber of $D_1$.

### 9.3.3 $G_2^{\mathbb{Z}/3\mathbb{Z}}$ and Terminal Singularities

The $G_2^{\mathbb{Z}/3\mathbb{Z}}$-model we have considered in the previous section has a crepant resolution for a base of arbitrary dimension. It was uniquely defined by the valuation of the Weierstrass coefficients $(v_S(c_4) \geq 3, v_S(c_6) = 3)$. In this section, we explore an example of a $G_2^{\mathbb{Z}/3\mathbb{Z}}$-model that has the same valuations as the $G_2^{S_2}(v_S(c_4) = 2, v_S(c_6) = 3)$ model. The Galois group $\mathbb{Z}/3\mathbb{Z}$ is enforced by requiring that the discriminant $\Delta(P)$ is a perfect square in the residue field $\kappa(\eta)$. However, we will encounter non-trivial $\mathbb{Q}$-factorial terminal singularities when the base is of dimension three or higher.

Consider the Weierstrass model given by

\[ E_0 : \quad y^2z = x^3 + s^3(-3ar + sq)xz^2 + s^3(a^2r + ar^2 + st)z^3. \]  

\[ (9.27) \]

7This model is inspired by the family of cubics $F = x^3 - bx + bc$, which has Galois group $\mathbb{Z}/3\mathbb{Z}$ when $4b - 27c^2$ is a perfect square as it ensures that its discriminant $\Delta(F) = b^2(4b - 27c^2)$ is a perfect square. A famous example of this type is the family of cubics $F_m = x^3 + mx^2 + (m-3)x + 1$ introduced by Shank in the definition of the simplest cubic fields [280]; after completing the cube in $x$, $F_m$ takes the form $F = x^3 - bx + bc$ with $b = (m^2 + 3m + 9)/3$ and $c = (2m + 3)/9$. 
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The auxiliary polynomial $P(T)$ and its discriminant $\Delta(P)$ are given by

$$P(T) = T^3 - 3arT + ar(a + r), \quad \text{with} \quad \Delta(P) = 27a^2r^2(a - r)^2.$$ 

Note that $P(T)$ is irreducible and $\Delta(P)$ is a perfect square. Hence, the splitting field of $P(T)$ has Galois group $\mathbb{Z}/3\mathbb{Z}$, which means we have a $\mathbb{G}_m/\mathbb{Z}_3$-model.

Using the same sequence of blowups as in section 9.2.2, we have

$$E_2 : \quad e_2y^2z = e_1(x^3 + r^2(-3ar + sec_eq)xz^2 + s^2(a^2r + ar^2 + sec_etz)^2).$$

The irreducible components of the generic fiber over $S$ are

- $D_0 : \quad s = e_2y^2z - e_1x^3 = 0$,
- $D_1 : \quad e_1 = e_2 = 0$,
- $D_2 : \quad \frac{e_2}{e_1} = x^3 - 3ar^2xz^2 + s^2ar(a + r)z^3 = 0$.

The curve $C_2$ (i.e. the generic fiber of $D_2$) is irreducible over $\kappa$. The degeneration of the fibers are characterized by the irreducible components of $\Delta(P) = 27a^2r^2(a - r)^2$. Along $ar = 0$, $P(T)$ specializes to a perfect cube $P(T) = T^3$. This means all three geometric components of $C_2$ coincide, yielding the fiber of type $1 - 2 - 3$, which is an incomplete $\overline{E}_6$. Along $a - r = 0$, $P(T) = (T - a)^2(T + 2a)$. This means two of the three geometric components of $C_2$ coincide, giving an incomplete fiber of type $\overline{D}_5$. Finally, along $a + r = 0$, $P(T) = T(T^2 + 3a^2)$. This means $P(T)$ factorizes into a linear
term and an irreducible quadratic term, giving a fiber of type $I^{ss}_0(\tilde{B}_3)$. We have three codimension two loci over which the fiber $C_2$ splits into a double curve and a curve. These are geometric degenerations to an incomplete $\tilde{E}_6$ along $V(s, a), V(s, r),$ and $V(s, a + r)$. If the base is of dimension three or higher, the loci $V(s, a), V(s, r),$ and $V(s, a + r)$ intersect on a codimension three loci at $V(s, a, r)$. Over $V(s, a + r)$, the generic fiber is of type $1 - 2 - 3$. If the base $B$ is a surface, $\mathcal{E}_2 \to \mathcal{E}_0$ is a crepant resolution. If the base has dimension three or higher, we can rewrite the equation as

$$\mathcal{E}_2 : \quad e_2(y^2 - s^4e_1^2e_2^2)x = e_1\left(x^3 + s^3(-3ar + se_1e_2q)xz^2 + s^3ar(a + r)x^3\right),$$

where the singularity is in the patch $e_5s \neq 0$. Analytically, this is a binomial hypersurface of type $V(u_1u_2u_3 - w_1w_2w_3)$.

There are terminal singularities along the codimension four loci $(x, y^2 - e_2^4x^2, e_2, a, r)$. By the Grothendick-Samuel’s theorem, $\mathcal{E}_2$ does not have a crepant resolution if the base is of dimension three or higher. This is because $\mathcal{E}_2$ is locally a complete intersection nonsingular up to codimension three with terminal singularities in codimension four.

### 9.4 Spin(7)-models

We recall that a fiber is of type $I^{ss}_0$ if its dual graph is the Dynkin diagram of type $\tilde{B}_3$ and its geometric fiber is the Kodaira fiber of type $I^*_0$ (with dual graph $\tilde{D}_4$). Tate’s algorithm is performed with respect to the valuation ring associated to a smooth divisor $S = V(s)$ with generic point $\eta$ and residue field $\kappa$. The fiber over $\eta$ is of Kodaira type $I^*_0$ and the auxiliary polynomial of Step 6 is
\[
P(T) = T^3 + a_{2,1} T^2 + a_{4,2} T + a_{6,3}.
\]
The arithmetic fiber is of type \(I_0^{ss}\) when the splitting field of \(P(T)\) defines a quadratic field extension \(\kappa'\) of the residue field \(\kappa\). This means that \(P(T)\) has a unique \(\kappa\)-rational solution and that the Galois group \(\text{Gal}(\kappa'/\kappa)\) is the cyclic group \(\mathbb{Z}/2\mathbb{Z}\).

We give convenient canonical forms for Spin(7)-models in Theorem 9.4.1. All the canonical forms we deal with have the \(\kappa\)-rational point of \(P(T)\) at the origin \(T = 0\). We distinguish between two cases by the value of the \(j\)-invariant at the generic point \(\eta\) in \(S\).

**Theorem 9.4.1** (Canonical forms for Spin(7)-models).

- A Spin(7)-model such that \(j(\eta) \neq 0, 1728\) always has a canonical form that can be written as

\[
\text{Spin}(7) \quad \mathcal{E}_0 = V(z y^2 - x^3 - s^2 a_{4,2} x^2 z - s^4 + \beta a_{6,4} + \beta z^2), \quad j \neq 0, 1728, \quad \beta \in \mathbb{Z}_{\geq 0},
\]

where \(a_{2,1}\) is not zero modulo \(s\) and \(a_{2,1}^2 - 4 a_{4,2}\) is not a perfect square modulo \(s\).

- A Spin(7)-model with \(j(\eta) = 1728\) can always be written in such a way that \(v_S(a_1) \geq 1, v_S(a_2) \geq 2, v_S(a_3) = 2, v_S(a_4) = 2,\) and \(v_S(a_6) \geq 4\). Thus, it can be put in the canonical form

\[
\text{Spin}(7) \quad \mathcal{E}_0 = V(z y^2 - x^3 - s^2 a_{4,2} x^2 z - s^4 + \beta a_{6,4} + \beta z^2), \quad j = 1728, \quad \beta \in \mathbb{Z}_{\geq 0},
\]
with

\[ P(T) = T(T^2 + a_{4,2}), \quad \Delta(P) = -4a_{4,2}^3, \]

where \( a_{4,2} \) is not a perfect square modulo \( s \).

Proof. Without loss of generality, we can solve the arithmetic condition requiring \( P(T) \) to have a \( k \)-rational point, by requiring \( v_S(a_6) \geq 4 \). This is essentially the same as performing a translation that puts the unique \( k(\eta) \)-rational root of \( P(T) \) at \( T = 0 \). We then have to restrict the valuation of \( a_4 \) to be exactly two; otherwise, \( v(a_4) \geq 3 \), the discriminant of \( P(T) \) will be zero in \( k(\eta) \), and \( P(T) \) will have a double root.

The discriminant \( \Delta(P) \) depends only on \( a_{4,2} \) and \( a_{2,1} \). Since the valuation of \( a_4 \) is fixed, it is interesting to explore how the geometry depends on the valuation of \( a_2 \). The valuation of \( a_2 \) characterizes two distinct types of Spin(7)-models as the \( j \)-invariant and the residual discriminant \( \Delta(P) \) have different behavior when \( v_S(a_2) = 1 \) or \( v_S(a_2) \geq 2 \). The \( j \)-invariant takes the generic value \( j = 1728 \) over the generic point of \( S \) when \( v_S(a_2) \geq 2 \) and varies over \( S \). Moreover, the residual discriminant \( \Delta(P) \) is composed of two distinct components when \( v_S(a_2) = 1 \), and the two components coincide when \( v_S(a_2) \geq 2 \). To avoid a trivial Galois group, we assume that the discriminant of the quadratic part of \( P(T) \) is not a perfect square. When \( v_S(a_2) \geq 2 \), we can also complete the cube in \( x, \) and take the canonical form to be in a short Weierstrass form without changing the conditions \( v_S(a_4) = 2 \) and \( v_S(a_6) \geq 4 \).
9.4.1 First crepant resolution of the general Spin(7)

We first consider a resolution of the Spin(7)-model obtained by blowing up reduced monomial ideals. In the following section, we consider a flop of that resolution. We assume the Theorem 9.4.1 hold.

Theorem 9.4.2. Let $E_0 \to B$ be a Spin(7)-model given in Theorem 9.4.1. Let $Y^+$ be the proper transform of $E_0$, after the following sequence of blowups starting with the ambient space $X_0 = \mathbb{P}_B[L^2 \oplus L^3 \oplus O_B]$: 

$$
X_0 \leftarrow [x_1 | y_1 | s_1 | e_1] \rightarrow X_1 \leftarrow [x_2 | y_2 | e_2] \rightarrow X_2 \leftarrow [x_3 | e_3] \rightarrow X_3^+.
$$

If $V(a_{4,2})$ and $V(a_{6,4})$ are smooth hypersurfaces in $B$ that meet $S = V(s)$ transversally, then $Y^+ \to E_0$ is either a crepant resolution or a crepant partial resolution with terminal $\mathbb{Q}$-factorial singularities, as indicated in the table below.

<table>
<thead>
<tr>
<th>$\dim B$</th>
<th>$v_5(a_6) = 4$</th>
<th>$v_5(a_6) = 5$</th>
<th>$v_5(a_6) \geq 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dim B = 2$</td>
<td>Crepant resolution</td>
<td>Crepant resolution</td>
<td>Term. $\mathbb{Q}$-factor. Sing.</td>
</tr>
<tr>
<td>$\dim B \geq 3$</td>
<td>Crepant resolution</td>
<td>Term. $\mathbb{Q}$-factor. Sing.</td>
<td>Term. $\mathbb{Q}$-factor. Sing.</td>
</tr>
</tbody>
</table>

Proof of the theorem. Assume that $V(s)$ and $V(a_{4,2})$ are smooth varieties intersecting transversally.

For notational simplicity, we take $b = a_{4,2}$ and $c = a_{6,4} \delta$. When $\alpha = 0$, we take $a = a_{2,1}$; however, if $\alpha > 0$, we complete the cube in $x$ such that $a_2 = 0$. To examine singularities, it is enough to work in the patch $z = 1$ since the section $(z = x = 0)$ is always smooth. To check smoothness, we work in...
local patches. The defining equation is

\[ F = y^2 - (x^3 + ax^2 + bs^2x + cs^4 + \beta), \quad \beta \geq 0, \]

where \( a = 0 \) if \( v(a^2) \geq 2 \). The variable \( b \) cannot be identically zero for \( \text{Spin}(7) \), as otherwise, the polynomial \( P(T) \) will have a double root modulo \( s \). The first blowup is centered at \((x, y, s)\) and requires the following three charts:

1. \((x, y, s) \rightarrow (xy, y, sy)\)

\[ F_{(1)} = 1 - y(x^3 + ax^2 + bs^2x + cs^4 + \beta). \]

\( V(F_{(1)}) \) is smooth as there is no solution for \( F_{(1)} = \partial_y F_{(1)} = \partial_x F_{(1)} = \partial_s F_{(1)} = 0. \)

2. \((x, y, s) \rightarrow (x, yx, sx)\)

\[ F_{(2)} = y^2 - x(1 + as + bs^2 + cs^4 + \betax^{d+\beta}). \]

\( V(F_{(2)}) \) has a double point singularity at \((y, x, 1 + as + bs^2)\). The second blowup is centered at \((x, y)\) and is implemented in two charts.

(a) \((x, y) \rightarrow (x, yx)\)

\[ F_{(2,1)} = xy^2 - (1 + as + bs^2 + cs^4 + \betax^{d+\beta}). \]
\( V(F_{(2,1)}) \) is smooth since \( F_{(2,1)} = \partial_y F_{(2,1)} = \partial_b F_{(2,1)} = 0 \) does not have a solution.

(b) \((x, y) \rightarrow (xy, y)\)

\[
F_{(2,2)} = y - x(1 + as + bs^2 + cs^{4+\beta}x^{3+\beta} + y^{4+\beta}).
\]

This is smooth as \( \partial_b F_{(2,2)} \) and \( \partial_y F_{(2,2)} \) cannot vanish simultaneously.

3. \((x, y, s) \rightarrow (sx, sy, s)\)

\[
F_{(3)} = y^s - s(x^3 + ax^2 + bx + s^{4+\beta}), \quad \beta \geq 0.
\]

We have a singularity at \((y, s, x(x^2 + ax + b))\). The second blowup is centered at \((y, s)\). We have to perform the next blowup in two patches.

(a) \((y, s) \rightarrow (y, ys)\)

\[
F_{(3,1)} = y - s(x^3 + ax^2 + bx + s^{4+\beta}y^{3+\beta}), \quad \beta \geq 0.
\]

When \( \beta > 0 \), \( V(F_{(3,1)}) \) is smooth since \( F_{(3,1)} = \partial_y F_{(3,1)} = \partial_b F_{(3,1)} = 0 \) cannot vanish simultaneously. When \( \beta = 0 \), there is a singularity at \( x = y = 1 - cs^2 = b = 0 \). This singularity has a crepant resolution by blowing up \((x, y)\).
i. \((x, y) \rightarrow (x, xy)\)

\[ F_{(3,1,1)} = y - s(x^2 + ax + b + cx^{\beta}y^{\beta + \hat{\beta}}), \quad \beta \geq 0. \]

\(V(F_{(3,1,1)})\) is smooth since \(\partial_b F_{(3,1,1)}\) and \(\partial_y F_{(3,1,1)}\) cannot vanish at the same time.

ii. \((x, y) \rightarrow (xy, y)\)

\[ F_{(3,1,2)} = 1 - s(y^2x^2 + ax^2 + bx + cy^{\beta}x^{\beta + \hat{\beta}}), \quad \beta \geq 0. \]

\(V(F_{(3,1,2)})\) is smooth since \(F_{(3,1,2)}\), \(\partial_b F_{(3,1,2)}\), and \(\partial_y F_{(3,1,2)}\) cannot vanish at the same time.

(b) \((y, s) \rightarrow (sy, s)\)

\[ F_{(3,2)} = sy^2 - (x^3 + ax^2 + bx + cx^{\beta}y^{\beta + \hat{\beta}}). \]

We still have a singularity at \((y, s, x, b)\). The next blowup is centered at \((s, x)\). We again have two patches to consider.

i. \((x, s) \rightarrow (x, sx)\).

\[ F_{(3,2,1)} = sy^2 - (x^3 + ax^2 + bx + cx^{\beta}x^{\beta + \hat{\beta}}). \]

This is smooth as it is linear in \(b\), which can be taken as a local parameter in the base.
ii. \((x, s) \rightarrow (xs, s)\).

The proper transform is

\[
Y^+ : \quad F_{(3,2,2)} = y^2 - (s^2x^3 + ax^2 + bx + cs^\beta).
\]

When \(\beta = 0\), \(Y^+\) is smooth as it is linear in \(c\), which can be used as a local parameter of the base, assuming \(V(c)\) is smooth. When \(\beta > 0\), we have \(F|_{s=0} = y^2 - bx\), which is irreducible. If we localize at \(V(s)\), \(F = 0\) is just a redefinition of \(c\) and we trivially have a UFD. It follows by Nagata's criterion of factoriality that \(Y^+\) is factorial.

When \(\beta = 1\), \(Y^+\) has terminal singularities at \((x, y, b, c, s)\), which is in codimension 4. When \(\beta > 1\), \(Y^+\) has terminal singularities at \((x, y, b, s)\), which is in codimension 3.

We thus have the following conclusions:\textsuperscript{8}

1. If \(\beta = 0\), \(Y^+\) is smooth if \(V(c)\) is smooth.

2. If \(\beta = 1\) and \(\dim B = 2\), \(Y^+\) is smooth.

3. If \(\beta = 1\) and \(\dim B \geq 3\), \(Y^+\) is factorial with terminal singularities at \((x, y, b, c, s)\). Hence, \(Y^+\) does not have a crepant resolution.

\textsuperscript{8}We recall that factoriality is an obstruction for crepant resolutions in presence of terminal singularities.
If $\beta > 1$ and dim $B \geq 2$, $Y^+$ is factorial with terminal singularities at $(y, x, b, s)$. Hence, $Y^+$ does not have a crepant resolution.

The relative projective coordinates of $X_0$ over $B$, $X_{i+1}$ over $X_i (i = 0, 1)$, and $X_i^+$ over $X_2$ are respectively

$$[e_1e_2e_1^2x : e_2^2e_2^3y : z = 1], \quad [e_1x : e_2e_3y : s], \quad [y : e_1], \quad [x : e_2].$$

The proper transform of $E_0$ is

$$Y^+ : e_3y^2 = e_1(e_3^2x^3 + a_{2,4+s}^2 + \beta e_3^2x^5 + \alpha e_3^3x^7 + \beta e_3^4x^9 + a_{6,4+\beta e_3^2}^2 + \beta e_3^5x^{11+\beta}).$$

We now explore the fiber structure of the smooth elliptic fibration $\phi : Y^+ \to B$ obtained by the crepant resolution. Denoting $C_\alpha$ as the irreducible components of the fiber over the generic point $\eta$ of $S$, we have

$$\phi^*(\eta) = C_0 + C_1 + 2C_2 + C_3.$$ 

This curve is a scheme with respect to the residue field $k(\eta)$. The curve $C_0$ is the one touching the section of the elliptic fibration. These curves are generic fibers for the fibral divisors $D_\alpha$, which are defined as the irreducible components of

$$\phi^*(S) = D_0 + D_1 + 2D_2 + D_3,$$
The fibral divisors are

\[ D_0 : \quad s = e_2 y^2 - e_1 e_2 x^3 = 0, \]
\[ D_1 : \quad e_3 = e_2 (y^2 - a_{6,4}^2 e_1^4) - a_{4,2}^2 e_1 x = 0, \]
\[ D_2 : \quad e_1 = e_2 = 0, \]
\[ D_3 : \quad \frac{e_3}{e_1} = e_1^2 x^2 + a_{2,4} e_3 x + a_{4,3} x^2 = 0. \]

We observe that \( D_0 \) and \( D_2 \) are respectively isomorphic to the projective bundles \( \mathbb{P}[\mathcal{O}_S \oplus \mathcal{L}] \) and \( \mathbb{P}[\mathcal{L}^2 \oplus \mathcal{J}] \), while the fibers of the divisors \( D_1 \) and \( D_3 \) can degenerate over higher codimension loci.

The generic fiber (over \( S \)) of the divisor \( D_3 \) is not geometrically irreducible; after a field extension, it splits into two rational curves. The divisor \( D_3 \) is a double cover of \( \mathbb{P}[\mathcal{L}^3 \oplus \mathcal{J}^3] \) branched along \( V(s, a_{2,1}^2 - 4a_{4,2}) \). We note that \( a_{2,1}^2 - 4a_{4,2} \) is one of the components of the discriminant \( \Delta(P) \) of the associated polynomial \( P(T) \).

The only fiber components that can degenerate are \( C_1 \) and \( C_3 \). The degeneration of the generic fiber are on the components of \( \Delta(P) \), and are given by

\[ V(a_4) \begin{cases} C_1 \to C_3 + C_3' \quad , \quad V(a_2^2 - 4a_4) \quad C_1 \to 2C_3'' \quad , \end{cases} \]
\[ C_1 \to C_3 + C_3' \quad , \quad C_1 \to C_1 \]
\( V(a_2, a_4) \) \{ 
\begin{align*}
\text{C}_3 & \rightarrow 2\text{C}_{13}, \\
\text{C}_1 & \rightarrow \text{C}_{13} + \text{C}'_1
\end{align*}
\}

\( V(a_4, a_6) \) \{ 
\begin{align*}
\text{C}_3 & \rightarrow \text{C}_{13} + \text{C}'_3, \\
\text{C}_1 & \rightarrow \text{C}_{13} + 2\text{C}'_1
\end{align*}
\}

\( V(a_2, a_4, a_6) \) \{ 
\begin{align*}
\text{C}_3 & \rightarrow 2\text{C}_{13}, \\
\text{C}_1 & \rightarrow \text{C}_{13} + 2\text{C}''_1
\end{align*}
\}

where

\[
\begin{align*}
\text{C}_{13} : & \quad e_2 = e_3 = 0, \\
\text{C}''_3 : & \quad e_2 = e_3 x + a_2 s = 0, \\
\text{C}'_3 : & \quad e_2 = e_3 x + \frac{1}{2} a_2 s = 0, \\
\text{C}''_1 : & \quad e_3 = y^2 - a_6 e_1^2 s^4 = 0, \\
\text{C}'_1 : & \quad e_3 = y = 0.
\end{align*}
\]

Since the divisor \( D_0, D_i (i = 1, 2, 3) \) satisfy the linear relation \( D_0 + D_i + 2D_2 + D_3 \cong 0 \), it is enough to consider the weights with respect to \( D_i (i = 1, 2, 3) \). Using the fiber structure, it is easy to evaluate the weights for each curve by solving the linear relations below at the level of intersection numbers.

\[
\begin{align*}
\text{C}_{13} & \cong \text{C}''_1 \cong \text{C}'_3 \cong \frac{1}{2} \text{C}_3, \\
\text{C}'_1 & \cong \text{C}_1 - \frac{1}{2} \text{C}_3, \\
\text{C}''_1 & \cong \frac{1}{2} \text{C}_1 - \frac{1}{4} \text{C}_3.
\end{align*}
\]
The new weight is $[0 0 -1 1]$. 

9.4.2 Second crepant resolution of $\text{Spin}(7)$

In this section, we construct a flop of the crepant resolution obtained in the previous subsection.

The flop appears after the second blowup. The proper transform of $E_0$ after the second blowup is $E_2$, which can be suggestively rewritten as

$$
Y^- : \begin{cases}
\epsilon_2 (y^2 - \alpha_6 \epsilon_4 s^4) - \epsilon_2 x Q = 0 \\
Q - (x^2 + \alpha_2 sx + \alpha_4 s^2) = 0.
\end{cases}
$$

The first equation emphasizes that $E_2$ has double point singularities, while the second equation defines $Q$, which is used in our next blowup so that it formally resembles a blowup of a monomial ideal. The singular scheme of $E_2$ is supported along $(\epsilon_2, \epsilon x, Q, y^2 - \alpha_6 \epsilon_4 s^4)$, which is in the patch $\sigma_1 \neq 0$. Recall that for the first resolution, the center of the blowup is the ideal $(\epsilon_2, x)$. In the spirit
of Atiyah's flop, this time we blowup the non-Cartier Weil divisor \((e_2, Q)\), i.e. \(D_3:\)

\[
X_0 \leftarrow_{(x,y,s|e_1)} X_1 \leftarrow_{(y,e_1|e_2)} X_2 \leftarrow_{(e_1,Q|e_3)} X_3
\]

The proper transform is

\[
Y^- : \begin{cases}
    e_2(y^2 - a_6 s^4) - e_1 x Q = 0 \\
    Q e_3 - (x^2 + a_2 s x + a_4 s^2) = 0;
\end{cases}
\]

the relative projective coordinates of \(X_i \to X_{i-1} (i = 1, 2, 3)\) are

\[
[e_1 e_2 x : e_1 e_2^2 y : x = 1] \quad [x : e_2 e_3 y : s] \quad [y : e_1] \quad [Q : e_2];
\]

and the irreducible components of the generic fibers are

\[
D_0 \quad C_0 : \quad s = e_2 y^2 - e_1 x Q = Q e_3 - x^2 = 0,
\]

\[
D_1 \quad C_1 : \quad e_1 = e_2 = 0,
\]

\[
D_2 \quad C_2 : \quad \frac{e_2}{e_1} = x = Q e_3 - a_4 s^2 = 0,
\]

\[
D_3 \quad C_3 : \quad e_3 = x^2 + a_2 s x + a_4 s^2 = e_2 (y^2 - a_6 s^4) - e_1 x Q = 0.
\]
They degenerate as follows

\[
V(a_4) \begin{cases}
C_2 \rightarrow C_{23} \\
C_3 \rightarrow C_{23} + C^{(1)}_3 + C^{(2)}_3
\end{cases},
V(a^2_2 - 4a_4) \begin{cases}
C_2 \rightarrow C_2 \\
C_3 \rightarrow 2C'_3
\end{cases},
V(a_2, a_4) \begin{cases}
C_2 \rightarrow C_{23} \\
C_3 \rightarrow 2C_{23} + 2C^{(1)}_3
\end{cases},
\]

\[
V(a_4, a_6) \begin{cases}
C_2 \rightarrow C_{23} \\
C_3 \rightarrow C_{23} + 2C^{(1')}_3 + C^{(2)}_3
\end{cases},
V(a_2, a_4, a_6) \begin{cases}
C_2 \rightarrow C_{23} \\
C_3 \rightarrow 2C_{23} + 4C^{(1')}_3
\end{cases}
\]

where each fibers are given by

\[
\begin{align*}
C_{23} : & \quad e_2 = e_3 = x = 0, \\
C^{(1)}_3 : & \quad e_3 = x = y^2 - a_6 e_1 s^4 = 0, \\
C^{(1')}_3 : & \quad e_3 = x = y = 0, \\
C^{(2)}_3 : & \quad e_3 = x + a_2 s = e_2 (y^2 - a_6 e_1 s^4) + a_2 e_1 Q = 0, \\
C'_3 : & \quad e_3 = x + \frac{1}{2} a_2 s = e_2 (y^2 - a_6 e_1 s^4) - e_1 x Q = 0.
\end{align*}
\]
The weights of each of these curves with respect to the divisors $D_i$ ($i = 0, 1, 2, 3$) are

\[
\begin{array}{cccc}
D_0 & (2 & 0 & -1 & 0) & (0 & 0 & 0 & 0) & (0 & 0 & 0 & 0) & (0 & 0 & 0 & 0) \\
D_1 & (0 & 2 & -1 & 0) & (2 & 0 & 0 & 0) & (0 & -2 & 1 & 0) & (0 & 0 & 0 & 0) \\
D_2 & (-1 & -1 & 2 & -2) & (-1 & -1 & -1 & 0) & (0 & 0 & 0 & 0) & (0 & 0 & 0 & 0) \\
D_3 & (0 & 0 & -2 & 4) & (0 & 2 & 2 & 2) & (0 & 0 & 0 & 0) & (-1 & -1 & -1 & -1)
\end{array}
\]

9.4.3 Weights and representations

Letting $(a, b, c)$ denote a weight expressed in the basis of simple roots and $\begin{bmatrix} a & b & c \end{bmatrix}$ denote a weight expressed in the basis of fundamental weights, the weights of the representations 7 and 8 are given below.

<table>
<thead>
<tr>
<th>Representation 7 of $B_3$</th>
<th>Representation 8 of $B_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \ 0 \ 0$</td>
<td>$(1,1,1)$</td>
</tr>
<tr>
<td>$-1 \ 1 \ 0$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$0 \ -1 \ 2$</td>
<td>$(0,0,1)$</td>
</tr>
<tr>
<td>$0 \ 0 \ 0$</td>
<td>$(0,0,0)$</td>
</tr>
<tr>
<td>$1 \ -1 \ 0$</td>
<td>$(1,1,0)$</td>
</tr>
<tr>
<td>$1 \ -1 \ 0$</td>
<td>$(1,0,1)$</td>
</tr>
<tr>
<td>$-1 \ 0 \ 0$</td>
<td>$(0,0,0)$</td>
</tr>
</tbody>
</table>

For the first crepant resolution, we obtained the following two weights from the fiber degenera-
### Table 9.3: The matter content from the geometry of a Spin(7)-model

<table>
<thead>
<tr>
<th>Spin(7) with $v_{S}(a_{2}) = 1$</th>
<th>Spin(7) with $v_{S}(a_{2}) \geq 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locus</td>
<td>$V(a_{4,3})$</td>
</tr>
<tr>
<td>Weights</td>
<td>$[0 \ 1 \ -2]$</td>
</tr>
<tr>
<td>Representations</td>
<td>7</td>
</tr>
</tbody>
</table>

The weight $[0 \ -1 \ 2]$ is a weight of the representation 7 (the vector representation of $B_{3}$). The weight $[1 \ 0 \ -1]$ is weight of the representation 8 (the spin representation of $B_{3}$). The vector representation of $B_{3}$ is quasi-miniscule while the spin representation is minuscule; as their name indicates, they are of dimensions seven and eight, respectively.

#### 9.5 Spin(8)-model

The Weierstrass model of a Spin(8)-model is described by Step 6 of Tate’s algorithm with the additional arithmetic condition that $P(T)$ has three distinct $\kappa$-rational solutions, where $\kappa$ is the residue field of the generic point $\eta$ of $S = V(s)$ and $s$ is a section of $\mathcal{O}_{B}(S) = \mathcal{S}$.

**Theorem 9.5.1** (Canonical form for Spin(8)-models). *The Weierstrass model for a Spin(8)-model can be written as*

$$E_{0}: \quad y^{2}z = (x - sx_{4}z)(x - sx_{2}z)(x + sx_{3}z) - s^{2 + \alpha}Qz, \quad Q = rx^{2} + qxxz - s^{2}tz^{2}, \quad \alpha \in \mathbb{Z}_{\geq 0}, \quad (9.30)$$
where \((r, q, t) \neq (0, 0, 0)\) on the divisor \(S\) and the coefficients \(s, x_i, r, q, \) and \(t\) are sections of the line bundles given below.

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>(x_i)</td>
<td>(r)</td>
<td>(q)</td>
</tr>
<tr>
<td>(L \otimes 2 \otimes S^{-1})</td>
<td>(L \otimes 4 \otimes S^{(-2\alpha)})</td>
<td>(L \otimes 6 \otimes S^{(-2\alpha_4)})</td>
<td></td>
</tr>
</tbody>
</table>

\(Q\) cannot be identically zero since otherwise, the Mordell-Weil group will contain at least a torsion subgroup \(\mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}\). Moreover, \(d = (x_1 - x_2)(x_2 - x_3)(x_3 - x_1)\) cannot be identically zero on \(S\).

**Proof.** By Step 6 of Tate’s algorithm, the Weierstrass coefficients have following valuations along \(S\):

\[
v_S(a_1) \geq 1, \quad v_S(a_2) \geq 1, \quad v_S(a_3) \geq 2, \quad v_S(a_4) \geq 2, \quad v_S(a_6) \geq 3.
\]

By definition, a Spin(8)-model is such that the cubic polynomial \(P(T) = T^3 + a_{2,1} T^2 + a_{4,2} T + a_{6,3}\) factorizes in \(\kappa\). That is,

\[
P(T) = (T - x_1)(T - x_2)(T - x_3), \quad x_i \in \kappa.
\]

The discriminant of \(P(T)\) is a perfect square \(\Delta(P) = d^2\) with

\[
d = (x_1 - x_2)(x_2 - x_3)(x_3 - x_1).
\]

The polynomial \(P(T)\) has three distinct roots in \(\kappa\) if and only if \(d\) is nonzero modulo \(s\). Working
backwards, from $P(T)$, we can then compute the Weierstrass coefficients $a_2$, $a_4$, and $a_6$ to be

$$a_2 = -(x_1 + x_2 + x_3)s + s^3r', \quad a_4 = s^3(x_1x_2 + x_1x_3 + x_2x_3) + s^3q', \quad a_6 = s^3x_1x_2x_3 + s^4t'.$$

We complete the square in $T$ and obtain $a_1 = a_3 = 0$; this modifies $r', q'$, and $t'$ accordingly. We then define $\alpha$ to be the highest power of $s$ that we can factor out of $r', q'$, and $t'$, i.e. $r' = s^\alpha r, q' = s^\alpha q, and t' = s^\alpha t$. This explains the canonical form of the equation. We require $Q$ to be nonzero, as otherwise, the Mordell-Weil group is non-trivial.

9.5.1 Crepant resolution of singularities

**Theorem 9.5.2** (Crepant resolutions for Spin(8)-models). Assuming that $V(x_i)$ are smooth varieties intersecting two by two transversally, the following sequence of blowups defines a crepant resolution of the normal form of a Spin(8)-model given by Theorem 9.5.1:

$$X_0 \leftarrow \frac{(x,y,e)}{x_i} \leftarrow \frac{(y,e)}{e_1} \leftarrow \frac{(x-x_i,y,e)}{e_2} \leftarrow \frac{(x-x_i,y)}{e_3} \leftarrow \frac{(x-x_i)}{e_4},$$

where $X_0 = \mathbb{P}[\mathcal{O}_B \oplus \mathcal{L}^{\otimes 2} \oplus \mathcal{L}^{\otimes 3}]$. The proper transform of $\mathcal{E}_0$ is

$$Y^{(i+j+1)} : \begin{cases} e_2(y^2 - e_4 e_3 e_2 e_1 x^{i+j+*} Q) = e_M x_I (x - x_i s) \\ e_M (x - x_i s) \\ e_4 x_j (x - x_j s), \end{cases}$$
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where the relative projective coordinates are

\[
\begin{align*}
[ e_1 e_2 e_3 e_4 x : e_1 e_2^2 e_3^2 y : z = 1 ] [ e_3 x : e_1 e_3^2 e_4^2 y : s [ y : e_1 ] [ u_i : e_2 e_4 ] [ u_j : e_4 ] .
\end{align*}
\]

Proof. The Kodaira fiber \( I_o^* \) over the generic point of \( S \) is seen after the first two blowups:

\[
X_0 = \mathbb{P}_B[ \mathcal{O}_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3 ] \leftarrow ( x, y, z ) \leftarrow ( y, e_1 ) X_1 \leftarrow ( y, x ) X_2 .
\]

The proper transform of \( E_0 \) is

\[
E_2 : \quad e_2 ( y^2 - e_1 x^3 ) = e_3 ( x - x_1 ) ( x - x_2 ) ( x - x_3 ) .
\]

In \( X_2 \), the projective coordinates of the fiber of \( X_0 \) and the successive blowup maps are

\[
[ e_1 e_2 x : e_1 e_2^2 y : z = 1 ] [ x : e_2 y : s ] [ y : e_1 ] .
\]

After the second blowup, the variety is smooth up to codimension two. The generic fibers of the fibral divisors of this partial resolution are

\[
\begin{align*}
C_0 : & \quad s = e_2 y^2 - e_1 x^3 = 0 \\
C_1 : & \quad e_1 = e_2 = 0 \\
C_2^{(i)} : & \quad e_2 = ( x - x_i s ) = 0, \quad i = 1, 2, 3 .
\end{align*}
\]
Their dual graph is the affine Dynkin diagram $\tilde{D}_4$. The component $C_1$ has multiplicity two, where
one comes from the exceptional divisor $e_1 = 0$, and the other from the exceptional divisor $e_2 = 0$.
The $C_0$ component is the proper transform of the original elliptic fiber and is the only one touching
the section $x = z = 0$ of the elliptic fibration. The $C_1$ component is the central node of the affine
Dynkin diagram $\tilde{D}_4$, and $C_2^{(i)}$ are the remaining nodes. Over $V(x_i - x_j)$, the components of $C_2^{(i)}$
and $C_2^{(j)}$ coincide. These three subvarieties intersect along the subvariety $V(x_1 - x_2, x_2 - x_3)$, over
which the three external nodes $C_2^{(i)}$ coincide. There are leftover families of double point singularities
in codimension three. $E_2$ has terminal singularities in codimension three along the three loci

$$S_1^{(i)} = V\left(y^2 - e_2^2 e_1^{2+\alpha^2} + \alpha e_2 + \alpha Q, e_2, x - x_j, x_j - x_k\right) = V(y^2 - e_2^2 e_1^{2+\alpha^2} + \alpha Q) \cap C_2^{(j)} \cap C_2^{(k)},$$

where $(i, j, k)$ is a permutation of $(1, 2, 3)$. These singularities are located in the patch $z e_1 \neq 0$.

These singularities have crepant resolutions obtained by blowing up two of the three Weil divisors $C_2^{(i)}$. Thus, there are six possible choices. Since the singularities are located in the patch $z e_1 \neq 0$, we note that $E_2$ has the structure of the binomial variety

$$V(v_1 v_2 - w_1 w_2 w_3),$$

which was studied in [129]. This binomial variety has six small resolutions whose flop diagram is a
hexagon (a Dynkin diagram of type $\tilde{A}_4$) [129].

The following is a proof that we have a resolution by inspecting the singularities chart by chart.
Proof in charts.

\[ F = y^2 - (x - x_1s)(x - x_2s)(x - x_3s) + s^2 + \alpha(px^2 + qsx + s^2t). \]

We assume that \( V(x_1), V(x_2), \) and \( V(x_3) \) are smooth varieties intersecting two by two transversally. The idea of the proof is the following. Working in charts. The first blowup has center \((x, y, s)\) and requires three charts. If we call the exceptional divisor \( E_1 = V(e_1) \), the second blowup is centered at \( V(y, e_1) \) and requires two charts. We will show that after two blowups, the proper transform of \( F \) describes a smooth variety or a binomial variety of the type \( V(u_1u_2 - w_1w_2w_3) \), which will require two more blowups that can be done in six different ways.

1. \((x, y, s) \to (xy, y, sy)\)

\[ F_1 = y^2 - x(x - x_1s)(x - x_2s)(x - x_3s) + \alpha(px^2 + qsx + s^2t). \]

which is smooth since the system of equations \( \partial_x F = \partial_y F = \partial_s F = F = 0 \) has no solutions.

2. \((x, y, s) \to (x, yx, sx)\)

\[ F_2 = y^2 - x(x - x_1s)(x - x_2s)(x - x_3s) + \alpha(px^2 + qsx + s^2t). \]

The exceptional divisor is \( V(x) \). Hence the second blowup is centered at \((x, y)\) and requires two charts.
(a) \((x, y) \to (x, yx)\)

\[
F_{(2,1)} = x(y^2 + s^2 + \alpha y^\alpha (p + qs + s^2t)) - (1 - x_1s)(1 - x_2s)(1 - x_3s).
\]

This has the singularities of the binomial variety \(V(u_1u_2 - u_1w_2w_3).\) 

(b) \((x, y) \to (xy, y)\)

\[
F_{(2,2)} = y\left(1 + s^2 + x^2 + \alpha y^\alpha (p + qs + s^2t)\right) - x(1 - x_1s)(1 - x_2s)(1 - x_3s).
\]

When \(\alpha > 0,\) there are no singularities left. However, when \(\alpha = 0,\) we still have double point singularities in the patch \(x \neq 0,\) and \(F_{(2,2)}\) can be replaced by \(V(u_1u_2 - w_1w_2w_3).\)

3. \((x, y, s) \to (xs, ys, s)\)

\[
F_{(3)} = y^\alpha - s(x - x_1)(x - x_2)(x - x_3) + s^2 + \alpha x^\alpha (px^2 + qx + t).
\]

The exceptional divisor is \(V(s).\) Hence, the second blowup is centered at \((y, s)\) in this chart.

We then blowup \((y, s),\) which requires two charts.

(a) \((y, s) \to (y, sy)\)

\[
F_{(3,1)} = y(1 + s^2 + y^\alpha (px^2 + qx + t)) - (x - x_1)(x - x_2)(x - x_3).
\]
\( F_{(3,1)} \) has the singularities of the binomial variety \( V(u_1u_2 - w_1w_2w_3) \).

(b) \((y, s) \to (ys, s)\).

\[
F_{(3,2)} = s(y^2 + s^2(px^2 + qx + t)) - (x - x_i)(x - x_j)(x - x_j),
\]

which is again of the binomial variety \( V(u_1u_2 - w_1w_2w_3) \).

After two blowups, if there are singularities left, they are those of the binomial variety

\[
V(u_1u_2 - w_1w_2w_3),
\]

whose toric description is a triangular prism. A crepant resolution of this binomial variety is given by a sequence of two blowups corresponding to the subdivision of the triangular prism into two tetrahedrons \([129]\). Blowup of \((u_i, w_i)\) with \((u_i, w_i) \to (u_i w_j, w_j)\) gives

\[
u_1 u_2 - w_j w_k = 0.
\]

The other patch \((u_i, w_i) \to (u_i, w_i u_i)\) is trivially smooth. Likely, blowing up \((u_i, w_j)\) with \((u_i, w_j) \to (u_i w_j, w_j)\) gives

\[
u_1 u_2 - w_k = 0,
\]

which is smooth. The other patch is also trivially smooth. This resolution is \( Y^{r+j+1} \). The graph of their flops is an affine Dynkin diagram \( \tilde{A}_1 \) (a hexagon). \( \square \)
9.5.2 Fiber structure and degenerations

The fibral divisors of the elliptic fibration \( Y^{(i+j+1)} \) for \( \alpha = 0 \) are

\[
D_0 \quad C_0 : s = e_2 y^2 - e_1 x^3 = 0,
\]

\[
D_1 \quad C_1 : e_1 = e_2 = e_3 u_1 - (x - x_i s) = e_4 u_2 - (x - x_j s) = 0,
\]

\[
D_{i+1} \quad C_2^{(i)} : e_4 = x - x_i s = e_4 u_j - (x_i - x_j) s = \varepsilon e_2 (y^2 - e_1 x^3 Q) - e_4 u_j u_j (x - x_k s) = 0,
\]

\[
D_{j+1} \quad C_2^{(j)} : e_4 = x - x_j s = e_4 u_i - (x_j - x_i) s = \varepsilon e_2 (y^2 - e_1 x^3 Q) - e_4 u_i u_j (x - x_k s) = 0,
\]

\[
D_{k+1} \quad C_2^{(k)} : e_2 = x - x_k s = e_4 u_i - (x_k - x_j) s = e_4 u_2 - (x_k - x_j) s = 0.
\]

(9.32)

If \( \alpha > 0 \), \( Q \) is replaced by \( \varepsilon^2 e_1^2 e_2^2 e_4 x^{2+\alpha} Q \), which is zero for all the fibral divisors \( D_\alpha \). Note that this will carry through equations (9.32), (9.33), (9.34) and (9.35). Even though the generic fiber over \( S \) has geometric components, this is not necessarily carried over to its degenerations.

When \( \alpha = 0 \), the generic point of \( V(x_i - x_j) \cap S \) (see equation (9.33)) contains the irreducible component \( C_2^{(d)} \), which is not geometrically irreducible but splits into two geometrically irreducible curves after a quadratic field extension. The fiber is of type I*_{ns} with its dual graph of type \( \tilde{B}_4^* \).

Over codimension-two points (the three irreducible components of \( V(d) \)), we have

\[
\begin{align*}
V(x_i - x_j) \cap S & \quad V(x_i - x_k) \cap S & \quad V(x_j - x_k) \cap S \\
C_2^{(i)} & \to C_2^{(ij)} + C_2^{(i')} & C_2^{(i)} & \to C_2^{(i,k)} + C_2^{(i'')} \quad & C_2^{(j)} & \to C_2^{(j,k)} + C_2^{(j')} \\
C_2^{(j)} & \to C_2^{(ij)} & C_2^{(k)} & \to C_2^{(i,k)} & C_2^{(k)} & \to C_2^{(j,k)}
\end{align*}
\]

(9.33)
Over codimension-three points (the common intersection of the three components of $V(d)$), we have the following splittings of the curves

$$V(x_i - x_j, x_2 - x_j) \cap S = C_2^{i,j} \to C_2^{(i,j)^*} + C_2^{(i,j)^*'} + C_2^{(i,j)^*''},$$

(9.34)

with the components of the fiber defined as

$$C_2^{i,j} : e_3 = x_i - x_j = x - x_i s = u_j = y^2 - e_1^2 s^2 Q = 0,$$

$$C_2^{i,j} : e_3 = e_4 = x_i - x_j = x - x_i s = e_4(y^2 - e_1^2 s^2 Q) - e_4 u_j (x_i - x_j) s = 0,$$

$$C_2^{i,j} : e_3 = e_4 = x_i - x_j = x_i - x_j = x - x_i s = y^2 - e_1^2 s^2 Q = 0,$$

$$C_2^{i,j} : e_3 = x_i - x_k = x_i - x_j = x - x_i s = u_2 = y^2 - e_1^2 s^2 Q = 0,$$

$$C_2^{i,j} : e_3 = e_2 = x_i - x_j = x - x_i s = e_2 u_2 - (x_i - x_j) s = 0,$$

$$C_2^{i,j} : e_4 = e_2 = x_2 - x_j = x - x_i s = e_4 u_2 - (x_j - x_i) s = 0,$$

$$C_2^{i,j} : e_4 = x_j - x_k = x - x_i s = y^2 - e_1^2 s^2 Q = 0,$$

$$C_2^{i,j} : e_4 = e_1 = e_4 = x - x_i s = x_i - x_j = x_j - x_k = 0.$$

(9.35)

Over $V(x_i - x_j) \cap S$, we have a fiber of type $\Gamma_1^{ns}$ with dual graph of type $\tilde{B}_4^*$. The non-geometrically
irreducible node is $C_2^{(i)}$ whereas the geometric fiber is a full $\tilde{D}_5$. Over $V(x_i - x_2, x_2 - x_3) \cap S$, the fiber is of type IV$^{\text{ns}}$ with dual graph of type $\tilde{F}_4$ and geometric dual graph of type $\tilde{E}_6$. When $Q(x_i, s, z) = 0$, the fibers $I_1^{\text{ns}}$ and $IV^{\text{ns}}$ degenerate further along the codimension three locus $V(s, x_i - x_j, x_i^2 + x_ir + t)$ in the base $B$ when the curve is $C_2^{(i')}$.

The degenerations are illustrated in Figure 9.12 for $\alpha = 0$ and Figure 9.13 for $\alpha > 0$, respectively.

### 9.5.3 Flops and representations

For $Y^{2,3}$, the curves obtained by analyzing the fiber structure have the following geometric weights.

$$
\begin{align*}
\alpha_0 D_0 & \begin{pmatrix} C_0 & C_1 & C_2^{(i)} & C_2^{(i')} \end{pmatrix} \\
\alpha_2 D_1 & \begin{pmatrix} -1 & 2 & -1 & -1 \end{pmatrix} \\
\alpha_1 D_2 & \begin{pmatrix} 0 & -1 & 2 & 0 \end{pmatrix} \\
\alpha_3 D_3 & \begin{pmatrix} 0 & -1 & 0 & 2 \end{pmatrix} \\
\alpha_4 D_4 & \begin{pmatrix} 0 & -1 & 0 & 0 & 2 \end{pmatrix}
\end{align*}
$$

To express the intersection numbers with the fibral divisors, we introduce the convention

$$
\begin{align*}
\varepsilon_0 &= (1, 0, 0, 0, 0), & \varepsilon_4 &= (0, 1, 0, 0, 0), & \varepsilon_2 &= (0, 0, 1, 0, 0), \\
\varepsilon_3 &= (0, 0, 0, 1, 0), & \varepsilon_4 &= (0, 0, 0, 0, 1).
\end{align*}
$$
Since the central node of the $D_4$ diagram corresponds to the node $C_1$ of the resolution, in order to match the convention we use for weights, the intersection numbers $(w_0, w_1, w_2, w_3)$ correspond to the weight $[w_2, w_1, w_3]$ of $D_4$:

$$
(w_0, w_1, w_2, w_3) = \sum_{d=0}^{4} w_d \varepsilon_d \rightarrow [w_2 w_1 w_3 w_4]. \tag{9.38}
$$

Since weights with their appropriate multiplicities sum to zero, i.e. $w_0 + 2w_1 + w_2 + w_3 + w_4 = 0$, we have a bijection with the inverse map

$$
[\varepsilon_1 \varepsilon_2 \varepsilon_3 \varepsilon_4] \rightarrow (-2\varepsilon_2 - \varepsilon_1 - \varepsilon_3 - \varepsilon_4, \varepsilon_2, \varepsilon_1, \varepsilon_3, \varepsilon_4).
$$

For the resolution $Y^{(i+1,j+1)}$, by a direct generalization from equation (9.36), we have the geometric weights

$$
C^{(i)}_2 \rightarrow -\varepsilon_1 + 2\varepsilon_{j+1}, \quad C^{(j)}_2 \rightarrow 2\varepsilon_{j+1} - 2\varepsilon_{j+1}, \quad C^{(i,k)}_2 \rightarrow -\varepsilon_1 + 2\varepsilon_{k+1}, \quad C^{(j,k)}_2 \rightarrow -\varepsilon_1 + 2\varepsilon_{k+1}, \quad C^{(j')}_2 \rightarrow 2\varepsilon_{j+1} - 2\varepsilon_{k+1}.
$$

When $\alpha = 0$, these curves are not geometrically irreducible, as each curve splits into two irreducible curves, each having the same intersection numbers as the fibral divisors corresponding to half of those of $C^{(i)}, C^{(j')},$ and $C^{(j,k)}$. When $\alpha > 0$, the curves $C^{(i)}_2, C^{(j')}_2,$ and $C^{(j,k)}_2$ are double curves and the intersection numbers of the corresponding reduced curves are also half of those of $C^{(i)}_2, C^{(j')}_2,$ and $C^{(j,k)}_2$.\*
and \( C_{2}^{(j')} \). Hence, for any \( \alpha \), we end up with the following intersection numbers:

\[
\varepsilon_{i+1} - \varepsilon_{j+1}, \quad \varepsilon_{i+1} - \varepsilon_{k+1}, \quad \varepsilon_{j+1} - \varepsilon_{k+1}.
\]

These are, up to a sign, permutations of

\[
(o, o, o, 1, -1), \quad (o, o, 1, o, -1), \quad (o, o, 1, -1, o).
\]

Following the dictionary given by equation (9.38), we get

\[
\begin{array}{ccc}
0 & 0 & 1 \\
1 & 0 & 1 \\
1 & 0 & 0 \\
\end{array}
\]

which are the weights of the minuscule representations \( 8_{v}, 8_{c}, \) and \( 8_{s} \), respectively. Hence, each resolution gives the representation \( 8_{v} \oplus 8_{c} \oplus 8_{s} \).

The hexagon of crepant resolutions is isomorphic to the chamber structure of the hyperplane arrangement

\[
I(D_{4}, 8_{v} \oplus 8_{c} \oplus 8_{s}),
\]

where \( 8_{v} \) is the vector representation, and \( 8_{c} \) and \( 8_{s} \) are the two irreducible spinor representations.

Each of these three irreducible representations is minuscule of dimension eight, and their highest weights are respectively \([1000], [0010], \) and \([0001]\). Note that these weights are related by simple involutions: \( 8_{v} \leftrightarrow 8_{c} \) by the involution \( (\varepsilon_{1} \leftrightarrow \varepsilon_{3}) \), and \( 8_{v} \leftrightarrow 8_{s} \) by the involution \( (\varepsilon_{3} \leftrightarrow \varepsilon_{4}) \).
The weights of the representations $8_v$, $8_c$, and $8_s$ of $D_4$ are given below with the following conventions:

$\begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix}$ is a weight of $D_4$ expressed in the basis of simple roots while $a \ b \ c \ d$ is a weight of $D_4$ written in the basis of fundamental weights.

### 9.6 Application to five-dimensional and six-dimensional supergravity theories

In this section, we use the information we gathered from the geometry of $G_2$, $\text{Spin}(7)$, and $\text{Spin}(8)$-models to explore the corresponding gauge theories in M-theory and F-theory compactifications.

We first consider M-theory compactified on a Calabi–Yau threefold $Y$ elliptically-fibered over a smooth rational surface $B$ of canonical class $K$. The divisor $S$ over which the generic fiber is of Ko-
daira type $I^*_0$ is now a smooth curve of genus $g$ and self-intersection $S^e$.

By matching the triple intersection numbers and the 5d prepotential, we determined the number of hypermultiplets charged in each irreducible component of the representations. (See Section 2.12 for the details.) The number of representations we find using this procedure satisfy the anomaly cancellation equations of a six-dimensional gauge theory with eight supercharges and the same matter content. One can also determine them geometrically using either Witten’s genus formula for the $G_2$ and Spin$(7)$-models, or the usual intersecting brane methods for the Spin$(8)$-model. (See Section 2.12.2 for Witten’s genus formula.)

9.6.1 Coulomb branches of 5d $\mathcal{N} = 1$ theories with gauge groups $G_2$, Spin$(7)$, and Spin$(8)$

The Intrilligator–Morrison–Seiberg (IMS) prepotential is the one-loop quantum contribution to the prepotential of a five-dimensional gauge theory with the matter fields in the representations $\mathbf{R}_i$ of the gauge group. See Section 2.12.1 for more details.

For $G_2$ with the adjoint representation $\mathbf{14}$ and the fundamental representation $\mathbf{7}$, the one-loop prepotential is

$$6 \mathcal{F}_{\text{IMS}} = -8\phi_1^3(n_{14} + n_7 - 1) + 9\phi_2\phi_1^2(-2n_{14} + n_7 + 2) + 3\phi_2^2\phi_1(8n_{14} - n_7 - 8) - 8(n_{14} - 1)\phi_2^3. \quad (9.39)$$

For Spin$(7)$ with the adjoint representation $\mathbf{21}$, the vector representation $\mathbf{7}$, and the spin representa-
tion 8, the prepotential depends on the choice of $\text{sign}(\phi_1 - \phi_3) = \pm$, and is given by

$$6F_{\text{1MS}}^\pm = -(n_8 \pm n_8 + 8n_{21} - 8) \phi_1^4 - (8n_7 + n_8 \mp n_8 + 8n_{21} - 8) \phi_3^4 - 3n_8(1 \mp 1)\phi_1^2 \phi_3 - 3n_8(1 \pm 1)\phi_1 \phi_3^2$$

$$+ 3 \left(-n_7 + n_8 + n_{21} - 1\right) \phi_1^2 \phi_2 + 3 \left(n_7 - n_8 + n_{21} - 1\right) \phi_1 \phi_2^2 + 6n_8 \phi_1^2 \phi_3^2$$

$$- 8 \left(n_{21} - 1\right) \phi_2^4 + 12 \left(n_7 - n_{21} + 1\right) \phi_2 \phi_3^2 - 6 \left(n_7 - n_{21} + 3\right) \phi_2^2 \phi_3.$$ (9.40)

Finally, for Spin(8) with the adjoint representation 28, the vector representation 8 v, and the two spin representations 8 and 8 s, we have six chambers. Each chamber is uniquely defined by the ordering of $(\phi_1, \phi_3, \phi_4)$. For example, the first chamber is defined by $\phi_1 > \phi_3 > \phi_4$, and the prepotential is

$$6F_{\text{1MS}}^{(i)} = -2 (n_8 + n_8 + 4n_{28} - 4) \phi_1^4 - 2 (n_8 + 4n_{28} - 4) \phi_3^4 - 8 (n_{28} - 1) \phi_4^4 - 8 (n_{28} - 1) \phi_2^4$$

$$+ 3 \phi_2 \left(\phi_1^2 \phi_2 + (n_8 - n_8 - n_8) \phi_3^2 + \phi_3 \phi_4^2\right)$$

$$+ 6 \left(n_8 \phi_1^2 \phi_4 + n_8 \phi_1 \phi_3^2 + n_8 \phi_3 \phi_4^2\right) \phi_2 - 6 \left(n_8 \phi_1 \phi_4^2 + n_8 \phi_1 \phi_3^2 + n_8 \phi_3 \phi_4^2\right)$$

$$+ 3 \left(n_8 - n_8 - n_8 + 2n_{28} - 2\right) \phi_2 \phi_4^2 + 3 \left(-n_8 + n_8 - n_8 + 2n_{28} - 2\right) \phi_2 \phi_3^2$$

$$+ 3 \left(n_8 - n_8 + n_8 + 2n_{28} - 2\right) \phi_2 \phi_4.$$ (9.41)

The other five chambers have the same one-loop prepotential up to a permutation of $\phi_1$, $\phi_2$, and $\phi_3$, as in equation (9.11).
9.6.2 Counting hypermultiplets with triple intersection numbers

Proposition 9.6.1. In the case of a Calabi–Yau threefold, the number of each representations derived by matching the triple intersection numbers of a $G_2$, $\text{Spin}(7)$, or $\text{Spin}(8)$-model and the one-loop prepotential does not depend on the choice of a crepant resolution and are given by

\[
\begin{align*}
G_2 : & \quad n_7 = 3S^2 - 10(g - 1), & n_{14} = g, \\
\text{Spin}(7) : & \quad n_7 = S^2 - 3(g - 1), \quad n_8 = 2S^2 - 8(g - 1), & n_{21} = g, \\
\text{Spin}(8) : & \quad n_{8v} = n_{8s} = n_{8c} = S^2 - 4(g - 1), & n_{28} = g,
\end{align*}
\]

where $g$ is the genus of $S$.

Proof. Direct comparison of eqs. (9.39) to (9.41) with Lemma 9.2.5 after imposing $\mathcal{O}_c = 0$. □

We checked that the numbers computed in Proposition 9.6.1 satisfy the genus formula of Aspinwall–Katz–Morrison, here they are derived from the triple intersection numbers. The same numbers were computed by Grassi and Morrison using Witten’s genus formula.

The advantage of our method is that we do not use the degeneration loci of the curves and hence the computation is the same even if the fiber degeneration is not generic. This method also provides the number of charged hypermultiplets from a purely five-dimensional point of view, thereby avoiding a six-dimensional argument based on cancellations of anomalies and the subtleties of the Kaluza-Klein circle compactification [149]. The same method was used in [124] for $\text{SU}(N)$-models and in [115] for $F_4$-models.
The representation induced by the weights of vertical curves over codimension-two points is not always physical as it is possible that no hypermultiplet is charged under that representation. In such a case, the representation is said to be “frozen” \([115]\).

In all cases, the adjoint representation is always frozen when the curve \(S\) is a smooth rational curve \((g = 0)\) \([306]\). For a \(G_2\)-model, the fundamental representation is frozen if and only if \(g = 3k + 1\) and \(S^2 = 10k\) with \(k\) in \(\mathbb{Z}_{\geq 0}\). For a Spin(7)-model, the vector representation is frozen when \(S^2 = 3(g - 1)\), whereas the spin representation is frozen when \(S^2 = 4(g - 1)\), and both representations are simultaneously frozen when \(S^2 = n(g - 1) = 0\) for any nonnegative integer \(n\). For a Spin(8)-model, all representations are frozen if and only if \(g = 0\) and \(S^2 = -4\). In this case, one can check that there are no curves carrying the weights of the representations: this corresponds to the well-known non-Higgsable model with a rational curve of self-intersection \(-4\) \([240]\).

9.6.3 Anomaly cancellations for 6d (1,0) theories with gauge groups \(G_2\), Spin(7), and Spin(8)

Consider a six-dimensional \(\mathcal{N} = (1, 0)\) theory coupled to \(n_T\) tensor multiplets, \(n_V\) vectors, and \(n_H\) hypermultiplets. We assume that there is a simple gauge group \(G\), with Lie algebra \(\mathfrak{g}\). The action of the gauge group on a hypermultiplet is characterized by a weight vector determining the charge of the hypermultiplet. It follows that hypermultiplets are organized into representations of the Lie algebra \(\mathfrak{g}\). In our convention, a neutral hypermultiplet has a zero weight. The number of zero
weights of a representation $\mathbf{R}$ is denoted by $\dim \mathbf{R}_0$. The difference

$$(\dim \mathbf{R} - \dim \mathbf{R}_0)$$

is called the charge dimension of the representation $\mathbf{R}$ [142]. The charge dimensions of $\mathbf{G}_2$, $\text{Spin}(7)$, or $\text{Spin}(8)$-models are listed in Table 9.5.

<table>
<thead>
<tr>
<th>$\mathfrak{g}$</th>
<th>$G_2$</th>
<th>$B_3$</th>
<th>$D_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{R}$</td>
<td>14</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>$\dim \mathbf{R} - \dim \mathbf{R}_0$</td>
<td>12</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>$A_\mathbf{R}$</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>$B_\mathbf{R}$</td>
<td>0</td>
<td>0</td>
<td>$-1$</td>
</tr>
<tr>
<td>$C_\mathbf{R}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 9.5: Charge dimensions and coefficients ($A_\mathbf{R}$, $B_\mathbf{R}$, $C_\mathbf{R}$) of the irreducible representations for $\mathbf{G}_2$, $\text{Spin}(7)$, or $\text{Spin}(8)$-model appearing in this chapter. The coefficients $A_\mathbf{R}$, $B_\mathbf{R}$, and $C_\mathbf{R}$ (see [22]) are defined by the trace identities $\text{tr}_\mathbf{R} P^3 = A_\mathbf{R} \text{tr}_V P^3$, $\text{tr} P^3 = B_\mathbf{R} \text{tr}_V P^3 + C_\mathbf{R} (\text{tr}_V P^3)^2$. When a representation $\mathbf{R}$ has a unique quartic invariant, we take $B_\mathbf{R} = 0$. In this chapter, the reference representation $V$ will always be the vector representation.

From the charge dimensions, we can compute the degeneracies of the charged hypermutiplets in each irreducible representations.

Following Section 2.13.2, the conditions to ensure a factorization can be summarized by the fol-
lowing set of equations

\[ n_T = 9 - K^2, \] (9.42a)
\[ n_H - n_T^{(6)} + 29n_T - 273 = 0, \] (9.42b)
\[ \left( B_{\text{adj}} - \sum_i n_{R_i} B_{R_i} \right) = 0, \] (9.42c)
\[ \lambda \left( A_{\text{adj}} - \sum_i n_{R_i} A_{R_i} \right) = 6K \cdot S, \] (9.42d)
\[ \lambda^2 \left( C_{\text{adj}} - \sum_i n_{R_i} C_{R_i} \right) = -3S^2, \] (9.42e)

where \( \lambda \) is the normalization factor depending on the gauge algebra as in Table 2.9. In particular, for 
\( G_2, \text{Spin}(7), \) and \( \text{Spin}(8) \), \( \lambda \) takes the same value

\[ \lambda = 2. \] (9.43)

Solving these equations is a simple problem of linear algebra. In each case, we get a unique solution\(^9\):

\[ G_2 : \quad n_7 = -10(g - 1) + 3S^2, \quad n_{44} = g, \]
\[ \text{Spin}(7) : \quad n_7 = S^2 - 3(g - 1), \quad n_8 = 2S^2 - 8(g - 1), \quad n_{21} = g, \]
\[ \text{Spin}(8) : \quad n_{8_v} = n_8 = n_{8_s} = S^2 - 4(g - 1), \quad n_{23} = g. \] (9.44)

\(^9\)For the \( \text{Spin}(8) \), we use the fact from the triality that the number of representations in \( 8_v, 8_s, \) and \( 8_c \) are identical.
These matches the number of representations in Proposition 9.6.1 derived by matching the triple intersection numbers and the one-loop prepotential of the 5d theory. This confirms that the five-dimensional theory with gauge groups $G_2$, $\text{Spin}(7)$, and $\text{Spin}(8)$ may be uplifted to an anomaly-free six-dimensional theory with the gauge groups $G_2$, $\text{Spin}(7)$, and $\text{Spin}(8)$ respectively.

For each model, when we feed the numbers of representations presented in equation (9.44) into the anomaly polynomial, we get

$$X^{(2)} = 3K \cdot S \text{tr} F^2, \quad X^{(4)} = -\frac{3}{4} S^2 (\text{tr} F^2)^2,$$

and the anomaly cancellation polynomial factorizes as [269]

$$I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{2} K \cdot S \text{tr} F^2 (\text{tr} R^2) + \frac{1}{2} S^2 (\text{tr} F^2)^2 \quad \text{(9.46)}$$

$$= \frac{1}{2} \left( \frac{1}{2} \zeta_1(B) \text{tr} R^2 - S \text{tr} F^2 \right)^2.$$

Since $I_8$ factorizes, the anomaly can be canceled by the Green-Schwarz mechanism.
Part V

5d and 6d Spectra and Anomalies of
Semi-simple Gauge Group Models
Introduction

Semi-simple Lie groups appear naturally in compactifications of M-theory and F-theory on elliptic fibrations \[37, 38\]. The Lie group \( G \) is semi-simple (but non-simple) when the discriminant of the elliptic fibration contains at least two irreducible components \( \Delta_1 \) and \( \Delta_2 \) for which the dual graph of the singular fiber over the generic point of \( \Delta_i \) \((i = 1, 2)\) is reducible. These are called collisions of singularities and were first studied in string theory by Bershadsky and Johanson \[38\] using Miranda’s regularization of singular Weierstrass models \[236\]. The gauge group \( G \) depends on the gauge algebra \( \mathfrak{g} \) and the Mordell–Weil group of the elliptic fibration \[229\]. When the Mordell–Weil group is trivial, the gauge group \( G \) is the unique simple, compact, connected, and simply-connected Lie group with Lie algebra \( \mathfrak{g} \). If the fiber over the generic point of \( \Delta_i \) is a Kodaira fiber of type \( T_i \), the collision is called a \( T_1 + T_2 \)-model. If \( T_i \) has dual graph with Langlands dual \( \tilde{\mathfrak{g}}_i \), where \( \mathfrak{g}_i \) is the Lie algebra of a compact simply-connected group \( G_i \) (assuming that the Mordell–Weil group is trivial), the model is also called a \( G_i \times G_2 \)-model. See Section 2.6 for the collisions of singularities and semi-simple groups in F-theory.

We consider various semi-simple Lie groups of a form \( \text{SU}(2) \times G \) or \( (\text{SU}(2) \times G)/\mathbb{Z}_2 \) where \( G \) is a simple group. All the cases considered are listed as following with the designated chapters.

1. Chapter 10: \( \text{SO}(4) \simeq \text{SU}(2) \times \text{SU}(2) \) and \( \text{Spin}(4) \simeq (\text{SU}(2) \times \text{SU}(2))/\mathbb{Z}_2 \),

2. Chapter 11: \( \text{SU}(2) \times G_2 \),

3. Chapter 12: \( \text{SU}(2) \times \text{SU}(3) \),
4. Chapter 13: SU(2) × Sp(4), (SU(2) × Sp(4))/Z_2, SU(2) × SU(4), and (SU(2) × SU(4))/Z_2.

This is arranged in terms of their ranks. We first consider the case of the simplest semi-simple group by considering two copies of SU(2). We further consider replacing an SU(2) with another group of rank 2 such as G_2, SU(3), and Sp(4). We also consider a case by replacing a copy of SU(2) into a group of rank three such as an SU(4).

For these various cases, we compute topological invariants such as the Euler characteristic of each model over a base of arbitrary dimension in the spirit of [114]. The Euler characteristic of the elliptically-fibered Calabi–Yau threefold $Y$ is instrumental in the discussion of the gravitational anomalies of the six-dimensional supergravity theory when F-theory is compactified on such $Y$ [142]. The Hodge numbers of $Y$ determines the number of vector multiplets and neutral hypermultiplets in an M-theory compactification on $Y$ [66]. We have determined the Hodge numbers of each model in the case of the Calabi–Yau threefolds and the triple intersection numbers of its fibral divisors. In the case of Calabi–Yau fourfolds, the Euler characteristic is relevant to the cancellation of the D3-brane tadpole [5, 6, 78, 279].

Some topological invariants, such as the Euler characteristic and the Betti numbers, are independent of the choice of a crepant resolution as shown by Batyrev [29]. But others, such as the triple intersection numbers of fibral divisors used for computing Chern–Simons terms of an M-theory compactification on a Calabi–Yau threefold, do depend on a choice of a crepant resolution [176].

We analyze the physics of the compactifications of M-theory and F-theory on elliptically-fibered Calabi–Yau threefolds corresponding to each model. These give five and six-dimensional gauged
supergravity theories with eight supercharges respectively. For the five-dimensional supergravity theory, we compute the one-loop prepotential in the Coulomb branch, and determine the Chern–Simons couplings, the number of vector multiplets, tensor multiplets, and hypermultiplets. The Chern–Simons couplings are computed geometrically as triple intersection numbers of fibral divisors in each Coulomb chamber.

The Chern–Simons levels are given by triple intersection numbers of divisors of the Calabi–Yau threefolds and determine the prepotential of a five-dimensional supergravity theory from an M-theory compactification on such Calabi–Yau threefolds [66]. Using such relation, we match the triple intersection polynomial with the one-loop prepotential in each Coulomb chamber to obtain constraints on the number of charged hypermultiplets. In many cases, such a method will completely fix the number of multiplets [112, 115, 118, 121, 124]; however for some models, we get linear constraints that does not fully determine the number of multiplets. More precisely, when we consider a model with a semi-simple Lie algebra and a trivial Mordell–Weil group, we always get linear constraints that does not fully determine the number of multiplets by matching the prepotential and the triple intersection polynomial [113, 118, 119, 121]. However, they can completely be fixed by using Witten’s genus formula, which is a five-dimensional result. In the five-dimensional theory, we also determine the structure of the Coulomb chambers. Each chamber corresponds to a specific crepant resolution that we determine explicitly.

In Chapter 10, we study the geometry of SO(4) and Spin(4)-models. The SO(n) and Spin(n)-models for $n \neq 4, n \geq 3$ are associated with gauge theories with simple gauge groups and do not require a collision of singularities. The SO(4) and Spin(4)-models are associated with the semi-
simple Lie algebra of type $D_2$, which is the unique reducible semi-simple Lie algebra $\mathfrak{g}$ of rank two, and the direct sum of two Lie algebras of type $A_1$:

$$D_2 \cong A_1 \oplus A_1.$$ 

In this sense, the $\text{SO}(4)$ and $\text{Spin}(4)$-models are the simplest $G$-models with $G$ a semi-simple group.\(^{10}\)

The aim of the Chapter 11 is to study the geometry and physics of $\text{SU}(2) \times G_2$-models realized by the collision of singularities of type $\text{III} + I_0^{\text{ns}}$, which has the associated Lie algebra

$$A_1 \oplus \mathfrak{g}_2. \tag{9.47}$$

We observe that in the case of an $\text{SU}(2) \times G_2$-model, the representation $\mathbf{R}$ cannot be derived by the Katz–Vafa method (see Section 11.4.1) but can be deduced using the method of saturations of weights obtained geometrically by intersection of fibral divisors and irreducible components of singular fibers over codimension-two points in the base (see Section 11.4.2). We write the tensor product of a representation $\mathbf{r}_1$ of $\text{SU}(2)$ and $\mathbf{r}_2$ of $G_2$ as $(\mathbf{r}_1, \mathbf{r}_2)$.\(^{11}\) The 2 and the 3 of $\text{SU}(2)$ are respectively the fundamental and the adjoint representation of $\text{SU}(3)$; the 7 and the 14 of $G_2$ are respectively the fundamental and the adjoint representation of $G_2$. The representations $(3, 1), (1, 14)$, and $(1, 7)$ are

\(^{10}\)There are also other compact groups with Lie algebra $D_2$, namely the half-spin groups $\text{HSpin}^{\pm}(4)$ which are isomorphic to $\text{SO}(3) \times \text{SU}(2)$ and $\text{SU}(2) \times \text{SO}(3)$. However, these groups are not compatible with the typical representation $(2, 2)$ observed at the collisions of two fibers with dual graphs $A_1$. For further discussions, see Section 10.1.1.

\(^{11}\)We follow the usual tradition in physics of writing a representation by its dimension as there is no room for ambiguity with the representations used in this chapter.
real while the representation \((2, 1)\) and \((2, 7)\) are pseudo-real.

The matter representation is then the following direct sum of irreducible representations (see Section 11.4)

\[
R = (3, 1) \oplus (1, 14) \oplus (2, 7) \oplus (2, 1) \oplus (1, 7).
\]  \tag{9.48}

In contrast to the traditional approach \([69, 240, 269]\), we derive this representation \(R\) purely geometrically without using the anomaly cancellation conditions of the six-dimensional theory nor a dual heterotic model. This method is valid for both five and six-dimensional theories and has the advantage to work in situations where the Katz–Vafa method is not applicable (see Section 11.4.1). In the 5d theory, it also has the benefit of not depending on the existence of a 6d uplift. For the six-dimensional theory, we check explicitly that the anomaly cancellation conditions are satisfied. We also point out that the fundamental representation \((1, 7)\) is a frozen representation when the curve supporting \(G_2\) is a \(-3\)-curve intersecting the curve supporting \(SU(2)\) transversally and at a unique point. This explains the absence of the representation \((1, 7)\) in \([69]\). The number of charged hypermultiplets in each of these representations are given in equation (11.1), which generalizes the spectrum \(\frac{1}{2}(2, 7) \oplus \frac{1}{2}(2, 1)\) expected in a six-dimensional theory when a \(SU(2) \times G_2\)-model is locally defined at the collision of a \(-2\)-curve and a \(-3\)-curve intersecting transversally at one point and supporting respectively an \(SU(2)\) and a \(G_2\) Lie group \([69, 240]\).

The purpose of the Chapter 12 is to study the crepant resolutions of Weierstrass models giving \(SU(2) \times SU(3)\)-models. We show that there are six possible types of collisions of singularities that define Weierstrass models for \(SU(2) \times SU(3)\)-models; we show that each Weierstrass model of
SU(2) × SU(3)-models has eight distinct crepant resolutions. In total, we have a network of 48 distinct elliptic fibrations connected by deformations and flops. By studying their crepant resolutions, we find a rich structure of non-Kodaira fibers, some of which are observed for the very first time. We determine the geography of all the crepant resolutions of the SU(2) × SU(3)-model, compute their (topological) invariants, and analyze aspects of F-theory and M-theory compactified on such varieties when they are Calabi–Yau threefolds. We study the resulting 5d prepotential in the Coulomb branch of the theory and check that the six-dimensional theory is anomaly-free and compatible with a 6d uplift from a 5d theory.

In Chapter 13, we explore non-trivial models of semi-simple Lie algebra with Mordell–Weil group $\mathbb{Z}_2 := \mathbb{Z}/2\mathbb{Z}$. Specifically, we study the geometry and physics of elliptic fibrations corresponding to the following collisions\(^{12}\)

\[
\Gamma_2^{\text{ns}} + \Gamma_4^{\text{ns}} \quad \text{and} \quad \Gamma_2^{\text{ns}} + \Gamma_4^{\text{r}}, \tag{9.49}
\]

with a Mordell–Weil group that is either trivial or $\mathbb{Z}_2$. The corresponding Lie algebras are

\[
A_1 \oplus C_2, \quad A_1 \oplus A_3. \tag{9.50}
\]

Such collisions correspond to semi-simple gauge groups (see Table 13.1): \(\text{(SU(2) × Sp(4))/\mathbb{Z}_2, \quad SU(2) × Sp(4), \quad SU(2) × SU(4))/\mathbb{Z}_2, \quad SU(2) × SU(4)}.\)

\(^{12}\)Given two Kodaira types $T_1$ and $T_2$, a model of type $T_1 + T_2$ is an elliptic fibration such that the discriminant locus contains two intersecting divisors $\Delta_1$ and $\Delta_2$, where the generic fiber of $\Delta_1$ is $T_1$ and the generic fiber of any other component of the discriminant locus is an irreducible fiber (such as Kodaira type I$_1$ or II).
These models are uniquely defined for the following reasons. Since a $\mathbb{Z}_2$ Mordell–Weil group always induces at least an $I_2$ fiber, the collision $I_2 + I_4$ is the simplest case with Mordell–Weil group $\mathbb{Z}_2$ and a semi-simple Lie algebra that is not $A_1 \oplus A_1$. We consider the two possible generic fibers of Kodaira type $I_4$, namely $I_4'$ and $I_4^{ns}$. We use a fiber of type $I_4'$ because it is the generic reducible fiber induced by the $\mathbb{Z}_2$ Mordell–Weil group (see Section 2.2.4). For comparison, we also study the same collisions with a trivial Mordell–Weil group. These considerations completely fix our models once we use Weierstrass models [107] and assume minimal valuations for all Weierstrass coefficients with respect to the divisors supporting the simple components of the gauge group.
I am coming more and more to the conviction that the 
necessity of our geometry cannot be demonstrated, at least 
neither by, nor for, the human intellect.

Carl Friedrich Gauss
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Flopping and Slicing: SO(4) and 
Spin(4)-models

10.1 Models considered

Geometrically, SO(4) and Spin(4)-models are elliptic fibrations whose discriminant locus contains 
two smooth irreducible components (S and T) such that the dual graphs of the fibers over the
generic points of $S$ and $T$ is the affine Dynkin diagram $\tilde{A}_1$, while the fiber over other generic points of the discriminant locus are irreducible singular fibers. Since $\text{Spin}(4)$ has a trivial fundamental group and the fundamental group of $\text{SO}(4)$ is $\mathbb{Z}/2\mathbb{Z}$, the Mordell–Weil group of a $\text{Spin}(4)$-model is trivial while the one of an $\text{SO}(4)$-model is $\mathbb{Z}/2\mathbb{Z}$.

The $\text{SO}(4)$-model as a collision $I_2^{\text{ns}} + I_2^{\text{ns}}$ in an elliptic fibration with Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$ has been discussed in [242] in the case of a Calabi–Yau threefold elliptically-fibered over a $\mathbb{P}^2$ base. The $\text{SO}(4)$-model was studied in more detail using toric methods in [229]. The first appearing of elliptic fibrations with a $\mathbb{Z}/2\mathbb{Z}$ Mordell–Weil group in F-theory is in [39] in relation to the CHL model (see also [276]) and shortly after in [20] in the study of non-simply connected Lie groups in F-theory.

In this chapter, we add to previous work on $\text{SO}(4)$ and $\text{Spin}(4)$-models in many ways. We consider other collisions than $I_2^{\text{ns}} + I_2^{\text{ns}}$ and before to specialize to the case of Calabi–Yau threefolds, we study these geometries over a base arbitrary dimension. Geometrically, $\text{SO}(4)$ and $\text{Spin}(4)$-models are characterized by the collision of two Kodaira fibers whose dual graphs are of type $\tilde{A}_1$. While the Kodaira fiber of type $I_2$ has dual graph $\tilde{A}_1$, it is not the only one. That means there are many more ways to realize geometrically a model of type $\text{SO}(4)$ or $\text{Spin}(4)$ than a collision of type $I_2 + I_2$. In fact, the dual graph $\tilde{A}_1$ is the most versatile one as it can be realized geometrically by five distinct types of singular fibers, namely

\[
\text{Fibers with dual graph } \tilde{A}_1 : \quad I_2^{\text{ns}}, \quad I_2, \quad \text{III}, \quad I_3^{\text{ns}}, \quad \text{IV}^{\text{ns}}.
\]
We avoid realizing $A_1$ with fibers of type $I_{ns}^3$ to stay away from terminal singularities. The elliptic fibrations that we consider are constructed by crepant resolutions of Weierstrass models corresponding to the following collisions of singularities

$$I_{ns}^2 + I_{ns}^2, \quad I_{s}^2 + I_{ns}^2, \quad III + I_{ns}^2, \quad III + III, \quad IV_{ns} + I_{s}^2, \quad IV_{ns} + I_{ns}^2.$$  

(10.2)

These collisions define a gauge theory with Lie algebra $A_1 \oplus A_1$. There are many gauge groups with this Lie algebra, but as we will explain, we only get $SO(4)$ or $Spin(4)$ in this case respectively when the Mordell–Weil group is $\mathbb{Z}/2\mathbb{Z}$ or trivial. It is important to distinguish between $I_{s}^2$ and $I_{ns}^2$ and to fix the Mordell–Weil group as they lead to completely different fiber structures as seen by comparing Figures 10.3 to 10.12.

The models considered in this chapter are given by Weierstrass equations listed in Table 10.1. The fiber at the collisions are listed in Table 10.4. For the $SO(4)$-model, the Mordell–Weil condition forces the class of the two divisors $S$ and $T$ to satisfy the linear relation

$$S + T = 4L,$$

where $L = c_1(\mathcal{L})$ is the first Chern class of the fundamental line bundle $\mathcal{L}$ of the Weierstrass model (see Definition 2.2.1). In the Calabi–Yau case, $L = -K$ where $K$ is the canonical class of the base $B$ of the elliptic fibration.

Each of the Weierstrass models listed in Table 10.1 has two crepant resolutions connected by an
Atiyah flop. Using the main theorem of [114], we determine a generating function for the Euler characteristic of SO(4) and Spin(4)-models (see Theorem 10.2.3 and Theorem 10.2.1). We study in detail the fiber degeneration of each of these elliptic fibrations and identify new non-Kodaira fibers (see Figures 10.2, 10.3, 10.4, 10.5, 10.6, 10.7, 10.8, 10.9, 10.10, 10.11, and 10.12).

When the elliptic fibration is a threefold, we compute the triple intersection numbers of the fibral divisors (see Theorem 10.4.3). Assuming the Calabi–Yau condition, we can also compute the Hodge numbers of the elliptic fibration. The five-dimensional theory has two distinct Coulomb phases separated by a wall defined by a weight of the vector representation corresponding to the difference of the fundamental weights of each A_i forming the Lie algebra of type D_2. When the elliptic fibration is a Calabi–Yau threefold, the triple intersection numbers of the fibral divisors give the Chern-Simons levels of the theory in a Calabi–Yau compactification of M-theory to a five-dimensional supergravity theory with eight supercharges. In such a five-dimensional theory, we can constrain the number of charged hypermultiplets by comparing the triple intersection numbers of fibral divisors of the elliptic fibration with the cubic 5d prepotential. This point of view was presented in [149] and explicitly implemented in [112, 115, 121, 124]. For an SO(4)-model this is enough to completely fix the number of charged hypermultiplets. But for a Spin(4)-model, this only gives two unresolved linear relations. The number of charged multiplets are fixed by using intersecting-brane techniques or anomaly cancellations from an uplift to a chiral six-dimensional gauged supergravity theory, coming from a Calabi–Yau compactification of F-theory. In all cases, we check that the matter content we obtained is compatible with an anomaly free six-dimensional supergravity theory.
10.1.1 Spin groups, orthogonal groups, and half-spin groups

Assuming that a Lie group $G$ is complex and connected, we only need to know its fundamental group $\pi_1(G)$ and the type of its Lie algebra $\mathfrak{g}$ to determine $G$ up to isomorphism. The Lie algebra only determines the local structure of the group $G$. In F-theory, the Mordell–Weil group of the elliptic fibration is isomorphic to the fundamental group of the Lie group. Assuming that the Mordell–Weil group has a trivial rank, and is therefore purely a torsion group $T$, we can then retrieve the group $G$ as the quotient $G = \tilde{G}/\tilde{T}$, where $\tilde{G} = \exp(\mathfrak{g})$ is the simply connected and compact connected group with Lie algebra $\mathfrak{g}$ and $\tilde{T}$ is a normal subgroup of the center $Z(\tilde{G})$ of $\tilde{G}$ isomorphic to $T$. Note that different isomorphic subgroups $\tilde{T}_1$ and $\tilde{T}_2$ of the center $Z(\tilde{G})$ can give non-isomorphic quotient $\tilde{G}/\tilde{T}_1$ and $\tilde{G}/\tilde{T}_2$. The fundamental group $\pi_1(G)$ and the center $Z(G)$ of $G$ are respectively isomorphic to $T$ and the quotient $Z(\tilde{G})/\tilde{T}$.

\begin{equation}
G = \tilde{G}/\tilde{T}, \quad \tilde{G} := \exp(\mathfrak{g}), \quad \tilde{T} \cong T \subset Z(\tilde{G}), \quad \pi_1(G) \cong T, \quad Z(G) = Z(\tilde{G})/\tilde{T}. \quad (10.3)
\end{equation}

In our case of interest, we recall that the universal covering of a compact gauge group with Lie algebra of type $D_2 \cong A_1 \oplus A_1$ is $\text{Spin}(4)$

\begin{equation}
\tilde{G} = \text{Spin}(4) \cong \text{SU}(2) \times \text{SU}(2). \quad (10.4)
\end{equation}
The center of $\text{Spin}(4 + 4n)$ is the Klein’s four-group $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$:

$$
Z = \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \cong \{ \pm I, \pm \Gamma_* \}.
$$

(10.5)

where $I$ is the identity and $\Gamma_*$ is the product of all gamma matrices and squares to the identity $\Gamma_*^2 = I$. The matrix $\Gamma_*$ is used to define Weyl spinors of $\text{Spin}(4 + 4n)$. Each non-neutral element $g$ of $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$ generates a subgroup $(g)$ isomorphic to $\mathbb{Z}/2\mathbb{Z}$ and the three possibilities account for all the possible embedding of $\mathbb{Z}/2\mathbb{Z}$ in $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. Each of the corresponding quotient $\mathbb{Z}/(g)$ is isomorphic to $\mathbb{Z}/2\mathbb{Z}$. But each quotient $\text{Spin}(4)/(g)$ is a different group as expressed by the following exact sequences.

$$
\begin{align*}
1 & \longrightarrow \langle -I \rangle \cong \mathbb{Z}/2\mathbb{Z} \longrightarrow \text{Spin}(4 + 4n) \longrightarrow \text{SO}(4 + 4n) \longrightarrow 1 \\
1 & \longrightarrow \langle +\Gamma_* \rangle \cong \mathbb{Z}/2\mathbb{Z} \longrightarrow \text{Spin}(4 + 4n) \longrightarrow \text{HSpin}^+(4 + 4n) \longrightarrow 1 \\
1 & \longrightarrow \langle -\Gamma_* \rangle \cong \mathbb{Z}/2\mathbb{Z} \longrightarrow \text{Spin}(4 + 4n) \longrightarrow \text{HSpin}^-(4 + 4n) \longrightarrow 1
\end{align*}
$$

(10.6)

The group $\text{SO}(4 + 4n)$ is the $\mathbb{Z}/2\mathbb{Z}$ quotient of $\text{Spin}(4 + 4n)$ when $\mathbb{Z}/2\mathbb{Z}$ is generated by minus the identity of $\text{Spin}(4 + 4n)$. When $\mathbb{Z}/2\mathbb{Z}$ is generated by $\Gamma_*$ or $-\Gamma_*$, we get a half-spin group. In the case of $\text{SO}(4)$, we have

$$
\text{HSpin}^+(4) \cong \text{SO}(3) \times \text{SU}(2), \quad \text{HSpin}^-(4) \cong \text{SU}(2) \times \text{SO}(3).
$$

(10.7)
Half-spin groups are called *semi-spin group* in Bourbaki [57, Chap 8 §13.4]. The quotient of Spin(4 + 4n) by its center is the adjoint group PSO(4 + 4n). Hence, there are four compact groups of type D_{2+2n}, namely the simply connected group Spin(4 + 4n), the adjoint group PSO(4 + 4n), the half-spin groups HSpin^±(4 + 4n), and the orthogonal group SO(4 + 4n).

### 10.1.2 The simplest SO(4)-model as a Miranda model

The simplest SO(4)-model is realized by III + III, the collision of two fibers of type III, in an elliptic fibration with Mordell–Weil group \( \mathbb{Z}/2\mathbb{Z} \). Its defining equation is

\[ y^2z = x(x^2 + stz^2). \]  

(10.8)

As an illustration, we quickly derive this equation. First, the general elliptic fibration with Mordell–Weil group \( \mathbb{Z}/2\mathbb{Z} \) is [20, 175]

\[ y^2z = x(x^2 + a_2z^2 + a_4z^3). \]  

(10.9)

The generator of the Mordell–Weil group is the section \( x = y = 0 \) and the neutral element is \( x = z = 0 \). A fiber of type III over the generic point of \( S = V(S) \) requires that the valuation of \( a_2 \) and \( a_4 \) be:

\[ v_S(a_2) \geq 1, \quad v_S(a_4) = 1. \]
Hence, we should have

\[ y^2z = x(x^2 + \tilde{a}_2 s^1 + m z^2 + \tilde{a}_4 s z^3), \quad m \in \mathbb{Z}_{\geq 0}. \] (10.10)

The discriminant is \( \tilde{a}_4^2 (4 \tilde{a}_4 - \tilde{a}_2^2 s) \). We can therefore take \( \tilde{a}_4 = t \) to have a collision of type III + \( I_{ns}^2 \) on the divisors \( S = V(s) \) and \( T = V(t) \). Since \( a_4 = st \), we have the linear relation \( S + T = 4L \). The fiber \( I_{ns}^2 \) is replaced by a fiber of type III when \( \nu_T(\tilde{a}_2) \geq 1 \). That would give

\[ y^2z = x(x^2 + \tilde{a}_2 s^1 + m t^1 + n z^2 + stz^3), \quad m, n \in \mathbb{Z}_{\geq 0}. \] (10.11)

If we take the lowest valuations \( (m = n = 0) \), the coefficient \( \tilde{a}_2 \) has to be section of \( L^{-\otimes 2} \) while \( a_2 \) is a section of \( L^{\otimes 2} \). A general solution is simply to take \( \tilde{a}_2 = 0 \), which gives

\[ y^2z = x(x^3 + stz^2). \] (10.12)

The reduced discriminant \( \Delta_{red} = st \) is a normal transverse divisor and the \( j \)-invariant is a constant morphism taking the value \( j = 1728 \) everywhere. After a crepant resolution defined by a sequence of two blow-ups, we get a fiber of type III over the generic point of \( S = V(s) \) and the generic point of \( T = V(t) \). Over the generic point of their intersection \( S \cap T \), the fiber degenerates to The fiber III degenerates to a non-Kodaira fiber of type \( 1 - 2 - 1 \), which is a contraction of a fiber of type

\footnote{For example, if the base is \( \mathbb{P}^r \), this is the only possibility as a line bundle of \( \mathbb{P}^r \) and its inverse cannot have non-trivial sections.}
There are no other singular fibers. This model satisfies all the conditions of a Miranda model. In Miranda regularization, the collision III+III is replaced by a chain of collisions of type III+I∗0+III (see [236, Table 13.1]) by blowing up the intersection of the two divisors. The intersection becomes an exceptional divisor of the base over which the generic fiber is of type I∗ss. Here, we avoid such a blowup of the base since it modifies the canonical class and introduce an additional component in the gauge algebra changing the gauge algebra from type $A_1 \oplus A_1$ to type $A_1 \oplus B_3 \oplus A_1$.

### 10.2 Summary of results

In this section, we categorize all the possible collisions of the fibers that yield $SO(4)$ and $Spin(4)$-models, and summarize the results of the chapter. We first state the geometrical setup and results including Euler characteristics, Hodge numbers, and the triple intersection polynomials in section 10.2.1, and describe their application to the five-dimensional supergravity theories and their six-dimensional uplifted theories in section 10.2.2. We then list the collision of singularities in section 10.2.3.

#### 10.2.1 Geometry

Weierstrass equations for $SO(4)$ and $Spin(4)$-models with minimal valuations of the coefficients are given by Table 10.1.

Let $Y_0$ be one of the Weierstrass models considered in Table 10.1. Then $Y_0$ has two distinct crepant resolutions $f^\pm : Y^\pm \rightarrow Y_0$. One is given by the sequence of two blowups $f^+$. The other crepant res-
Table 10.1: Weierstrass equations and collision rules

The two resolutions are connected by an Atiyah flop. These two resolutions are not isomorphic to each other as the triple intersection numbers are not symmetric under the permutation of $S$ and $T$.

**Theorem 10.2.1.** The generating polynomial of the Euler characteristic of a Spin(4)-model obtained by a crepant resolution of a Weierstrass model given in Table 10.1 is

$$
\chi(Y) = z \left( \frac{S(-6L^2(4T + 3) + L(8(T - 1)T - 9) + T(5 + 4))}{(2L + 1)(S + 1)(T + 1)(-6L + 2S + 2T - 1)} \right. \\
\left. + \frac{S^2(L(8T + 6) + 5T + 3) + 3(2L + 1)(T^2 - L(3T + 2))}{(2L + 1)(S + 1)(T + 1)(-6L + 2S + 2T - 1)} \right) c(B).
$$
In particular, in the case of a Calabi–Yau threefold that is also a Spin(4)-model we have
\[
\chi(Y) = -2 \left( 30K^2 + 15K(S + T) + 3S^2 + 3T^2 + 4ST \right).
\]

**Theorem 10.2.2.** The Hodge numbers of a Spin(4)-model given by the crepant resolution of a Weierstrass model given in Table 10.1 are
\[
b^{1,1}(Y) = 13 - K^2, \quad b^{2,1}(Y) = 13 + 29K^2 + 15K(S + T) + 3S^2 + 4ST + 3T^2.
\]

For the Euler characteristic and the Hodge numbers of the Spin(4)-models, see their proof and detailed description in section 10.4.2.

**Theorem 10.2.3.** The generating polynomial of the Euler characteristic of an SO(4)-model given by the crepant resolution of a Weierstrass model given in Table 10.1 is
\[
\chi(Y) = \frac{4(3L + 4TL - T^2)}{(1 + T)(1 + 4L - T)} c(B).
\]

In particular, if the SO(4)-model is a Calabi–Yau threefold, we have
\[
\chi(Y) = -4(9K^2 + 4KT + T^2).
\]

**Theorem 10.2.4.** The Hodge numbers of an SO(4)-model given by the crepant resolution of a Weier-
strass model given in Table 10.1 are

\[ b^{1,1}(Y) = 13 - K^2, \quad b^{2,1}(Y) = 13 + 17K^2 + 8KT + 2T^2. \]

For the Euler characteristic and the Hodge numbers of the SO(4)-models, see their proof and detailed description in section 10.3.3.

**Theorem 10.2.5.** Let \( f^+: Y^+ \to Y_0 \) be the crepant resolution where \( Y_0 \) is any of the Spin(4)-model listed in Table 10.1. The triple intersection polynomial of \( Y^+ \) is

\[
F_{\text{trip}}^+ = \int_Y \pi_* f_* \left[ \left( \psi_0 D_0' + \psi_1 D_1' + \varphi_0 D_0 + \varphi_1 D_1 \right)^3 \right] 
\]

\[
= 2T(-2L + S - T)\varphi_1^3 - 6ST\psi_1\varphi_1^2 - 2S(2L + S)\psi_1^3 
\]

\[
+ 2T(2L - S - 2T)\varphi_0^3 + 6T\varphi_0^2 \left( \varphi_1(2L - S + T) - S\psi_1 \right) - 4S(S - L)\psi_o \left( \psi_o - \psi_1 \right)^2 
\]

\[
- 2S(2L + S)\varphi_o \varphi_1 \left( \psi_0 - \psi_1 \right) + 6T\varphi_0 \left( \varphi_1(2L - S) - 2S \left( \psi_o - \psi_1 \right)^2 + 2S\psi_1\varphi_1 \right). 
\]

The triple intersection polynomial in the fibration \( Y^- \) defined by exchanging the order of the blowup is \( F_{\text{trip}}^- \) and is obtained from \( F_{\text{trip}}^- \) by the involution \( \psi \leftrightarrow \varphi \).

The triple intersection polynomial for the Spin(4)-models are derived in section 10.4.3. The triple intersection for an SO(4)-model is then derived from the one of a Spin(4)-model by the specialization \( S \to -4K - T \).

**Theorem 10.2.6.** Let \( f^+: Y^+ \to Y_0 \) be the crepant resolution where \( Y_0 \) is any of the SO(4)-model
The triple intersection polynomial of $Y^+$ is

$$F_{\text{trip}}^+ = \pi \star f \cdot \left( \psi_0 D_0 + \psi_1 D_1 + \phi_0 D_0 + \phi_1 D_1 \right)^3$$

$$= -2T \varphi_0^3 (2L + T) - 2(4L - T) \left( \psi_0 - \psi_1 \right)^2 \left( \psi_0 (6L - 2T) + \psi_1 (6L - T) \right)$$

$$+ 6T \varphi_0 \left( - \left( \psi_0 - \psi_1 \right)^2 (4L - T) + 2\psi_1 \varphi_1 (4L - T) + \varphi_1^2 (T - 2L) \right) + 6T \varphi_0^3 \left( \psi_1 (T - 4L) + 2L \varphi_1 \right)$$

$$- 2 \left( 24L^2 - 10LT + T^2 \right) \psi_1^3 + 6T (T - 4L) \psi_1 \varphi_1^2 + 4T (L - T) \varphi_1^1.$$ 

This triple intersection model of an SO(4)-model is described in detail in section 10.3.4.

### 10.2.2 Applications to 5d and 6d supergravity theories

The $\mathbb{Z}/2\mathbb{Z}$ quotients of Spin(4) can be SO(4), or the half-spin groups SO(3) × SU(2) and SU(2) × SO(3). But which one is realized by the collisions presented in Table 10.1? This question is answered by scrutinizing the representation $R$ associated with the elliptic fibration.

We recall that a representation of $A_1 \oplus A_1$ is given by two spins $(j_1, j_2)$ where $j_i$ is in $\frac{1}{2} \mathbb{Z}_{\geq 0}$. It we name the representation by two numbers indicating the dimension of each projection, $(j_1, j_2)$ is the same as $(2j_1 + 1, 2j_2 + 1)$. Each representation $(j_1, j_2)$ is a valid representation of Spin(4). But is only a projective representation of the three possible $\mathbb{Z}/2\mathbb{Z}$ quotient of Spin(4). More explicitly, the representations of the semi-spin group SU(2) × SO(3) are those with spin $(j_1, j_2)$ where $j_2$ an integer, while the representations of the semi-spin group SO(3) × SU(2) have spin $(j_1, j_2)$ where $j_1$ an integer, and the representations of SO(4) have spin $(j_1, j_2)$ such that $j_1 + j_2$ an integer.
The determination of the representation $R$ associated to an elliptic fibration is explained in section 2.3. In the present case, we find that $^3$:

$$\text{SO}(4)\text{-model:} \quad R = (3, 1) \oplus (1, 3) \oplus (2, 2)$$

$$\text{Spin}(4)\text{-model:} \quad R = (3, 1) \oplus (1, 3) \oplus (2, 2) \oplus (2, 1) \oplus (1, 2)$$

The representation $(3, 1) \oplus (1, 3)$ is the adjoint representation of the Lie algebra of type $D_2 \cong A_1 \oplus A_1$ and the representation $(2, 1) \oplus (1, 2)$ is the spin representation of $D_2$. The representation $(2, 2)$ is the vector representation of $D_2$. The collisions listed in Table 10.1 always produce the bifundamental representation $(2, 2)$ of spin $(\frac{1}{2}, \frac{1}{2})$ of the Lie algebra of type $D_2$. Such a representation is incompatible with the half-spin groups and left only $\text{SO}(4)$ and $\text{Spin}(4)$ as possible options. $^3$

\begin{table}
\centering
\begin{tabular}{|c|c|}
\hline
Group & Representation $(j_1, j_2)$ or $(2j_1 + 1, 2j_2 + 1)$ \\
\hline
$\text{Spin}(4)$ & $j_1, j_2 \in \frac{1}{2}\mathbb{Z}_{\geq 0}$ \\
$\text{Spin}^+(4)$ & $j_1 \in \mathbb{Z}_{\geq 0}, j_2 \in \frac{1}{2}\mathbb{Z}_{\geq 0}$ \\
$\text{Spin}^-(4)$ & $j_1 \in \frac{1}{2}\mathbb{Z}_{\geq 0}, j_2 \in \mathbb{Z}_{\geq 0}$ \\
$\text{SO}(4)$ & $j_1, j_2 \in \frac{1}{2}\mathbb{Z}_{\geq 0}, j_1 + j_2 \in \mathbb{Z}_{\geq 0}$ \\
\hline
\end{tabular}
\caption{Representations for $\text{SO}(4)$ and $\text{Spin}(4)$ groups.}
\end{table}

$^3$We denote a representation by the dimensions $(d_1, d_2)$ of its two projections.

$^3$The bifundamental representation $(2, 2)$ of $A_1 \oplus A_1$ is the vector representation of $\text{SO}(4)$ of dimension 4, which, in terms of spins of the two $SU(2)$ forming a $\text{Spin}(4)$, is the representation $(\frac{1}{2}, \frac{1}{2})$. The bifundamental representation rules out the groups $SU(2) \times SO(3)$ and $SO(3) \times SU(2)$, but is a valid representation of both $\text{SO}(4)$ and $\text{Spin}(4)$. 
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From the point of view of the elliptic fibration, the group Spin(4) requires a trivial Mordell–Weil group while the group SO(4) requires a Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. We are not aware of any F-theory construction of a gauge theory with the semi-spin group $SU(2) \times SO(3)$.

We denote by $g_S$ and $g_T$ the genus of $S$ and $T$. The SO(4)-model only has adjoint representations $(\text{Adj}^- = (3, 1)$ and $\text{Adj}^+ = (1, 3))$ and the vector representation $V = (2, 2)$. For the Spin(4)-model, there are additional hypermultiplets transforming in the two semi-spin representations ($\text{Spin}^-(2, 1)$ and $\text{Spin}^+(1, 2)$) of $D_2 \cong so(4)$. If we denote by $\Delta'$ the third component of the discriminant locus, then the number of hypermultiplets transforming in the semi-spin representations $\text{Spin}^\pm$ of $D_2 \cong so(4)$ are given by the intersection numbers $S \cdot \Delta'$ and $T \cdot \Delta'$. The class of $\Delta'$ is $-2(4K + T + S)$. In particular, it is zero when we specialize to the SO(4)-model.

We show that for an SO(4)-model and a Spin(4)-model with the matter content discussed above and summarized on Table 10.3, all anomalies are canceled in a six-dimensional $\mathcal{N} = (1, 0)$ supergravity theory. Comparing the triple intersection numbers of an SO(4)-model with the prepotential of a five-dimensional $\mathcal{N} = 1$ theory with matter charged under the same representation $R$ completely fixes the numbers of charged hypermultiplets. However this is not the case for a Spin(4)-model, since there are more representations involved; the comparison with the triple intersection numbers only give two linear relations. Using additional information from intersecting branes, we check that the six-dimensional uplifted theory can be anomaly-free by the Green-Schwarz mechanism.
Figure 10.1: Coulomb phases of an $SO(4)$-model or a $Spin(4)$-model with matter in the representation $(2, 2)$. The addition of the representation $(3, 1), (1, 3), (2, 1)$, or $(1, 2)$ do not change the chamber structure. The only weight defining an interior wall is the weight $[1; -1]$ of the representation $(2, 2)$. Geometrically, the chambers are identified by the presence of a curve with weights $\pm [1, -1]$ with respect to the fibral divisors $D_s$ and $D_t$ that project respectively to the divisors $S$ and $T$ and do not touch the zero section of the elliptic fibration.

Figure 10.2: Non-Kodaira fibers. Nodes surrounded by a red ellipsis are obtained only after a field extension. For example, all these fibers appear in the collision $I_s^2 + I_s^2$. 
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(4)</td>
<td>(R = (3, 1) \oplus (1, 3) \oplus (2, 2))</td>
<td>(\chi(CY_3) = -4(9K^2 + 4KT + T^2))</td>
<td></td>
<td>(n_{1,3} = g_T, \ n_{3,1} = g_S, \ n_{2,2} = S \cdot T)</td>
<td></td>
</tr>
<tr>
<td>Spin(4)</td>
<td>(R = (3, 1) \oplus (1, 3) \oplus (2, 2) \oplus (2, 1) \oplus (1, 2))</td>
<td>(\chi(CY_3) = -2(30K^2 + 15KS + 15KT + 3S^2 + 4ST + 3T^2))</td>
<td>(b^{13}(CY_3) = 13 - K^2, \ b^{13}(CY_3) = 13 + 29K^2 + 15KS + 15KT + 3S^2 + 4ST + 3T^2)</td>
<td>(n_{3,1} = g_S, \ n_{1,3} = g_T, \ n_{2,2} = S \cdot T, \ n_{2,1} = S \cdot V(\tilde{b}<em>8), \ n</em>{1,2} = T \cdot V(\tilde{b}_8))</td>
<td></td>
</tr>
</tbody>
</table>

**Table 10.3:** Data of the low energy effective theory of a SO(4) and a Spin(4)-model compactified on a Calabi–Yau threefolds. \(R\) is the representation, \(\chi\) is the Euler characteristic of the Calabi–Yau threefold, \(\mathcal{S}\) and \(T\) are the two divisors supporting the reducible fibers, \(g_S\) and \(g_T\) are the genus of these divisors. The number of representations in the irreducible representation \(R_i\) is denoted \(n_{R_i}\). \(\mathcal{F}^+_{triple}\) is the triple intersection polynomial for the variety \(Y^+\) defined by the crepant resolution of equation (10.13). In the resolution \(Y^-\), we have a distinct \(\mathcal{F}^-_{triple}\) obtained by exchanging \(\psi_1\) and \(\phi_1\), which corresponds to the crepant resolution of equation 10.14.
10.2.3 Collision of Singularities

Table 10.4: Collisions at the intersections of two Kodaira fibers with dual graph $\tilde{A}_n$. The representation produced is always the bifundamental representation $(2, 2)$ of $A_1 \oplus A_1$. Nodes surrounded by a red ellipse form a non-split node and are obtained individually only after a field extension (they are "related by monodromies").
Figure 10.3: Fiber structure of an SO(4)-model with collision $I_{1^+}^l + I_{1^-}^l$ and Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. 
Figure 10.4: Fiber structure of an SO(4)-model with collision $I_{11}^c + I_1^c$ and Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. 
$T = 0$

$S = 0$

$T = 0$

$S = 0$

$a_1 = 0$

Figure 10.5: Fiber structure of an SO(4)-model with collision $l^2_1 + l^2_2$ and Mordell–Weil group $\mathbb{Z}/2\mathbb{Z}$. 
Figure 10.6: Fiber structure of an SO(4)-model with III+Ins\n2. The Weierstrass equation is \( y^2 z = x^3 + a_2 x^2 z + stxz^2 \).

Figure 10.7: Fiber structure of an SO(4)-model with III+III. The Weierstrass equation is \( y^2 z = x^3 + a_2 x^2 z + stxz^2 \) and there are moduli coming from the Weierstrass coefficients since we necessarily have \( S + T = 4L \) and \( a_2 = 0 \). The discriminant \( \Delta \propto \ell \) is a divisor with simple normal crossing and the \( j \)-invariant is constant and equal to 1728.
Figure 10.8: Fiber structure of a Spin(4)-model with $I_2^n + I_2^n$.
Figure 10.9: Fiber structure of a Spin(4)-model with $I_{12}^{ns} + I_{12}^{ns}$.
Figure 10.10: Fiber structure of a Spin(4)-model with III+I^I_2.
Figure 10.11: Fiber structure of a Spin(4)-model with III+III.
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Figure 10.12: Fiber structure of a Spin(4)-model with IV
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10.3 SO(4)-model

The generic SO(4)-model is defined as an $\text{Ins}_2^{\mathbb{Z}} + \text{Ins}_2^{\mathbb{Z}}$-model with a $\mathbb{Z}/2\mathbb{Z}$ Mordell–Weil group. We assume that the first and second $\text{Ins}_2^{\mathbb{Z}}$ are the generic fibers of two smooth divisors $S = V(s)$ and $T = V(t)$ intersecting transversally. Using the work of Miranda or Nakayama, we expect a geometric fiber of type $I_4$ at the collision of $S$ and $T$. All the other SO(4)-model are then obtained as degenerations of this one.

10.3.1 Weierstrass equation, crepant resolutions and flops

We recall that the generic Weierstrass model with a $\mathbb{Z}/2\mathbb{Z}$ Mordell–Weil group is

$$y^2z = x^3 + a_2x^2z + a_4xz^2,$$  \hspace{1cm} (10.15)

where $a_2$ and $a_4$ are respectively sections of $L^{\otimes 2}$ and of $L^{\otimes 4}$. The discriminant locus of this elliptic fibration is $\Delta = 16a_2^4(a_2^2 - 4a_4)$. The generic fiber over $V(a_4)$ is of type $I_2^{\mathbb{Z}}$ while the generic fiber over $V(a_2^2 - 4a_4)$ is of type $I_1$. An SO(4)-model is obtained by requiring $a_4$ to factor into two irreducible components

$$a_4 = st.$$  \hspace{1cm} (10.16)

We assume that $S = V(s)$ and $T = V(t)$ are two smooth divisors intersecting transversally. Since $a_4$ is a section of $L^{\otimes 4}$, the equation $a_4 = st$ imposes the following linear constraint on the class of $S$
and $T$:

$$S + T = 4L, \quad (10.17)$$

where we denote the first Chern class of $\mathcal{L}$ as $L = c_1(\mathcal{L})$. The Weierstrass model of this $\text{SO}(4)$ model is then

$$y^2z = x^3 + a_2x^2z + stxz^2. \quad (10.18)$$

Its discriminant locus is

$$\Delta = 16s^2t^2 (a_2^2 - 4st), \quad (10.19)$$

which consists of three components

$$S = V(s), \quad T = V(t), \quad \text{and} \quad \Delta' = a_2^2 - 4st. \quad (10.20)$$

When the base is of dimension three or higher, the divisor $\Delta'$ has double point singularities at $V(a_2, s, t)$. The divisors $S$ and $T$ do not intersect $\Delta'$ transversally as the intersection is non-reduced.

We can easily deform the elliptic fibration to produce other fibers still giving an $\text{SO}(4)$-model.

$$I_2^1 + I_1^1 : \quad y^2z + a_1xyz = x^3 + \tilde{a}_4tx^2z + stxz^2 \quad (10.21)$$

$$I_2^1 + I_1^1 : \quad y^2z + a_1ytx = x^3 + \tilde{a}_4sx^2z + stxz^2 \quad (10.22)$$

$$\text{III} + I_1^1 : \quad y^2z = x^3 + \tilde{a}_2sx^2z + stxz^2 \quad (10.23)$$

$$\text{III} + I_1^1 : \quad y^2z + \tilde{a}_4xyz = x^3 + \tilde{a}_2sx^2z + stxz^2 \quad (10.24)$$
\[ \text{III + III: } y^2z = x^3 + \tilde{a}_2stx^2z + stxz^2. \quad (10.25) \]

We give a crepant resolution via following sequence of two blowups

\[
X_0 \xleftarrow{(x,y,z|e_1)} X_1 \xleftarrow{(x,y,z|w_1)} X_2. \quad (10.26)
\]

The other crepant resolution connected by a flop is obtained by exchanging \( S \) and \( T \). For that reason, we work with the current resolution as the other one is described by a simple exchange of \( S \) and \( T \).

The relative “projective coordinates” of \( X_2 \) are then given by

\[
\begin{bmatrix}
es_1w_1x : es_1w_1y : z = 1
\end{bmatrix} \begin{bmatrix}
w_1x : w_1y : s
\end{bmatrix} \begin{bmatrix}
x : y : t
\end{bmatrix}. \quad (10.27)
\]

The proper transform of the original Weierstrass model is

\[ y^2z = es_1w_1x^3 + a_2stx^2z + stxz^2. \quad (10.28) \]

By the Jacobian criterion, assuming that \( S \) and \( T \) are transverse is enough to prove that this proper transform is smooth since \( (x, y, st) \) is an empty ideal after the two blowups.

In the SO(4)-model, the Atiyah flop is easily seen by considering a partial resolution that is a
common blowdown for both resolutions.

\[
\begin{align*}
X_0 & \xrightarrow{(x,y|\epsilon_1)} X_1 \\
& \xleftarrow{(\epsilon_1,s|\epsilon_2)} X_2^- \xrightarrow{(\epsilon_1,t|w_2)} X_2^+ \\
& \xrightarrow{(\epsilon_1,|\epsilon_2)} \quad (10.29)
\end{align*}
\]

After the first blow-up, we get the partial resolution

\[
\mathcal{E}_1 : \quad \epsilon_1(y^2 - \epsilon_1 x^3 - a_2 x^2) = stx. \quad (10.30)
\]

Since \((x,y)\) cannot vanish at the same time, the previous equation is of the type \(u_2 u_4 - u_3 u_4 = 0\), which is exactly the equation of the singularity whose resolutions determine the Atiyah's flop. The two crepant resolutions are then obtained by blowing up \((\epsilon_1,s)\) or \((\epsilon_1,t)\).
10.3.2 Fiber structure

We can now study the fiber structure of this elliptic fibration. We assume that the base is of arbitrary dimension. We have four fibral divisors:

\[
\begin{align*}
D_s^0 & : s = y^2 - e_1 w_1 x^3 - a_2 x^2 = 0, \\
D_s^1 & : e_1 = y^2 - a_2 x^2 - s t x = 0, \\
D_t^0 & : t = y^2 - e_1 w_1 x^3 - a_2 x^2 = 0, \\
D_t^1 & : w_1 = y^2 - a_2 x^2 - s t x = 0.
\end{align*}
\] (10.31)

The divisors \(D_s^0\) and \(D_s^1\) (resp. \(D_t^0\) and \(D_t^1\)) project to \(S\) (resp. \(T\)). All these divisors are conic bundles. Over the generic point of \(S\), we have two fibers \(C_s^0\) and \(C_s^1\) intersecting at

\[C_s^0 \cap C_s^1 : s = e_1 = y^2 - a_2 x^2 = 0.\] (10.32)

The intersection points are the two roots of \(y^2 - a_2 x^2 = 0\). Thus, this does represent an \(I_{2s}^{\text{ns}}\) since computing the roots requires taking the square root of \(a_2\), the two points coincide when \(a_2 = 0\) yielding a fiber of type III. The same is true over \(T\), where the generic fiber \(I_{2s}^{\text{ns}}\) degenerates to a fiber
III over $T \cap V(a_2)$. At the intersection of $S$ and $T$, we get

\[
\begin{aligned}
D'_o \cap D'_o & : s = t = y^2 - e_1w_1x^3 - a_2x^2 = 0 \rightarrow \eta^{00}, \\
D'_1 \cap D'_o & : e_1 = t = y^2 - a_2x^2 = 0 \rightarrow \eta^{10\pm}, \\
D'_1 \cap D'_1 & : e_1 = w_1 = y^2 - a_2x^2 - stx = 0 \rightarrow \eta^H,
\end{aligned}
\]

(10.33)

where the intersections of the new fibers are given by

\[
\begin{aligned}
\eta^{00} \cap \eta^{10\pm} : s = e_1 = t = y^2 - a_2x^2 = 0, \\
\eta^{10\pm} \cap \eta^H : e_1 = t = w_1 = y^2 - a_2x^2 = 0.
\end{aligned}
\]

(10.34) (10.35)

This gives a fiber of type $I_{4}^{0}$ (see Figure 10.7). Over $V(S, T, a_2)$, the fiber $I_{4}^{0}$ degenerates further to a non-Kodaira fiber of type $1 - 2 - 1$ as the two rational curves $\eta^{10\pm}$ coincide. There are no other degenerations.

At the collision $S \cap T$, the splitting of the curves $C'_o$, $C'_1$, $C'_o$, and $C'_i$ are given by

\[
\begin{aligned}
C'_o & \rightarrow \eta^{00}, \\
C'_i & \rightarrow \eta^{10+} + \eta^{10-} + \eta^H, \\
C'_o & \rightarrow \eta^{00} + \eta^{10+} + \eta^{10-}, \\
C'_i & \rightarrow \eta^H,
\end{aligned}
\]

(10.36)
This induces linear relations that we exploit to compute the intersection numbers between the curves of the collision and the fibral divisors

<table>
<thead>
<tr>
<th>( \eta^{\infty} )</th>
<th>( \eta^{\to+} + \eta^{\to-} )</th>
<th>( \eta^{\to\pm} )</th>
<th>( \eta^{\mu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2 2 0 0</td>
<td>2 -2 -2 2</td>
<td>1 -1 -1 1</td>
<td>0 0 2 -2</td>
</tr>
</tbody>
</table>

Hence, we see that we get the weight \([1; -1]\) from the curves \( \eta^{\to\pm} \). Since both \([1]\) and \([-1]\) are from the representation 2 of \(\text{su}(2)\), we can deduce that the matter content we get is a bifundamental, \((2, 2)\), corresponding to the vector representation of \(\text{SO}(4)\). Hence the matter contents of the \(I^\mu + I^\nu\)-model with a \(\mathbb{Z}/2\mathbb{Z}\) Mordell–Weil group is given by

\[
R = (3, 1) \oplus (1, 3) \oplus (2, 2). \tag{10.38}
\]

10.3.3 Euler characteristic

Now we compute the Euler characteristic using the blowup maps for getting this crepant resolution. The following theorems are direct specializations of Theorem 10.2.1 and 10.2.2 for \(\text{Spin}(4)\)-models after imposing the condition \(S + T = 4L\).

**Theorem 10.2.3.** The generating polynomial of the Euler characteristic of an \(\text{SO}(4)\)-model given by
the crepant resolution of a Weierstrass model given in Table 10.1 is

$$\chi(Y) = \frac{4(3L + 4TL - T^2)}{(1 + T)(1 + 4L - T)} \cdot c(B).$$

In particular, if the SO(4)-model is a Calabi–Yau threefold, we have

$$\chi(Y) = -4(9K^2 + 4KT + T^e).$$

**Theorem 10.2.4.** The Hodge numbers of an SO(4)-model given by the crepant resolution of a Weierstrass model given in Table 10.1 are

$$h^{1,1}(Y) = 13 - K^2, \quad h^{2,1}(Y) = 13 + 17K^2 + 8KT + 2T^e.$$

### 10.3.4 Triple Intersection and the Prepotential

In this subsection, we compute the triple intersection polynomial of the SO(4)-model.

$$\mathcal{F}_{\text{trip}}^+ = \pi_+ f^* \left( \psi_o D_o' + \psi_1 D'_1 + \phi_o D'_o + \phi_1 D'_1 \right)^3$$

$$= -2T\varphi_o^3 (2L + T) - 2(4L - T) (\psi_o - \psi_1)^2 (\psi_o (6L - 2T) + \psi_1 (6L - T))$$

$$+ 6T\varphi_o ((\psi_o - \psi_1)^2 (4L - T) + 2\psi_1 (4L - T) + \varphi_i^2 (T - 2L))$$

$$+ 6T\varphi_o^2 (\psi_1 (T - 4L) + 2L\varphi_1)$$

$$- 2 (24L^2 - 10LT + T^e) \psi_1^3 + 6T(T - 4L)\psi_1^2 \varphi_1^2 + 4T(L - T) \varphi_1 .$$

(10.39)
In the flop, $F_{\text{trip}}$ is obtained by the involution $\psi \leftrightarrow \phi$. Using the Intrilligator-Morrison-Seiberg approach, we compute the prepotential of the five-dimensional theory to be

$$6F_{\text{IMS}} = -8(n_{1,3} - 1) |\phi_1|^3 - n_{2,2}(|\phi_1 - \psi_1|^3 - |\phi_1 + \psi_1|^3) - 8(n_{3,1} - 1) |\psi_1|^3. \quad (10.40)$$

In the chamber $\phi_1 - \psi_1 > 0$, the prepotential is

$$6F_{\text{IMS}}^+ = -8(n_{1,3} - 1) \phi_1^3 - 2(n_{2,2} + 4n_{3,1} - 4) \psi_1^3 - 6n_{2,2} \phi_1^2 \psi_1. \quad (10.41)$$

In the chamber $\phi_1 - \psi_1 < 0$, the prepotential is

$$6F_{\text{IMS}}^- = -8(n_{1,3} - 1) \psi_1^3 - 2(n_{2,2} + 4n_{3,1} - 4) \phi_1^3 - 6n_{2,2} \phi_1^2 \psi_1. \quad (10.42)$$

10.3.5 Counting charged hypermultiplets in 5d

Matching the 5d prepotential with the triple intersection numbers, we can determine the number of representations. We find a perfect match between the triple intersection number and the prepotential when

$$n_{2,2} = -T(-4L + T), \quad n_{1,3} = \frac{1}{2} (-LT + T^2 + 2), \quad n_{3,1} = \frac{1}{2} (12L^2 - 7LT + T^2 + 2) \quad (10.43)$$
Using the relation $T + S = 4L$, we can rewrite these numbers as

$$ n_{2,2} = TS, \quad n_{1,3} = g_T, \quad n_{3,1} = g_S, \quad (10.44) $$

where $g_T$ and $g_S$ are respectively the genus of $T$ and $S$.

### 10.3.6 Anomaly cancellations

The number of vector multiplets $n^{(6)}_V$, tensor multiplets $n_T$, and hypermultiplets $n_H$ are (see equations (2.42)):

$$ n^{(6)}_V = 6, \quad n_T = 9 - K^2, \quad (10.45) $$

$$ n_H = h^{2,1}(Y) + 1 + n_{3,1}(3 - 1) + n_{2,2}(4 - 0) + n_{1,3}(3 - 1) = 18 + 29K^2. $$

Thus, we can conclude that the purely gravitational anomaly is canceled:

$$ n_H - n^{(6)}_V + 29n_T - 273 = 0. \quad (10.46) $$

Now consider the remaining parts of the anomaly polynomial

$$ I_8 = \frac{9 - n_T}{8}(\text{tr} R^2)^2 + \frac{1}{6}(X^{(2)}_1 + X^{(2)}_2)\text{tr} R^2 - \frac{2}{3}(X^{(4)}_1 + X^{(4)}_2) + 4Y_{12}, \quad (10.47) $$
where

\begin{align*}
X_i^{(2)} &= (A_i(1 - n_i) - n_i A_i) \text{tr}_1 F_i^2 = -6K(4K + T) \text{tr}_1 F_i^2 \quad (10.48) \\
X_i^{(4)} &= (B_i(1 - n_i) - n_i B_i) \text{tr}_1 F_i^4 + (C_i(1 - n_i) - n_i C_i) (\text{tr}_2 F_i^2)^2 \\
&= -3(4K + T)^2 (\text{tr}_2 F_i^2)^2 \\
X_i^{(2)} &= (A_i(1 - n_i) - n_i A_i) \text{tr}_1 F_i^2 = 6K T \text{tr}_1 F_i^2 \quad (10.50) \\
X_i^{(4)} &= (B_i(1 - n_i) - n_i B_i) \text{tr}_1 F_i^4 + (C_i(1 - n_i) - n_i C_i) (\text{tr}_2 F_i^2)^2 \\
&= -3T^2 (\text{tr}_2 F_i^2)^2 \\
Y_{12} &= (n_{1,4} + n_{2,7}) \text{tr}_1 F_1^2 \text{tr}_4 F_2^2 = -T(4K + T) \text{tr}_1 F_1^2 \text{tr}_4 F_2^2. \quad (10.52)
\end{align*}

Hence the anomaly polynomial becomes simply

\[ I_8 = \frac{1}{2} \left( \frac{1}{2} K \text{tr} R^2 + 2 \text{tr}_1 F_1^2 + 2T \text{tr}_2 F_2^2 \right)^2, \quad (10.53) \]

where \( S + T = -4K \). Since the anomaly polynomial is a perfect square, we can conclude that the anomalies are all canceled.
10.4 Spin(4)-model

A Weierstrass equation for Spin(4) is given by the collision of type $I_{2}^{w} + I_{2}^{w}$ in an elliptic fibration with a trivial Mordell–Weil group.

$$Y_0 : \quad y^2 z = x^3 + a_2 x^2 z + \tilde{a}_4 stxz^2 + \tilde{a}_6 s^2 t^2 z^3. \quad (10.54)$$

This is a good starting point as the other possibilities (see Table 10.1) can be described as degenerations of it. The discriminant locus of this model is

$$\Delta = -s^2 t^2 \left( 4a_2^2 a_6 - a_2^2 \tilde{a}_4^2 - 18a_2 \tilde{a}_4 a_6 st + 4\tilde{a}_4^3 st + 27a_6^2 s^2 t^2 \right). \quad (10.55)$$

**Theorem 10.4.1.** Assuming that $S = V(s)$ and $T = V(t)$ intersect transversally, the Weierstrass model

$$Y_0 : \quad y^2 z = x^3 + a_2 x^2 z + \tilde{a}_4 stxz^2 + \tilde{a}_6 s^2 t^2 z^3.$$ 

has two distinct crepant resolutions $Y^\pm$. One is given by the sequence of blowups

$$X_0 \xleftarrow{(x,y,t|e_1)} X^+_1 \xleftarrow{(x,y,t|w_1)} X^+_2. \quad (10.56)$$

The other crepant resolution is obtained by exchanging the order of the blowup.

$$X_0 \xleftarrow{(x,y,t|w_1)} X^-_1 \xleftarrow{(x,y,t|e_1)} X^-_2. \quad (10.57)$$
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The proper transforms of the Weierstrass model $Y_0$ is then a smooth elliptic fibration $Y^+$ or $Y^-$ are crepant resolutions of $Y_0$ connected by an Atiyah flop.

The proper transforms are

$$Y^\pm : y^2z = e_1w_1x^3 + a_2x^2z + \tilde{a}_4stxz^2 + \tilde{a}_6s^2t^2z^3. \quad (10.58)$$

The relative projective coordinates for $X^\pm_2$ are then given by

$$X^+_2 \left[ e_1w_1x : e_1w_1y : z = 1 \right] [w_1x : w_1y : s] [x : y : t]. \quad (10.59)$$

and for the second sequence of blowups:

$$X^-_2 \left[ e_1w_1x : e_1w_1y : z = 1 \right] [e_1x : e_1y : t] [x : y : s]. \quad (10.60)$$

The same blowups are also giving crepant resolutions connected by an Atiyah flop.

10.4.1 Fiber structure

We have four fibral divisors where two ($D^+_o$ and $D^+_i$) are over $S$ and the other two ($D^-_o$ and $D^-_i$) are over $T$:

$$D^+_o : s = y^2 - e_1w_1x^3 - a_2x^2 = 0, \quad (10.61)$$

$$D^-_i : e_1 = y^2 - a_2x^2 - \tilde{a}_4stx - \tilde{a}_6s^2t^2 = 0 \quad (10.62)$$
\[ D'_0 : t = y^2 - e_1 w_1 x^3 - a_2 x^2 = 0, \quad (10.63) \]
\[ D'_1 : w_1 = y^2 - a_2 x^2 - \tilde{a}_4 s t x - \tilde{a}_6 s^2 t^2 = 0. \quad (10.64) \]

First we can understand the fiber structure of this chamber. Over \( S \), we have two fibers \( C_0 \) and \( C_1 \), where they intersect at two points given by

\[ C_0 \cap C_1 : s = e_1 = y^2 - a_2 x^2 = 0. \quad (10.65) \]

This is the same intersection from the \( I^w_2 + I^w_2 \)-model with \( \mathbb{Z}/2\mathbb{Z} \). This enhances to a type III fiber when \( a_2 = 0 \) as well. This has another enhancement over \( S \) when \( \tilde{a}_4^2 - 4a_2 \tilde{a}_6 = 0 \), because the conic curve \( D'_1 \) splits into two curves

\[ C'_1 \rightarrow C'_{1+} + C'_{1-}, \quad (10.66) \]

which yields the fiber \( I^w_3 \). The intersection numbers between the new curves and the fibral divisors are given by

<table>
<thead>
<tr>
<th></th>
<th>( D'_0 )</th>
<th>( D'_1 )</th>
<th>( D'_0' )</th>
<th>( D'_1' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_0 )</td>
<td>-2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( C'_{1+} )</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( C'_{1-} )</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(10.67)

From the intersection numbers, we get the weight \([1; 0]\) from both curves \( C'_{1\pm} \). Since \([i]\) corresponds to the representation 2 of \( \text{su}(2) \) and it is only charged over \( S \), we get the matter content in the repre-
sentation (2, 1).

Over $T$, the same enhancements $I_2 \rightarrow I_3$ and $I_2 \rightarrow III$ exist as the two divisors are the same when $s \leftrightarrow t$ and $e_1 \leftrightarrow w_1$. For the former enhancement, the intersection numbers between the new curves via the splitting

$$C'_t \rightarrow C'_{t+} + C'_{t-},$$

(10.68)

and the fibral divisors are given by

<table>
<thead>
<tr>
<th></th>
<th>$D'_0$</th>
<th>$D'_1$</th>
<th>$D''_0$</th>
<th>$D''_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C'_o$</td>
<td>0</td>
<td>0</td>
<td>−2</td>
<td>2</td>
</tr>
<tr>
<td>$C'_{t+}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>−1</td>
</tr>
<tr>
<td>$C'_{t-}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>−1</td>
</tr>
</tbody>
</table>

(10.69)

From these intersection numbers of the curves $C'_{t\pm}$, we get the weight $[0; 1]$. Since $[1]$ corresponds to the representation 2 of $su(2)$ and it is only charged over $T$, we get the matter content in the representation (1, 2).

Over both $S$ and $T$, we get four following curves:

$$
\begin{cases}
D'_0 \cap D'_0 : s = t = y^2 - e_1 w_1 x^3 - a_2 x^2 = 0 \rightarrow \eta^{oo}, \\
D'_1 \cap D'_0 : e_1 = t = y^2 - a_2 x^2 = 0 \rightarrow \eta^{oo}, \\
D'_1 \cap D'_1 : e_1 = w_1 = y^2 - a_2 x^2 - \tilde{a}_4 stx - \tilde{a}_6 s^2 t^2 = 0 \rightarrow \eta^u.
\end{cases}
$$

(10.70)
The curve $\eta^{10}$ is not geometrically irreducible and consists of two geometrically irreducible curves $\eta^{10\pm}$ that requires taking the square-root of $a_2$. Clearly, if in the Weierstrass equation, $a_2$ was a perfect square modulo $\tau$ or $s$, the fiber $\eta^{10}$ will factorize into $\eta^{10\pm}$ without the need of a field extension.

The intersections of the new curves are

$$\eta^{10\pm} \cap \eta^0 : s = e_1 = t = y^2 - a_2x^2 = 0,$$

$$\eta^{10\pm} \cap \eta^0 : e_i = t = w_i = y^2 - a_2x^2 = 0.$$

This gives a fiber of type $I^{ns}_{4}$. When $a_2 = 0$, this specializes into a new fiber, as represented in Figure 10.9, where the nonsplit curves $\eta^{10\pm}$ become a single curve $\eta^{10y}$ with degeneracy two, where

$$\eta^{10y} : e_i = t = y = 0.$$

From these splittings of the curve,

$$\begin{cases}
C_0 \to \eta^0,
\cr C_1 \to \eta^{10+} + \eta^{10-} + \eta^0,
\cr C'_0 \to \eta^0 + \eta^{10+} + \eta^{10-},
\cr C'_1 \to \eta^0,
\end{cases}$$

we compute the intersection numbers between the curves on the collision with the divisors of two
We compute the Euler characteristic using the blowup maps and the pushforward theorems of [114]. Let $S = V(s), T = V(t)$ be the two smooth divisors that support the fibers with dual graph $\tilde{A}_1$. We assume that $S$ and $T$ intersect transversally. Let us recall that $L = c_1(\mathcal{L})$ is the first Chern class of the fundamental line bundle of the Weierstrass model.

**Theorem 10.2.1.** The generating polynomial of the Euler characteristic of a Spin(4)-model obtained
by a crepant resolution of a Weierstrass model given in Table 10.1 is

\[
\chi(Y) = 2 \left( \frac{S(-6L^2(4T+3) + L(8(T-1)T-9) + T(5T+4))}{(2L+1)(S+1)(T+1)(-6L+2S+2T-1)} \right.

\left. + \frac{S^2(L(8T+6)+5T+3) + 3(2L+1)(T^2-L(3T+2))}{(2L+1)(S+1)(T+1)(-6L+2S+2T-1)} \right) c(B).
\]

In particular, in the case of a Calabi-Yau threefold that is also a $\text{Spin}(4)$-model we have

\[
\chi(Y) = -2 \left( 30K^2 + 15K(S+T) + 3S^2 + 3T^2 + 4ST \right).
\]

Proof. The Euler characteristic of a variety $Y$ is the degree of its homological total Chern class. The homological Chern class of a Weierstrass model is

\[
(1 + H)(1 + H + 2\pi^*L)(1 + H + 3\pi^*L) \frac{\pi^*c(TB)}{1 + 3H + 6\pi^*L}.
\]

The ambient space for the Weierstrass model is the projective bundle is $\pi : X_0 \to B$. We denote by

\[ f_1 : X_1^+ \to X_0 \] the first blowup with center $(x, y, s)$ and by $f_2 : X_2^+ \to X_1^+$ the second blowup with center $(x, y, t)$. The center of the first and second blowups have centered of class:

\[
Z_1^{(1)} = H + 2\pi^*L, \quad Z_2^{(1)} = H + 3\pi^*L, \quad Z_3^{(1)} = S
\]

\[
Z_1^{(2)} = f_1^*H + 2f_1^*\pi^*L - E_1, \quad Z_2^{(2)} = f_1^*H + 3f_1^*\pi^*L - E_1, \quad Z_3^{(2)} = T
\]
The total Chern class of $X_0$, $X_1$, and $X_2$ are

\[
c(TX_0) = (1 + H)(1 + H + 2\pi^*L)(1 + H + 3\pi^*L)\pi^*c(TB),
\]

\[
c(TX^+_1) = (1 + E_1)\frac{(1 + Z_1^{(1)})(1 + Z_1^{(2)})}{(1 + Z_1^{(1)})(1 + Z_1^{(2)})}f_1^*c(TX_0),
\]

\[
c(TX^+_2) = (1 + W_1)\frac{(1 + Z_1^{(2)})(1 + Z_2^{(2)})}{(1 + Z_1^{(2)})(1 + Z_2^{(2)})}f_2^*c(TX^+_1).
\]

After each blowup, we can pull out two powers of the exceptional divisor. It follows that the defining equation is a section of a line bundle whose first Chern class is

\[
3f_1^*H + 6f_1^*\pi^*L - 2E_1.
\]

After the second blowup, the proper transform of the defining equation is a section of a line bundle whose first Chern class is

\[
3f_1^*f_1^*H + 6f_1^*f_1^*\pi^*L - 2f_1^*E_1 - 2W_1
\]

It follows that the total Chern class of the proper transform of the elliptic fibration is

\[
c(TY^+_2) = \frac{c(TX^+_2)}{1 + 3f_2^*f_1^*H + 6f_2^*f_1^*\pi^*L - 2f_1^*E_1 - 2W_1}.
\]

The Euler characteristic is then

\[
\chi(Y^+_2) = \int \frac{(3f_2^*f_1^*H + 6f_2^*f_1^*\pi^*L - 2f_1^*E_1 - 2W_1)c(TX^+_1)}{1 + 3f_2^*f_1^*H + 6f_2^*f_1^*\pi^*L - 2f_1^*E_1 - 2W_1}.
\]
where $\int A$ is the degree of $A$. Since the degree is invariant under a pushforward, we get

$$\chi(Y^+_{2}) = \int \pi_* f_{1*} f_{2*} \left( \frac{3f_2^* f_1^* H + 6f_2^* f_1^* \pi^* L - 2f_2^* E_1 - 2W_1}{1 + 3f_2^* f_1^* H + 6f_2^* f_1^* \pi^* L - 2f_2^* E_1 - 2W_1} \right)^c(TX^+_{2}).$$

The pushforwards $f_{1*}$ and $f_{2*}$ are computed using Theorem 5.0.1. The final pushforward $\pi_*$ is computed using Theorem 5.0.4. These three pushforwards are purely algebraic computations.

In the Calabi–Yau case, we have $L = -K$. For a Calabi–Yau threefold, we just keep the terms of degree two in the base.

Theorem 10.2.2. The Hodge numbers of a $\text{Spin}(4)$-model given by the crepant resolution of a Weierstrass model given in Table 10.1 are

$$b^{1,1}(Y) = 13 - K^2, \quad b^{2,1}(Y) = 13 + 29K^2 + 15K(S + T) + 3S^2 + 4ST + 3T^2.$$

Proof. For a Calabi–Yau threefold, we have $b^{1,0} = 0$ and $\chi(Y) = 2 \left( b^{1,1}(Y) - b^{2,1}(Y) \right)$. Since the variety is elliptically-fibered, we can compute $b^{1,1}(Y)$ by the Shioda–Tate–Wazir theorem (see Theorem 2.8.10) and Noether's formula. We then have $b^{1,1}(Y) = b^{1,1}(B) + f + 1$ with $f = 2$ and $b^{1,1}(B) = 10 - K^2$ (see Lemma 2.8.8). Finally, $b^{2,1}(Y) = b^{1,1}(Y) - \chi(Y)/2$, where $\chi(Y)$ is given in Theorem 10.2.1.
10.4.3 Triple Intersection numbers

In this subsection, we compute the triple intersection polynomial of the Spin(4)-model. In contrast to the Euler characteristic, the triple intersection polynomial does depend on the choice of a crepant resolution. In particular, the two varieties $Y^\pm$ have distinct topologies as they have distinct triple intersection numbers.

**Theorem 10.2.5.** Let $f^+ : Y^+ \to Y_0$ be the crepant resolution where $Y_0$ is any of the Spin(4)-model listed in Table 10.1. The triple intersection polynomial of $Y^+$ is

$$F_{\text{trip}}^+ = \int_Y \pi_* f_* \left[ \left( \psi_o D'_o + \psi_1 D'_1 + \phi_o D'_o + \phi_1 D'_1 \right)^3 \right]$$

$$= 2T(-2L + S - T)\phi_1^3 - 6ST\psi_1^2 \phi_1 - 2S(2L + S)\psi_1^3$$

$$+ 2T(2L - S - 2T)\phi_o^3 + 6T\phi_o^2 \left( \phi_o (-2L + S + T) - ST \psi_1 \right) - 4S(S - L)\phi_o (\psi_o - \psi_1)^2$$

$$- 2S(2L + S)\phi_o \phi_1 \left( \psi_o - \psi_1 \right) + 6T\phi_o \left( \phi_1^2 (2L - S) - 2S(\psi_o - \psi_1)^2 + 2S\psi_1 \phi_1 \right).$$

The triple intersection polynomial in the fibration $Y^-$ defined by exchanging the order of the blowup is $F_{\text{trip}}^-$ and is obtained from $F_{\text{trip}}^+$ by the involution $\psi \leftrightarrow \phi$.

**Proof.** The ambient space for the Weierstrass model is the projective bundle $\pi : X_0 \to B$. We denote by $f_1 : X^+_1 \to X_0$ the first blowup with center $(x, y, s)$ and by $f_2 : X^+_2 \to X^+_1$ the second blowup with center $(x, y, t)$.
The class of the fibral divisors $D_s^0, D_s^1, D_t^0, D_t^1$ are

$$[D_s^0] = f^*_2 f^*_1 \pi^* S - f^*_2 E_1, \quad [D_s^1] = f^*_2 E_1, \quad [D_t^0] = f^*_2 f^*_1 \pi^* T - W_1, \quad [D_t^1] = W_1.$$ 

$$\int_Y (f^*_2 E_a + W_1 b + f^*_2 f^*_1 H b)^3 = \int_{X_s} (f^*_2 E_a + W_1 b + f^*_2 f^*_1 H c)^3 (3 f^*_2 f^*_1 H - 4 f^*_2 E_1 - 2 W_1)$$

$$= -2 S(S + 2 L) a^3 - 6 S T a b^2 + 2 (S - 2 L - T) T b^3 + 27 L^2 c^3$$

which gives the following non-vanishing triple intersection numbers

$$\int_Y f^*_2 E^3_l = -2 S(S + 2 L), \quad \int_Y f^*_2 E^2_l W^1_1 = -2 S T, \quad \int_Y W^1_1 = 2 T(S - 2 L - T), \quad \int_Y f^*_2 f^*_1 H^0 = 27 L^2.$$

The triple intersection numbers of the fibral divisors are then computed from these equations.

10.4.4 Counting charged hypermultiplets in $5d$

M-theory compactified on a Calabi–Yau threefold yields a five-dimensional theory with eight supercharges. This is reviewed in section 2.12. The dynamics of the vector fields and the scalar fields of the vector multiplets depends on the prepotential $F$, which gets a one-loop correction protected from additional corrections by supersymmetry. In the present case, the Lie algebra is $D_2 = A_1 \oplus A_1$ and charged hypermultiplets transform in the representation $R = (3, 1) \oplus (1, 3) \oplus (2, 2) \oplus (2, 1) \oplus (1, 2)$ of $D_2$. In the Coulomb phase, all massive particles have been integrated out; in particular, the prepotential depends only on fields in the Cartan sub algebra of the Lie algebra.

Let $(\psi_1, \phi_1)$ be a parametrization of the coroots written in the basis of simple coroots of the Lie
algebra $D_2 = A_1 \oplus A_1$. The prepotential of the five-dimensional supergravity theory with Lie algebra $D_2$ and matter in the representation $R$ defined above is $[176]$

$$6\mathcal{F}_{\text{IMS}} = -(8n_{1,3} + n_{1,2} - 8) |\varphi_1|^3 - n_{2,2} \left( |\varphi_1 - \psi_1|^3 - |\varphi_1 + \psi_1|^3 \right) - (8n_{1,3} + n_{2,1} - 8) |\psi_1|^3, \quad (10.77)$$

where $n_{R_i,R_i}$ is the number of hypermultiplets transforming in the irreducible representation $(R_i, R_i)$ of $D_2$. The dual fundamental Weyl chamber is $\varphi_1 > 0$ and $\varphi_1 > 0$. The only weights of the representation $R$ are the weights $\pm [1; -1]$. It follows that there are two Coulomb chambers, each characterized by the sign of $\varphi_1 - \psi_1$.

In the chamber $\varphi_1 - \psi_1 > 0$, the prepotential is

$$6\mathcal{F}_{\text{IMS}}^+ = \varphi_1^3(-n_{1,2} - 8n_{1,3} - 2n_{2,2} + 8) + \psi_1^3(-n_{2,1} - 8n_{3,1} + 8) - 6n_{2,2}\varphi_1^2\psi_1. \quad (10.78)$$

In the chamber $\varphi_1 - \psi_1 < 0$, the prepotential is

$$6\mathcal{F}_{\text{IMS}}^- = \varphi_1^3(-n_{1,2} - 8n_{1,3} + 8) + \psi_1^3(-n_{2,1} - 2n_{2,2} - 8n_{3,1} + 8) - 6n_{2,2}\psi_1^2\varphi_1. \quad (10.79)$$

Matching the 5d prepotential with the triple intersection numbers gives constraints on the number of representations that are sometimes enough to completely fix them. However, in the present case, they do determine only the number of bifundamental $(2, 2)$ while giving two linear relations.
for the four other numbers:

\[ n_{1,2} + 8n_{1,3} = T(4L - 2S + 2T) + 8, \quad n_{2,1} + 8n_{3,1} = S(4L - 2T + 2S) + 8. \] (10.80)

This can be fixed using two different methods.

Firstly, by using the intersecting brane picture, we compute the number of fundamentals as the number of intersection points between appropriate components of the reduced discriminant. Since the split curve that gives the representation \((2, 1)\) is from \(s = a_4^2 - 4a_2a_6 = 0\), whose class is \([s](2[a_4]) = 2S(4L - S - T)\), we deduce that \(n_{2,1} = 2S(4L - S - T)\). Likely, for the representation \((1, 2)\) is from \(t = a_4^2 - 4a_2a_6 = 0\), whose class is \([t](2[a_4]) = 2T(4L - S - T)\), we can also deduce that \(n_{1,2} = T(4L - S - T)\). This fixes all the number of representations to be

\[ \begin{align*}
    n_{1,2} &= 2T(4L - S - T), \\
    n_{2,1} &= 2S(4L - S - T), \\
    n_{2,2} &= ST, \\
    n_{1,3} &= \frac{1}{2} (-LT + T^2 + 2) = g_T, \\
    n_{3,1} &= \frac{1}{2} (-LS + S^2 + 2) = g_S,
\end{align*} \] (10.81)

where \(g_C = (K \cdot C + C^2 + 2)/2\) is the arithmetic genus of a curve \(C\).

Secondly, using that Witten's genus formula holds in this context, the number of adjoint representations \(n_{3,1}\) and \(n_{1,3}\) are given respectively by the genus of the supporting curve \(S\) and \(T\) as in the last two equations of (10.81). We then determine \(n_{2,1}\) and \(n_{1,2}\) using the linear relations (10.80) and thereby reproducing (10.81) after imposing the Calabi–Yau condition \(-K = L\).

The vanishing of the coefficients of \(trR^4\) and \(trF^4_i\) are necessary conditions for ensuring that the six-dimensional supergravity theory is anomaly free. Since here we are dealing with two SU(2), we...
never have a fourth Casimir.

10.4.5 Counting hypermultiplets in $6d$ and anomaly cancellations

Sadov’s F-theory geometric interpretation of the Green-Schwarz anomaly conditions gives the following system of five equations

\[
\begin{align*}
A_3(1-n_3,1) - A_2(n_2,1 + 2n_{2,2}) &= 6K \cdot S, \quad C_3(1-n_3,1) - C_2(n_2,1 + 2n_{2,2}) = -3S^2, \\
A_3(1-n_3,3) - A_2(n_1,1 + 2n_{2,2}) &= 6K \cdot T, \quad C_3(1-n_3,3) - C_2(n_1,1 + 2n_{2,2}) = -3T^2, \\
A_1A_2n_{2,2} &= S \cdot T,
\end{align*}
\]

(10.82)

which give\(^4\)

\[
\begin{align*}
4(1-n_3,1) - (n_2,1 + 2n_{2,2}) &= 6K \cdot S, \quad 16(1-n_3,1) - (n_2,1 + 2n_{2,2}) = -6S^2, \\
4(1-n_3,3) - (n_1,1 + 2n_{2,2}) &= 6K \cdot T, \quad 16(1-n_3,3) - (n_1,1 + 2n_{2,2}) = -6T^2,
\end{align*}
\]

(10.83)

\[
\begin{align*}
n_{2,2} &= S \cdot T,
\end{align*}
\]

(10.85)

The solutions of these linear equations provide a direct computation of the numbers of representations (see equation (10.81)) from a purely six-dimensional perspective.

\(^4\)For the Lie algebra of $SU(2)$, we recall that $A_3 = 4, \ B_1 = B_2 = 0, \ A_2 = 1, \ C_3 = 8, \ C_2 = \frac{1}{2}$ See [22, 106, 272].
the adjoint representation is the arithmetic genus of the curve supporting the corresponding fiber.

Here it becomes a direct consequence of equations (10.83) and (10.84). Equation (10.85) is equivalent to the condition obtained by comparing the triple intersection numbers and the one-loop prepotential (the coefficient of \( \psi_1^2 \phi_1 \) or \( \phi_1^2 \psi_1 \) depending on the chamber) or by counting the number of intersection points of \( S \) and \( T \).

Since we have geometrically computed the Hodge numbers and the number of representations, we can check if the anomalies are canceled in the uplifted six-dimensional supergravity theory. The number of vector multiplets \( n^{(6)}_V \), tensor multiplets \( n_T \), and hypermultiplets \( n_H \) are

\[
n^{(6)}_V = 6, \quad n_T = 9 - K^2, \quad n_H = h^{2,1}(Y) + 1 + n_{3,1}(3 - 1) + n_{2,2}(2 - o) + n_{2,2}(4 - o) + n_{1,3}(3 - 1) \tag{10.86}
\]

\[
= 29K^2 + 15KS + 15KT + 3S^2 + 4ST + 3T^2 + 13.
\]

Thus, a direct computation shows that the purely gravitational anomalies are also canceled:

\[
n_H - n^{(6)}_V + 29n_T - 273 = 0. \tag{10.87}
\]

The remaining parts of the anomaly polynomial is

\[
I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_1^{(2)} + X_2^{(2)}) \text{tr} R^2 - \frac{2}{3} (X_1^{(4)} + X_2^{(4)}) + 4Y_{12}. \tag{10.88}
\]

Since \( A_1 \) does not have quartic Casimir invariants, the coefficients of \( \text{tr} F_4^2 \) and \( \text{tr} F_4^3 \) vanish. We also
have

\[ X^{(2)}_1 = (A_3(1 - n_{3,1}) - (n_{2,1} + 2n_{2,2})A_2) \text{tr}_2F_1^2 = 6K\text{str}_2F_1^2, \]  
\[ (10.89) \]

\[ X^{(2)}_2 = (A_3(1 - n_{1,3}) - (n_{1,2} + 2n_{2,2})A_2) \text{tr}_2F_2^2 = 6KT\text{tr}_2F_2^2, \]  
\[ (10.90) \]

\[ X^{(4)}_1 = (C_3(1 - n_3) - (n_{2,1} + 2n_{2,2})C_2) (\text{tr}_2F_1^2)^2 = -3S^2(\text{tr}_1F_1^2)^2, \]  
\[ (10.91) \]

\[ X^{(4)}_2 = (C_3(1 - n_3) - (n_{1,2} + 2n_{2,2})C_2) (\text{tr}_2F_2^2)^2 = -3T^2(\text{tr}_1F_1^2)^2, \]  
\[ (10.92) \]

\[ Y_{12} = n_{2,2}\text{tr}_2F_1^2\text{tr}_4F_2^2 = ST\text{tr}_2F_1^2\text{tr}_2F_2^2. \]  
\[ (10.93) \]

It follows that the anomaly polynomial becomes

\[ I_8 = \frac{K^2}{8}(\text{tr}R^2)^2 + K(\text{str}_2F_1^2 + T\text{tr}_2F_2^2)\text{tr}R^2 + 2S^2(\text{tr}_1F_1^2)^2(\text{tr}_1F_1^2)^2 + 4ST\text{tr}_2F_1^2\text{tr}_2F_2^2, \]  
\[ (10.94) \]

which is a perfect square

\[ I_8 = \frac{1}{2} \left( \frac{1}{2}K\text{tr}R^2 + 2\text{str}_2F_1^2 + 2T\text{tr}_2F_2^2 \right)^2. \]  
\[ (10.95) \]

Since the anomaly polynomial is a perfect square, we can safely deduce that all the anomalies are canceled by the Green–Schwarz mechanism.
There is a certain sense in which I would say the universe has a purpose. It’s not there by chance.

Roger Penrose

The Geometry of SU(2) × G₂-models

The aim of this article is to study the geometry and physics of SU(2) × G₂-models realized by the collision of singularities of type III + I₀^{ns}:

\[ \text{SU}(2) \times G₂ \text{ from III + I₀}^{\text{ns}}. \]

The III + I₀^{ns}-model was first discussed in string theory in the early days of F-theory in [38, 68,
and was already considered in mathematics in the early 1980's by Miranda [236]. The SU(2)×G2-model appears naturally in the study of non-Higgsable clusters [240]. Over non-compact bases, collisions of singularities are used to classify 6d $\mathcal{N} = (1,0)$ superconformal field theories using elliptic fibrations. For example, for elliptic threefolds, such a non-Higgsable model is produced when the discriminant locus contains two rational curves with self-intersection $-3$ and $-2$ intersecting transversally or three rational curves which form a chain of curves intersecting transversally at a point with self-intersections $(-3, -2, -2)$ [92, 168, 240].

Surprisingly, despite receiving a significant amount of attention in the last few years for their role in the study of superconformal field theories, many properties of the III$^+$I$^{ns}_0$ model remain unknown. For example, the structure of its Coulomb branch is not known. We show that the Coulomb branch consists of four chambers arranged as a Dynkin diagram of type $A_4$ illustrated on Figure 11.1. We also compute the four corresponding prepotentials. Geometrically, each Coulomb chamber corresponds to a different crepant resolution of the Weierstrass model. We present for the first time these four crepant resolutions, we study their fiber structures (see Figures 11.3 and Tables 11.9-11.13) and determine the triple intersection numbers of their fibral divisors in Theorem 11.2.7.

By comparing the triple intersection numbers with the prepotential, we determine the number of charged hypermultiplets in a five-dimensional supergravity theory defined by a compactification of M-theory on a threefold given by an SU(2)×G2-model. We then show that these numbers are also consistent with an anomaly-free six-dimensional theory, which corresponds to a compactification of F-theory on the same variety.

We work with an arbitrary base of dimension $n$ and specialize to the case of Calabi-Yau threefolds.
only when necessary to connect with the physics. Since the resolution of singularities is a local pro-
cess, the base can be either compact or non-compact. The compactness of the base will matter when
considering anomaly cancellations.

11.1 Summary and organization of the chapter

Let $S$ and $T$ be the divisors supporting $\text{SU}(2)$ and $G_2$ respectively. Let $\Delta'$ be the third component of
the discriminant locus. Then, the number of charged hypermultiplets are (see Section 11.5)

$$
\begin{align*}
n_{2,7} &= \frac{1}{2} S \cdot T, \\
n_{3,1} &= g(S), \\
n_{2,1} &= -S \cdot (8K + 2S + \frac{7}{2} T), \\
n_{1,14} &= g(T), \\
n_{1,7} &= -T \cdot (5K + 2T + S).
\end{align*}
$$

(11.1)

The numbers $n_{2,7}$ and $n_{2,1}$ can be half-integer numbers since the representations $(2, 7)$ and $(2, 1)$ are
both pseudo-real and thus can have half-hypermultiplets charged under them. As a sanity check,
when $S$ and $T$ are respectively $-2$ and $-3$-curves intersecting transversally at a unique point, we
retrieve the familiar spectrum (see Remark 11.1.1 below)

$$
R = \frac{1}{2}(2, 7) \oplus \frac{1}{2}(2, 1).
$$

(11.2)

It is also useful to express $n_{2,1}$ and $n_{1,7}$ in terms of the genus $g$ and the self-intersection of $T$ and $S$

$$
\begin{align*}
n_{2,1} &= 16 - 16g(S) + 6S^2 - \frac{7}{2} S \cdot T, \\
n_{1,7} &= 10 - 10g(T) + 3T^2 - S \cdot T.
\end{align*}
$$

(11.2)

\textsuperscript{1}We recall that the genus $g$ of a curve $C$ in a surface of canonical class $K$ satisfies the relation $2 - 2g = -C \cdot K - C^2$. 
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The Hodge numbers of a compact Calabi-Yau threefold that is an SU(2) × G2-model are (see Section 11.2.4)

\[ h^{1,1}(Y) = 14 - K^2, \quad h^{3,1}(Y) = 29K^2 + 15K \cdot S + 24K \cdot T + 3S^2 + 6S \cdot T + 6T^2 + 14, \]  

(11.3)

where \( K \) is the canonical class of the base of the elliptic fibration \( Y \). In the six-dimensional supergravity theory, using Sadov’s techniques [269], we check that anomalies are canceled explicitly by the Green–Schwarz–Sagnotti-West mechanism. The anomaly polynomial \( I_8 \) factors as a perfect square:

\[ I_8 = \frac{1}{2} \left( \frac{1}{2} K \text{tr} R^2 + 2 \text{Str}_2 F_1^2 + T \text{tr} T_2^2 \right)^2, \]

where \( F_1 \) and \( F_2 \) are the field strengths for SU(2) and G2 respectively.

**Remark 11.1.1.** the SU(2) × G2-model, the fundamental representation \((1, 7)\) is often ignored because it is localized away from the collision of the curves supporting G2 and SU(2). However, it is expected from the study of the G2-model as discussed in detail [112]. In the case of an SU(2) × G2-model for which SU(2) is supported on a curve \( S \) and G2 is supported on a \(-3\)-curve \( T \), such that \( S \) and \( T \) intersect transversally at one point, we see using equation (11.2) that the fundamental representation \((1, 7)\) is a frozen representation: there are vertical curves carrying the weights of such a representation, whereas the number of hypermultiplets \( n_{1,7} \) charged under that representation vanishes. If \( S \) and \( T \) are smooth rational curves, the adjoint representation is frozen \((n_{3,1} = n_{1,14} = 0)\). If \( T \) is and \( S \) are respectively \(-3\) and \(-2\) curves intersecting transversally at a point, we retrieve
the famous spectrum $\frac{1}{2} (2, 7) \oplus \frac{1}{2} (2, 1)$ first observed in [69] by Candelas, Perevalov and Rajesh; and popularized in recent years with the study of non-Higgsable clusters [240].

**Remark 11.1.2.** In an $\mathcal{N} = (1, 0)$ six-dimensional theory, the cancellations of anomalies of an $\text{SU}(2) \times \text{G}_2$-model show that the number of hypermultiplets charged in the representation $(2, 1)$ receives a contribution $S \cdot T/2$, which suggests that there are curves carrying the weights of that representation at the intersection of $S$ and $T$. The formula for $n_{2,1}$ derived using anomaly cancellations of the six-dimensional theory is consistent with the triple intersection numbers of the $\text{SU}(2) \times \text{G}_2$-model. However, we do not see any evidence of such a representation in the weights carried by curves composing the singular fibers over $S \cap T$. They carry instead the weights of the representation $(2, 7)$ which contain as a subset the weights of the representation $(2, 1)$. We note that if $S$ and $\Delta'$ have a non-empty intersection, there are rational curves carrying the weight of the representation $(2, 1)$ away from the intersection of $S$ and $T$, exactly over the points where the fiber III degenerates to a fiber of type IV. We discuss this further in Section 11.6.

### 11.1.1 Organization of the chapter

In the rest of the introduction, we will motivate the model by an argument of simplicity, spell out the questions that we aim to answer, and summarize the key results of the chapter for the convenience of the reader. We discuss the definition of the model, explain the structure of its Coulomb branch (and the geometric derivation of its matter content), present the non-Kodaira fibers produced by the four crepant resolutions of the $\text{SU}(2) \times \text{G}_2$-model, and discuss aspects of compactifi-
cations of M-theory and F-theory on an SU(2) × G_2-model that is a Calabi-Yau threefold. We also summarize the counting of its charged hypermultiplets, and the cancellations of anomalies of the six-dimensional theory.

The rest of the chapter is a detailed development of these points and is structured as follows. In Section 11.2, we collect our geometric results. In Section 11.2.1, we introduce the model that we study in this chapter, define its Weierstrass model, its crepant resolutions, compute the Euler characteristic of the crepant resolutions and the triple intersection of the fibral divisors. In the case of a Calabi-Yau threefold, we also compute the Hodge numbers. We compute the adjacency graph of the hyperplane arrangement associated with an SU(2) × G_2-model, and finally match the structure of the hyperplane arrangement with the flopping curves of the crepant resolutions. In Section 11.5, we study the consequences of our geometric results for the physics of F-theory and M-theory compactified on an SU(2) × G_2-model. We discuss the subtleties of counting the number of hypermultiplets in presence of singularities in Section 11.6.

11.1.2 The simplest collisions of singularities

The SU(2) × G_2-model is an important model not only in F-theory and M-theory but also in birational geometry. Mathematically, it will appear naturally as a key model of collision of singularities solely based on the simplicity of its fiber structure. It is natural to organize elliptic fibrations describing collision of singularities by the rank of the associated Lie algebra derived from F-theory. Geometrically, the rank of G counts the number of fibral divisors produced by a crepant resolution and relates to the relative Picard number of the elliptic fibration via the Shioda–Tate–Wazir theorem.
If we organize the collisions of singularities by the rank of the associated Lie algebra, the simplest collisions will correspond to the collision of two singular fibers with dual graphs $\tilde{A}_1$ and the associated gauge group is either

$$\text{Spin}(4) = SU(2) \times SU(2) \quad \text{or} \quad SO(4) = SU(2) \times SU(2)/(\mathbb{Z}/2\mathbb{Z}),$$

when the Mordell–Weil group is trivial or $\mathbb{Z}/2\mathbb{Z}$, respectively. These models are studied in detail in [118].

The next simplest case has an associated Lie group of the type $SU(2) \times G$, where $G$ is a simple Lie group of rank two. There are three possibilities when $G$ is a compact simple and simply connected Lie group of rank two:

$$SU(2) \times SU(3), \quad SU(2) \times Sp(4), \quad \text{or} \quad SU(2) \times G_2.$$  

The $SU(2) \times SU(3)$-model is interesting for its connection to the non-Abelian sector of the Standard Model and is studied in [113]. The others are QCD-like theories obtained by replacing $SU(3)$ by another simple and simply connected group of rank two. The $SU(2) \times Sp(4)$-model is studied in [121]. The group $G_2$ is the smallest simply connected Lie group with a trivial center and all its representations are real. The $G_2$-model is analyzed in detail in [112].

In Miranda’s regularization, the collisions of singularities are organized by their values of the $j$-
invariant as only Kodaira fibers sharing the same $j$-invariant are considered in Miranda’s model [236].

The $\text{III} + I^*_0$ ns is a collision of fibers for which the $j$-invariant is 1728. The fiber over the generic point of the collision is a non-Kodaira fiber composed of a chain of five rational curves intersecting transversally with multiplicities 1-2-3-2-1. This fiber is a contraction of a Kodaira fiber of type III* whose dual graph is the affine Dynkin diagram of type $\tilde{E}_7$.

<table>
<thead>
<tr>
<th>Rank</th>
<th>$G$-Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Spin(4)</td>
</tr>
<tr>
<td>2</td>
<td>SO(4)</td>
</tr>
<tr>
<td>3</td>
<td>$\text{SU}(2) \times \text{SU}(3)$</td>
</tr>
<tr>
<td>3</td>
<td>$\text{SU}(2) \times \text{Sp}(4)$</td>
</tr>
<tr>
<td>3</td>
<td>$\text{SU}(2) \times G_2$</td>
</tr>
</tbody>
</table>

Table 11.1: Simplest collisions of singularities. We assume that $G$ is a semi-simple non-simply connected group of rank 2 or 3. The Spin(4) and SO(4)-models are studied in [118]. The $G = \text{SU}(2) \times \text{SU}(3)$ is studied in [113], the $G = \text{SU}(2) \times \text{Sp}(4)$ is studied in [121], and the $G = \text{SU}(2) \times G_2$ is the subject of the present chapter.

11.1.3 Defining the SU(2) × G₂-model

Given a morphism $X \rightarrow B$ and an irreducible divisor $S$ of $B$, the generic fiber over $S$ is by definition the fiber over its generic point $\eta$. Such a fiber $X_\eta$ is a scheme over the residue field $\kappa$ of $\eta$. The residue field $\kappa$ is not necessarily geometrically closed. Some components of $X_\eta$ can be irreducible as a $\kappa$-scheme but will decompose further after a field extension $\kappa \rightarrow \kappa'$. We denote the cyclic group (resp. the group of permutations) of $n$ distinct elements by $\mathbb{Z}_n$ (resp. $S_n$). In the case of a flat elliptic fibration, the Galois group of the minimal field extension that allows all the irreducible components of $X_\eta$ to be geometrically irreducible is $\mathbb{Z}_2$ for all non-split Kodaira fibers with the exception of $I_0^*$ for
which the Galois group could also be $S_3$ or $\mathbb{Z}_3$ [112].

Kodaira fibers classify geometric generic fibers of an elliptic fibration (the fiber defined over the algebraic closure of the residue field). The generic fiber (defined over the residue field $\kappa$) is classified by the Kodaira type of the corresponding geometric generic fiber together with the Galois group of the minimal field extension necessary to make all irreducible components of the fiber geometrically irreducible. The Galois group is always $\mathbb{Z}_2$ unless in the case of the fiber $I_0^\ast$ where it can also be $\mathbb{Z}_3$ or $S_3$. Thus, there are two distinct fibers with dual graph $\tilde{G}_2$ as the Galois group of an irreducible cubic can be the symmetric group $S_3$ or the cyclic group $\mathbb{Z}_3$ [112]. When we specify the type of Galois group, we write $I_0^{\ast \text{ns}}$ as $I_0^{S_3^\ast}$ or $I_0^{\mathbb{Z}_3^\ast}$. An $I_0^{\mathbb{Z}_3^\ast}$-model is very different from an $I_0^{S_3^\ast}$-model already at the level of the fiber geometry as discussed in [112] and reflected in the Tables of section §11.3.5 of this chapter. Elliptically fibered threefolds corresponding to an $I_0^{\mathbb{Z}_3^\ast}$-model or an $I_0^{S_3^\ast}$-model give the same gauge group, matter representations and number of charged hypermultiplets. The $I_0^{S_3^\ast}$-model is the more general one and behaves better with respect to resolutions of singularities. We refer to [112] for more information. In the rest of the chapter, when we write $I_0^{\ast \text{ns}}$ without further explanation, we always mean the generic $I_0^{S_3^\ast}$.

There are five different Kodaira fibers with dual graph $\tilde{A}_1$ and thus producing an $SU(2)$, namely $I_2^{\ast \text{ns}}$, $I_2$, $\text{III}$, $IV^{\ast \text{ns}}$, and $I_3^{\ast \text{ns}}$. The $SU(2) \times G_2$ could be realized by any of the following ten models

$$I_2^{\ast \text{ns}} + I_0^{\ast \text{ns}}, I_2 + I_0^{\ast \text{ns}}, \text{III} + I_0^{\ast \text{ns}}, I_3^{\ast \text{ns}} + I_0^{\ast \text{ns}}, \text{or IV}^{\ast \text{ns}} + I_0^{\ast \text{ns}},$$

where $I_0^{\ast \text{ns}}$ could be either $I_0^{\ast \mathbb{Z}_3^\ast}$ or $I_0^{\ast S_3^\ast}$. For example, the non-Higgsable models of type $SU(2) \times G_2$
studied in the literature are typically of the type $III + I^{S_3}_0$.

A Weierstrass model for the collision $III + I^{S_3}_0$ is [236]

$$III + I^{S_3}_0: \ y^2z = x^3 + fst^2xz^2 + gs^2t^3z^3. \quad (11.4)$$

The discriminant locus is composed of three irreducible components $S, T,$ and $\Delta'$:

$$\Delta = s^3t^6(4f^3 + 27g^2s), \quad (11.5)$$

where $S = V(s)$ and $T = V(t)$ are two smooth Cartier divisors supporting respectively the fiber of type III and of type $I^{ns}_0$. We assume that $S$ and $T$ intersect transversally. The fiber over the generic point of the leftover discriminant $\Delta' = 4f^3 + 27g^2s$ is a nodal curve (Kodaira type $I_1$). Following Tate’s algorithm, the type of the decorated Kodaira fibers depends on the Galois group of the associated associated cubic polynomial

$$P(q) = q^3 + fsq + gs^2. \quad (11.6)$$

Assuming that $P(q)$ is irreducible, the Galois group is $\mathbb{Z}_3$ if the discriminant of $P(q)$, $\Delta(P) = s^3(4f^3 + 27g^2s)$, is a perfect square in the residue field of the generic point of $T$ [112]. A simple way to have a $\mathbb{Z}_3$ Galois group is to increase the valuation of $f$ along $T$ [112]:

$$III + I^{S_3}_0: \ y^2z = x^3 + fst^3xz^2 + gs^2t^3z^3. \quad (11.7)$$
In this case, the $j$-invariant will be zero over the generic point of $T$ in contrast to the case of equation (11.4) where the $j$-invariant is 1728 on both $S$ and $T$. The fact that the Galois group of $P(q)$ is $\mathbb{Z}_3$ is clear as it now takes the form

$$P(q) = q^3 + g^3.$$  \hspace{1cm} (11.8)

### 11.1.4 Representations, Coulomb branches, hyperplane arrangements, and flops

In F-theory, we associate to an elliptic fibration a group $G$ with Lie algebra $\mathfrak{g}$, and a representation $\mathbf{R}$ of $\mathfrak{g}$. In the case of an SU($2$) $\times$ $G_2$-model, the representation $\mathbf{R}$ is the direct sum of the following irreducible representations (see Section 11.3)

$$\mathbf{R} = (3, 1) \oplus (1, 14) \oplus (2, 7) \oplus (2, 1) \oplus (1, 7).$$  \hspace{1cm} (11.9)

The $(3, 1)$ is the adjoint representation of SU($2$) and the $(1, 14)$ is the adjoint representation of $G_2$. The $(2, 7)$ is the bifundamental representation of SU($2$) $\times$ $G_2$ supported at the intersection $S \cap T$ of the two divisors supporting $G_2$ and SU($2$). The representation $(2, 1)$ (resp. $(1, 7)$) is the fundamental representation of SU($2$) (resp. $G_2$) supported at the collision of the third component of the discriminant locus $\Delta' = (4f^3 + 27g^2)$ with the divisor $S$ (resp. $T$).

The study of the Coulomb branch of the gauge theory geometrically engineered by an elliptic fibration is the study of the minimal models over the Weierstrass model and how they flop to each other. This can also be described through the hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ with hyperplanes that are kernels of the weights of $\mathbf{R}$ restricted inside the dual fundamental Weyl chamber of $\mathfrak{g}$.
In the case of the SU(2) × G₂-model, it is interesting to notice that the generic SU(2)-model and G₂-model do not have any flops [112, 125]. However, the SU(2) × G₂-model has the bifundamental representation (2, 7), which contains several weights whose kernels are hyperplanes intersecting the open dual Weyl chamber of \( \mathfrak{a}_1 \oplus \mathfrak{g}_2 \) and giving four chambers, whose incidence graph is a chain illustrated in Figure 11.1. In this way, we see that the hyperplane arrangement \( I(\mathfrak{g}, \mathbb{R}) \) does not care about the fundamental and adjoint representations, namely (2, 1), (1, 7), (3, 1), and (1, 14), since only the weights \( \sigma \) of the bifundamental representation (2, 7) define the hyperplanes \( \sigma^\perp \) intersecting the interior of the dual Weyl chamber of \( \mathfrak{g} = \mathfrak{a}_1 \oplus \mathfrak{g}_2 \); hence, it is enough to study only \( I(\mathfrak{a}_1 \oplus \mathfrak{g}_2, (2, 7)) \).

Figure 11.1: The chamber structure of \( I(\mathfrak{a}_1 \oplus \mathfrak{g}_2, (2, 7)) \) and its adjacency graph. This also represents the structure of the extended Kähler cone of an SU(2) × G₂-model. Replacing (2, 7) with \( \mathbb{R} = (3, 1) \oplus (1, 14) \oplus (2, 7) \oplus (2, 1) \oplus (1, 7) \) does not change the adjacency graph since the adjoint and fundamental representations do not intersect the interior of the Weyl chamber of \( \mathfrak{a}_1 \oplus \mathfrak{g}_2 \). The interior walls are given by the weights \( \sigma_1^{(2,7)} = (1; -2, 1), \sigma_6^{(2,7)} = (1; 1, -1), \) and \( \sigma_7^{(2,7)} = (1; -1, 0) \).

### 11.1.5 Non-Kodaira fibers

Three rational curves that are transverse to each other and meet at the same point (such as the Kodaira fiber of type IV) are represented by three nodes connected to the same point. We write \( \tilde{G}_2 \) and
Figure 11.2: Conventions for dual graphs. The black node represents the extra node of the affine Dynkin diagram. The affine Dynkin diagrams $\widetilde{G}_2$ and $\widetilde{G}_2^\dagger$ are Langlands dual of each other. But only $\widetilde{G}_2^\dagger$ is the dual graph of a singular fiber over the generic point of a component of the discriminant locus of an elliptic fibrations. Specifically, $\widetilde{G}_2^\dagger$ is the dual graph of the fiber $I_0^{\text{ns}}$.

$\widetilde{G}_2^\dagger$ for the affine Dynkin diagram of type $\widetilde{G}_2$ and its Langlands dual, respectively. In Kac's notation [182], they are denoted respectively $G_2^{(i)}$ and $D_4^{(i)}$. The dual graph of the fiber $I_0^{\text{ns}}$ is of type $\widetilde{G}_2^\dagger$ and not $\widetilde{G}_2$ as often stated in the F-theory literature but clear from Figure 11.2.
There are many examples of non-Kodaira fibers in the literature \[76, 109, 129, 163, 236, 286\]. Over the generic point of \( s = f = g = 0 \), the III-model has a non-Kodaira fiber that are contractions of a fiber of type \( I_0^* \). The \( G_2 \)-model has non-Kodaira fibers that are contractions of an \( I_1^* \) and a \( IV^* \) fiber \[112\]. At the collision \( III+I_0^{\text{ns}} \), we get a non-Kodaira fiber that is an incomplete \( III^* \) and specializes further to an incomplete \( II^* \). The fibers found by Miranda at the collision \( III+I_0^{\text{ns}} \) match the ones we find in the resolution I for the generic fiber over \( S \cap T \). Miranda has already noticed in \[236\] that the non-Kodaira fibers of Miranda’s model were always contractions of Kodaira fibers. The same is true for Miranda’s models of arbitrary dimension \[286\] and for flat elliptic threefolds \[76\].
Compactifications of F-theory and M-theory on an SU(2) × G₂-model

The crepant resolutions of the Weierstrass model of an SU(2) × G₂-model are listed in equation (11.11). The Euler characteristic of an SU(2) × G₂-model obtained by one of these crepant resolutions is derived in Theorem 11.2.1. As explained in the previous subsections, the hyperplane arrangements I(\mathfrak{g}, R) has four chambers whose adjacency graph is represented in Figure 11.1. Each chamber corresponds to a specific crepant resolution that we determine explicitly. While three of the crepant resolutions (namely, Resolutions I, III, and IV) are obtained by blowing up smooth centers, one (resolution II) is defined by a blowup with a non-smooth center. For each chamber, we match an explicit crepant resolution of the Weierstrass model, so that the graph of flops matches the adjacency graph of the hyperplane arrangement.

We analyze the physics of compactifications of M-theory and F-theory on elliptically fibered Calabi-Yau threefolds corresponding to SU(2) × G₂-models. These give five- and six-dimensional gauged supergravity theories with eight supercharges with the gauge group SU(2) × G₂. We determine the matter content of these compactifications and study anomaly cancellations of the six-dimensional theory and their Chern-Simons terms.

In the five-dimensional theory \([66, 176]\), the structure of the Coulomb chambers is isomorphic to the adjacency graph of the hyperplane arrangement I(\mathfrak{g}, R). We compute the one-loop prepotential in each Coulomb chamber as a function of the number of hypermultiplets in each irreducible representations that add up to R. The Chern-Simons couplings are computed geometrically as triple intersection numbers of the fibral divisors (see Theorem 11.2.7). We match the triple intersection...
polynomial with the prepotential to obtain constraints on the number of charged hypermultiplets (see equation (11.42)). In many cases, such a method will completely fix the number of multiplets, but here, the numbers $n_{2,1}$ and $n_{3,1}$ are left unfixed but related by a linear relation. However, they are completely fixed once we use Witten’s genus formula, which asserts that the number of multiplets in the adjoint representation is given by the genus of curve supporting the gauge group [306].

In the six-dimensional theory obtained by compactification of F-theory on an SU$(2) \times G_2$-model, we solve the anomaly equations and deduce the number of hypermultiplets. They match perfectly what we found independently in the M-theory compactification (see equation (11.51)).

### 11.2 Geometric Results

In this section, we collect key geometric results on SU$(2) \times G_2$-models.

#### 11.2.1 Geometric description

We consider the following defining equation for an SU$(2) \times G_2$-model:

$$III + I_{\text{ns}}^s : \quad y^2 z = x^3 + f u^3 x z^2 + g t^3 x z^3. \quad (11.10)$$

We assume that the coefficients $f$ and $g$ are algebraically independent and $S = V(s)$ and $T = V(t)$ are smooth divisors intersecting transversally. The Kodaira fiber over the generic point of $S$ (resp. $T$) has a respective dual graph $\tilde{A}_1$ (resp. $\tilde{G}_2$).
11.2.2 Crepant resolutions

We use the following convention. Let $X$ be a nonsingular variety. Let $Z \subset X$ be a complete intersection defined by the transverse intersection of $r$ hypersurfaces $Z_i = V(g_i)$, where $g_i$ is a section of the line bundle $I$ and $(g_1, \ldots, g_r)$ is a regular sequence. We denote the blowup of a nonsingular variety $X$ along the complete intersection $Z$ by

$$X \xleftarrow{(g_1, \ldots, g_r|e_1)} \tilde{X}.$$ 

The exceptional divisor is $E_1 = V(e_1)$. We abuse notation and use the same symbols for $x, y, s, e_i$ and their successive proper transforms. We also do not write the obvious pullbacks.

Each of the following four sequences of blowups is a different crepant resolution of the $SU(2) \times G_2$-model given by the Weierstrass model of equation (11.10).

**Resolution I:**

$$X_0 \xleftarrow{(x, y, s|e_1)} X_1 \xleftarrow{(x, y, t|w_1)} X_2 \xleftarrow{(y, w_1|w_2)} X_3 ,$$

**Resolution II:**

$$X_0 \xleftarrow{(x, y, p_0|p_1)} X_1 \xleftarrow{(y, p_1, t|w_1)} X_2 \xleftarrow{(p_0, t|w_2)} X_3 ,$$

**Resolution III:**

$$X_0 \xleftarrow{(x, y, t|w_1)} X_1 \xleftarrow{(x, y, s|e_1)} X_2 \xleftarrow{(y, w_1|w_2)} X_3 ,$$

**Resolution IV:**

$$X_0 \xleftarrow{(x, y, t|w_1)} X_1 \xleftarrow{(y, w_1|w_2)} X_2 \xleftarrow{(x, y, s|e_1)} X_3 .$$

These are embedded resolutions and $X_0 = \mathbb{P}(O_B \oplus L^{\otimes 2} \oplus L^{\otimes 3})$. 

540
11.2.3 Intersection theory

All of our intersection theory computations come down to Theorems 2.7.11, 5.0.1 and 5.0.4 [4, 114].

11.2.4 Euler characteristics and Hodge numbers

In the spirit of [114], the Euler characteristic depends only on the sequence of blowups. Using $p$-adic integration and the Weil conjecture, Batyrev proved Theorem 2.8.2 [29].

**Theorem 11.2.1.** The generating polynomial of the Euler characteristic of an $SU(2) \times G_2$-model obtained by a crepant resolution of a Weierstrass model given in Section 11.2.2:

$$\chi(Y) = 6 \frac{S^2 - 2L - 3SL + (S^2 - 3SL + S - 2L)T + (3S + 2)T^2}{(1 + S)(1 + T)(-1 - 6L + 2S + 3T)} c(TB).$$

**Proof:** The total Chern class of $X_0 = \mathbb{P}[O_B \oplus L \otimes 2 \oplus L \otimes 3]$ is

$$c(TX_0) = (1 + H)(1 + H + 2\pi^*L)(1 + H + 3\pi^*L)\pi^*c(TB).$$

where $L = c_1(L)$ and $H = c_1(O_{X_0}(1))$. The class of the Weierstrass equation is $[Y_0] = 3H + 6L$.

Since all the resolutions are crepant, it is enough to do the computation in one of them. We consider Resolution I. We denote the blowups by

$$f_1 : X_1 \to X_0, \quad f_2 : X_2 \to X_1, \quad \text{and} \quad f_3 : X_3 \to X_2,$$
where $E_1$, $W_1$ and $W_2$ are respectively the classes of the first, second, and third blowups. The center
of the three blowups have respectively classes:

$$
Z^{(1)}_1 = H + 2\pi^* L,
Z^{(1)}_2 = H + 3\pi^* L,
Z^{(1)}_3 = \pi^* S,
$$

$$
Z^{(2)}_1 = f_1^* H + 2f_1^* \pi^* L - E_1,
Z^{(2)}_2 = f_1^* H + 3f_1^* \pi^* L - E_1,
Z^{(2)}_3 = f_1^* \pi^* T,
$$

$$
Z^{(3)}_1 = f_2^* f_1^* H + 2f_2^* f_1^* \pi^* L - f_2^* E_1 - W_1,
Z^{(3)}_2 = W_2.
$$

The successive blowups give (see Theorem 2.7.11)

$$
c(TX_1) = \frac{(1 + E_1)(1 + Z^{(1)}_1 - E_1)(1 + Z^{(1)}_2 - E_1)(1 + Z^{(1)}_3 - E_1)}{(1 + Z^{(1)}_1)(1 + Z^{(1)}_2)(1 + Z^{(1)}_3)} f_1^* c(TX_0),
$$

$$
c(TX_2) = \frac{(1 + W_1)(1 + Z^{(2)}_1 - W_1)(1 + Z^{(2)}_2 - W_1)(1 + Z^{(2)}_3 - W_1)}{(1 + Z^{(2)}_1)(1 + Z^{(2)}_2)(1 + Z^{(2)}_3)} f_2^* c(TX_1),
$$

$$
c(TX_3) = \frac{(1 + W_2)(1 + Z^{(3)}_1 - W_2)(1 + Z^{(3)}_2 - W_2)}{(1 + Z^{(3)}_1)(1 + Z^{(3)}_2)} f_3^* c(TX_2).
$$

After the first blowup, the proper transform of $Y_0$ is of class $Y_1 = f_1^* Y_0 - 2E_1$. After the second
blowup, the proper transform of $Y_1$ is of class $Y_2 = f_1^* Y_1 - 2W_1$. And finally, after the third blowup,
the proper transform of $Y_2$ is $Y = f_3^* Y_2 - W_2$. Altogether, we have

$$
[Y] = (f_3^* f_2^* f_1^* (3H + 6\pi^* L) - 2f_3^* f_2^* E_1 - 2f_3^* W_1 - W_2) \cap [X_3].
$$

We also have that

$$
\epsilon_1(X_3) = f_3^* f_2^* f_1^* \epsilon_1(X_0) - 2f_3^* f_2^* E_1 - 2f_3^* W_1 - W_2.
$$

Hence $\epsilon_1(Y)$ is $f_3^* f_2^* f_1^* \epsilon_1(Y_0)$.
which prove that the resolution is crepant. The total Chern class of $Y$ is (see Theorem 2.7.11)

$$c(TY) \cap [Y] = f_3^* f_2^* f_1^* (3H + 6\pi^* L) - 2f_3^* f_2^* E_1 - 2f_3^* W_1 - W_2.$$

Then,

$$\chi(Y) = \int_Y c(TY) \cap [Y] = \int_B \pi_* f_3^* f_2^* f_1^* c(TY) \cap [Y].$$

The final formula for the Euler characteristic follows directly from the pushforward Theorems 5.0.1 and 5.0.4. \hfill \Box

By direct expansion and specialization, we have the following three lemmas:

**Lemma 11.2.2.** For an elliptic threefold, the Euler characteristic of of an $SU(2) \times G_2$-model obtained by a crepant resolution of a Weierstrass model given in Section 11.2.2 is:

$$\chi(Y_3) = -6(-2c_1 \cdot L + 12L^2 + S^8 - 5S \cdot L + 2S \cdot T - 8L \cdot T + 2T^8).$$

By applying $c_1 = L = -K$, we have the following Lemma.

**Lemma 11.2.3.** In the case of a Calabi-Yau threefold, The Euler characteristic of an $SU(2) \times G_2$-model obtained by a crepant resolution of a Weierstrass model given in Section 11.2.2 is:

$$\chi(Y_3) = -6(10K^2 + S^8 + 5S \cdot K + 2S \cdot T + 8K \cdot T + 2T^8).$$
Lemma 11.2.4. The Euler characteristic for an elliptic fourfold, the Euler characteristic of an SU(2) × G₂-model obtained by a crepant resolution of a Weierstrass model given in Section 11.2.2 is given by

\[ \chi(Y_4) = -6(2c_2 \cdot L - 72L^3 + 12c_1 \cdot L^2 + c_1 \cdot S^2 - 5c_1 \cdot S \cdot L + 2c_1 \cdot S \cdot T - 8c_1 \cdot L \cdot T + 2c_1 \cdot T^2 \\
+ S^3 - 15S^2 \cdot L + 6S^2 \cdot T + 54S \cdot L^2 - 44S \cdot L \cdot T + 9S \cdot T^2 + 84L^2 \cdot T - 34L \cdot T^2 + 4T^3) \].

Again, by the Calabi-Yau condition \( c_1 = L = -K \), we have the following Lemma.

Lemma 11.2.5. In the case of a Calabi-Yau fourfold, the Euler characteristic of an SU(2) × G₂-model obtained by a crepant resolution of a Weierstrass model given in Section 11.2.2 is

\[ \chi(Y_4) = -6(2c_2 K + 60K^3 + S^3 + 14S^2 K + 6S^2 T + 49SK^2 + 42SKT + 9ST^2 + 76K^2 T + 32KT^2 + 4T^3) \].

Theorem 11.2.6. In the Calabi-Yau case, the Hodge numbers of an SU(2) × G₂-model obtained by the crepant resolution of a Weierstrass model given in Section 11.2.2 are

\[ b^{1,1}(Y) = 14 - K^2, \quad b^{5,1}(Y) = 29K^2 + 15KS + 24KT + 3S^2 + 6ST + 6T^2 + 14. \]

There are three fibral divisors not touching the section of the elliptic fibration. This number is exactly the rank of SU(2) × G₂. Hence, using the Shioda-Tata-Wazir theorem (see Theorems 2.8.9 and 2.8.10), we have

\[ b^{1,1}(Y) = 10 + 1 + 3 - K^2, \quad b^{5,1}(Y) = b^{5,1}(Y) - \frac{1}{2} \chi(Y). \]
11.2.5 Triple intersection numbers

Let \( f : Y \to Y_0 \) be one of the crepant resolutions of a Weierstrass model given in Section 11.2.2.

Assuming that \( Y \) is a threefold, we collect the triple intersection numbers \((D_a \cdot D_b \cdot D_c) \cap [Y]\) of the fibral divisors as the coefficient of a cubic polynomial in \( \psi_0, \psi_1, \varphi_0, \varphi_1 \), and \( \varphi_2 \) that couples respectively with the fibral divisors \( D_{s0}, D_{s1}, D_{t0}, D_{t1}, \) and \( D_{t2} \). We pushforward to the Chow ring of \( X_0 \) and then to the base \( B \). We recall that \( \pi : X_0 \to B \) is the projective bundle in which the Weierstrass model is defined. Then,

\[
F_{\text{trip}} = \int_Y \left[ \left( \psi_0 D_{s0} + \psi_1 D_{s1} + \varphi_0 D_{t0} + \varphi_1 D_{t1} + \varphi_2 D_{t2} \right)^3 \right] = \int_B \pi_* \left[ \left( \psi_0 D_{s0} + \psi_1 D_{s1} + \varphi_0 D_{t0} + \varphi_1 D_{t1} + \varphi_2 D_{t2} \right)^3 \right].
\]

Once the classes of the fibral divisors are determined, we compute the pushforward of the triple intersection numbers using Theorem 5.0.1 successively for each blowups \( X_{i+1} \to X_i \) \((i = 2, 1, 0)\). We are then in the Chow ring of \( X_0 \) and we use Theorem 5.0.4 to push forward to the Chow ring of \( B \) using the projective bundle map \( \pi : X_0 \to B \). We can then take the degree to end up with a number.

Theorem 11.2.7. The triple intersection polynomial of an \( SU(2) \times G_2 \)-model depends on the choice of a crepant resolution (they are listed in Section 11.2.2) and are as follows:
Resolution I:

\[ F_{\text{trip}}^{(I)} = -9 \phi_1 \phi_2 \left( \phi_2 (-6L + S + 3T) - 2S \psi_1 \right) + 3T \phi_1^2 \left( \phi_2 (-9L + S + 6T) - 2S \psi_1 \right) \\
- 2 (2T \phi_2^3 (9L - 2S - 3T) + S \left( \psi_o - \psi_1 \right)^2 \left( 2 \psi_o (S - L) + \psi_1 (2L + S) \right) + 9ST \psi_1 \phi_2^2) \\
+ 3T \phi_o \left( \phi_1 (L - S) + 2S \phi_1 (\psi_1 + \phi_2) - 2S \left( (\psi_o - \psi_1)^2 + \phi_2^2 \right) \right) \\
+ 2T \phi_3^3 \left( 2L - S - 2T \phi_1 (-2L + S + T) - 2S \psi_1 \right), \]

Resolution II:

\[ F_{\text{trip}}^{(II)} = S \psi_1^3 (-4L - 2S + T) + T \phi_2^3 (-36L + 7S + 12T) + 4T \phi_1^3 (L - T) - 15ST \psi_1 \phi_2^2 - 3ST \psi_2 \phi_2^2 \\
+ 3T (-9L + S + 6T) \phi_1^2 \phi_2 - 6ST \phi_1^2 \psi_1 + 9T \phi_1 \phi_2 \left( 2S \psi_1 - (-6L + S + 3T) \phi_2 \right) \\
- T \phi_o^3 (-4L + S + 4T) + 3T \phi_o^3 \left( \psi_1 (-2L + S + T) - S \left( \psi_o + \psi_1 + \phi_2 \right) \right) \\
- 3T \phi_o \left( \phi_1 (S - L) - 2S \phi_1 (\psi_1 + \phi_2) + S \left( -\psi_o + \psi_1 + \phi_2 \right)^2 \right) + 6ST \psi_1 \phi_1 \phi_2 - 3ST \psi_o \phi_2^2 \\
- 3ST \phi_o \phi_2 + 3S \phi_1 \phi_o (4L - 2S + T) + 3S \phi_1 \psi_o (4L - T) - S \psi_1^3 (-4L + 4S + T), \]
Resolution III:

\[
\mathcal{F}_{\text{trip}}^{(III)} = -3T(9L - 2(S + 3T))\phi_1^2\phi_2 - 3T\phi_1\phi_2^2(-18L + 4S + 9T) - 3ST\psi_1\phi_1^2 - 12ST\psi_1\phi_2^2
\]
\[
+ T\phi_1^2(4L - S - 4T) - 4ST\phi_1^2(9L - 2S - 3T) - 3ST\psi_1^2\phi_1 + 12ST\psi_1\phi_1\phi_2 - 2S(2L + S - T)\psi_1^3
\]
\[
+ 3T\phi_1^2(T - 2L) - 3S\psi_1^2 + 3T\phi_1^2(L\phi_1 + 2S\psi_1) - 3ST\phi_2^2 + 6ST\psi_1\phi_1\phi_2
\]
\[
+ 6ST\psi_1\phi_1\phi_2 - 3ST\psi_1\phi_1 - 2S(-2L + 2S + T)\psi_1(-\psi_0^3 + 2\psi_1^2 + \psi_1^4)
\]
\[
- 2S(2L + S - T)\psi_0(\psi_0\phi_1^2 - 2\psi_1^3) - 6ST\psi_1\phi_2^2 + 4T\phi_1^3(L - T),
\]

Resolution IV:

\[
\mathcal{F}_{\text{trip}}^{(IV)} = S(-4L - 2S + 3T)\phi_1^2 - 4T(L - T)\phi_1^3 + 9T(2T - 3L)\phi_1^2\phi_2 + 27T(2L - T)\phi_1\phi_2^2
\]
\[
+ 12T(T - 3L)\phi_2^3 - 6ST\phi_2^2
\]
\[
+ S\phi_1^3(4L - 4S - 3T) + 4T\psi_1^3(L - T) + \phi_0^2(3T\phi_1(T - 2L) - 6ST\psi_1)
\]
\[
+ \phi_0^2(3S(-4L + 2S + 3T)\phi_1 - 6ST\phi_0) + 3T\phi_0\phi_2(L\phi_1 + 2S\psi_0)
\]
\[
+ 3S\psi_1(4L - 3T) + 4T\psi_2^2 - 2T\phi_1^2 + 6ST\phi_1\phi_2 - 6T\phi_2^2.
\]

Proof. We give the proof for the case of resolution I discussed in detail in Section 11.3.1; the other
cases follow the same pattern.

\[
\mathcal{F}_{\text{trip}} = \int_Y \left[ \left( \psi_0 D_o^x + \psi_1 D_i^x + \varphi_0 D_o^r + \varphi_1 D_i^r + \varphi_2 D_t^r \right)^3 \right]
\]

\[
= \int_{X_1} \left[ \left( \psi_0 D_o^x + \psi_1 D_i^x + \varphi_0 D_o^r + \varphi_1 D_i^r + \varphi_2 D_t^r \right)^3 (3H + 6L - 2E_1 - 2W_1 - W_2) \right]
\]

\[
= \int_{X_0} \left[ \left( \psi_0 D_o^x + \psi_1 D_i^x + \varphi_0 D_o^r + \varphi_1 D_i^r + \varphi_2 D_t^r \right)^3 (3H + 6L - 2E_1 - 2W_1 - W_2) \right]
\]

\[
= \int_B \left[ \left( \psi_0 D_o^x + \psi_1 D_i^x + \varphi_0 D_o^r + \varphi_1 D_i^r + \varphi_2 D_t^r \right)^3 (3H + 6L - 2E_1 - 2W_1 - W_2) \right].
\]

The classes of the fibral divisors in the Chow ring of \(X_3\) are

\[
[D_o^x] = S - E_1, \quad [D_i^x] = E_1, \quad [D_o^r] = T - W_1, \quad [D_i^r] = W_1 - W_2, \quad [D_t^r] = 2W_2 - W_1.
\]

Denoting by \(M\) an arbitrary divisor in the class of the Chow ring of the base, The nonzero product intersection numbers of \(M, H, E_1, W_1, \) and \(W_2\) are

\[
\int_Y H^3 = 27L^2, \quad \int_Y E_1^3 = -2S(2L + S), \quad \int_Y W_1^3 = -2T(2L - S + T),
\]

\[
\int_Y W_2^3 = -T(5L - 2S + T), \quad \int_Y W_1^3 E_1 = -2ST, \quad \int_Y W_1^3 W_2 = T(-2L + S - T),
\]

\[
\int_Y W_2^3 E_1 = -2ST, \quad \int_Y W_2^3 W_1 = T(-L + S - 2T),
\]

\[
\int_Y H^2 M = -9LM, \quad \int_Y H M^2 = 3M^2, \quad \int_Y E_1 W_1 W_2 = -ST,
\]

\[
\int_Y M^2 H^2 = -9LM, \quad \int_Y M E_1^2 = -2SM, \quad \int_Y M W_1^2 = -2TM, \quad \int_Y M W_2^2 = -2TM.
\]

The triple intersection numbers of the fibral divisors follow from these by simple linearity.
The triple intersection polynomials computed in Theorem 11.2.7 are very different from each other in chambers I, II, III, and IV.

11.2.6 Hyperplane arrangement

We consider the semi-simple Lie algebra

\[ g = A_1 \oplus g_2. \]

An irreducible representation of \( A_1 \oplus g_2 \) is always a tensor product \( R_1 \otimes R_2 \), where \( R_1 \) and \( R_2 \) are respectively irreducible representations of \( A_1 \) and \( g_2 \). Following a common convention in physics, we denote a representation by its dimension in bold character. The weights are denoted by \( \varpi_I^j \) where the upper index \( I \) denotes the representation \( R_I \) and the lower index \( j \) denotes a particular weight of the representation \( R_I \). A weight of a representation of \( A_1 \oplus g_2 \) is denoted by a triple \((a; b, c)\) such that \((a)\) is a weight of \( A_1 \) and \((b, c)\) is a weight of \( g_2 \), all in the basis of fundamental weights. A vector \( \phi \) of the coroot space of \( A_1 \oplus g_2 \) is written as \( \phi = (\psi_1; \varphi_1, \varphi_2) \), where \( \psi_1 \) is the projection of \( \phi \) on the fundamental coroot of \( A_1 \) and \((\varphi_1, \varphi_2)\) are the coordinates of the projection of \( \phi \) along the coroot of \( G_2 \) expressed in the basis of fundamental coroots. Each weight \( \varpi \) defines a linear form by the natural evaluation on coroot vectors. We recall that fundamental coroots are dual to fundamental weights.
We attach to an SU(2) × G2-model the representation

\[ R = (3, 1) \oplus (1, 14) \oplus (2, 7) \oplus (2, 1) \oplus (1, 7). \]  

(11.12)

The weights \( \varpi^j \) of each summand are listed in Table 11.2.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>((2, 1))</td>
<td>(\varpi_1^{(2,1)} = (1; 0, 0)) (\varpi_2^{(2,1)} = (-1; 0, 0))</td>
</tr>
<tr>
<td>((1, 7))</td>
<td>(\varpi_4^{(1,7)} = (0; 0, 0)) (\varpi_5^{(1,7)} = (0; -2, 1)) (\varpi_6^{(1,7)} = (0; 1, -1)) (\varpi_7^{(1,7)} = (0; -1, 0))</td>
</tr>
<tr>
<td>((2, 7))</td>
<td>(\varpi_1^{(2,7)} = (1; 1, 0)) (\varpi_2^{(2,7)} = (1; -1, 1)) (\varpi_3^{(2,7)} = (1; 2, -1)) (\varpi_4^{(2,7)} = (1; 0, 0)) (\varpi_5^{(2,7)} = (1; -2, 1)) (\varpi_6^{(2,7)} = (1; 1, -1)) (\varpi_7^{(2,7)} = (1; -1, 0)) (\varpi_8^{(2,7)} = (-1; 1, 0)) (\varpi_9^{(2,7)} = (-1; -1, 1)) (\varpi_{10}^{(2,7)} = (-1; 2, -1)) (\varpi_{11}^{(2,7)} = (-1; 0, 0)) (\varpi_{12}^{(2,7)} = (-1; -2, 1)) (\varpi_{13}^{(2,7)} = (-1; 1, -1)) (\varpi_{14}^{(2,7)} = (-1; -1, 0))</td>
</tr>
</tbody>
</table>

Table 11.2: Weights of the representations of \( A_1 \oplus g_2 \).

We would like to study the arrangement of hyperplanes perpendicular to the weights of the representation \( R \) inside the dual fundamental Weyl chamber of \( A_1 \oplus g_2 \). The only representation that
Theorem 11.2.8. The hyperplane arrangement $I(A_1 \oplus g_2, R)$ with $R = (2, 7)$ has four chambers whose sign vectors and whose adjacency graph is given in Figure 11.1. A choice of a sign vector is $(\omega^{(2,7)}_5, \omega^{(2,7)}_6, \omega^{(2,7)}_7)$. With respect to it, the chambers are listed in Table 11.3.

Proof. The open dual fundamental Weyl chamber is the half cone defined by the positivity of the linear form induced by the simple roots:

\[
\psi_1 > 0, \quad 2\varphi_1 - \varphi_2 > 0, \quad -3\varphi_1 + 2\varphi_2 > 0. \tag{11.13}
\]

There are only three hyperplanes intersecting the interior of the fundamental Weyl chamber:

\[
\omega^{(2,7)}_5, \omega^{(2,7)}_6, \omega^{(2,7)}_7.
\]

We use them in the order $(\omega^{(2,7)}_5, \omega^{(2,7)}_6, \omega^{(2,7)}_7)$, the sign vector is

\[
(\psi_1 - 2\varphi_1 - \varphi_2, \psi_1 + \varphi_1 - \varphi_2, \psi_1 - \varphi_2).
\]

First we consider when $\psi_1 - \varphi_1 > 0$. Then $\omega^{2,7}_5 = \psi_1 - \varphi_1 > 0, \omega^{2,7}_6 = \psi_1 + \varphi_1 - \epsilon = (\psi_1 - \varphi_1) + (2\varphi_1 - \epsilon > 0$, and $\omega^{2,7}_7 = \psi_1 - 2\varphi_1 + \varphi_2 = (\psi_1 - \varphi_1) + (2\varphi_1 - \varphi_2) + (-3\varphi_1 + 2\varphi_2) = \omega^{2,7}_6 + (-3\varphi_1 + 2\varphi_2) > 0$.

When $\psi_1 - \varphi_1 < 0, \omega^{2,7}_5 = \psi_1 - \varphi_1 < 0$. Then we have either $\omega^{2,7}_6 = \psi_1 + \varphi_1 - \varphi_2 = \cdots$
\[(\psi_1 - \phi_1) + (2\phi_1 - \phi_2) > 0, \text{ or } \varpi^{2,7}_6 = \psi_1 + \phi_1 - \phi_2 = (\psi_1 - \phi_1) + (2\phi_1 - \phi_2) < 0. \text{ If } \varpi^{2,7}_6 > 0, \text{ it follows that } \varpi^{2,7}_7 = \psi_1 + \phi_1 - \phi_2 = (\psi_1 - \phi_1) + (2\phi_1 - \phi_2) < 0. \text{ If } \varpi^{2,7}_6 < 0, \text{ we can have both } \varpi^{2,7}_7 > 0 \text{ and } \varpi^{2,7}_7 < 0. \text{ See Table 11.3.} \]

<table>
<thead>
<tr>
<th>Subchambers</th>
<th>(\varpi^{(2,7)}_3)</th>
<th>(\varpi^{(2,7)}_6)</th>
<th>(\varpi^{(2,7)}_7)</th>
<th>Explicit description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>(0 &lt; \frac{1}{2} \phi_2 &lt; \phi_1 &lt; \frac{2}{3} \phi_2), (\phi_1 &lt; \psi_1)</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>(0 &lt; \frac{1}{2} \phi_2 &lt; \phi_1 &lt; \frac{2}{3} \phi_2), (\phi_2 - \phi_1 &lt; \psi_1 &lt; \phi_1)</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>(0 &lt; \frac{1}{2} \phi_2 &lt; \phi_1 &lt; \frac{2}{3} \phi_2), (2\phi_1 - \phi_2 &lt; \psi_1 &lt; \phi_2 - \phi_1)</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(0 &lt; \frac{1}{2} \phi_1 &lt; \phi_2 &lt; \phi_1), (\phi &lt; \psi_1 &lt; 2\phi_1 - \phi_2)</td>
</tr>
</tbody>
</table>

Table 11.3: Chambers of the hyperplane arrangement \(I(A_1 \oplus G_2, \mathbb{R})\) with \(\mathbb{R} = (2, 7)\). The wall between the chamber \(i\) and \(i + 1 (i = 1, 2, 3)\) is given by the weight \(\varpi^{(2,7)}_{i-1}\).

11.2.7 Flops

In this section, we discuss the flops between the resolutions I, II, III, IV. We identify the flopping curves in Table 11.4. These are curves whose weights differ only by a sign.
### Flopping curves

| Resolution I: \( \eta_{1}^{02} \) \[1; -1, 0\] \((2, 7)\) ↔ Resolution II: \( \eta_{01}^{2} \) \[-1; 1, 0\] \((2, 7)\) | Weight \( \omega_{7}^{(2, 7)} \) |
| Resolution II: \( \eta_{1}^{02} \) \[1; 1, -1\] \((2, 7)\) ↔ Resolution III: \( \eta_{0}^{i2} \) \[-1; -1, 1\] \((2, 7)\) | Weight \( \omega_{6}^{(2, 7)} \) |
| Resolution III: \( \eta_{1}^{12} \) \[1; -2, 1\] \((2, 7)\) ↔ Resolution IV: \( \eta_{0}^{2B} \) \[-1; 2, -1\] \((2, 7)\) | Weight \( \omega_{5}^{(2, 7)} \) |

**Table 11.4:** Flopping curves between different crepant resolutions of the SU(2) \(\times\) G\(_{2}\)-model.

### 11.3 The Crepant Resolutions and Fiber Structures

In this section, we study the fibral structure of the elliptic fibrations obtained by the crepant resolutions of the SU(2) \(\times\) G\(_{2}\)-model given by the Weierstrass model

\[
Y_{0} : \quad y^{2} = x^{3} + f t^{2} x + g t^{3}.
\]  

(11.14)

The resolutions are given by the sequence of blowups listed in Section 11.2.1. We analyze the fiber structure of each of these crepant resolutions and determine the weights of the rational curves produced by the degeneration over codimension-two points. These weights are important to determine the representation \( R \). We denote the fibral divisors over \( S \) and \( T \) by \( D_{a}^{s} \) and \( D_{a}^{t} \) respectively. Their generic fibers are respectively written as \( C_{a}^{s} \) and \( C_{a}^{t} \). We will focus on analyzing the collision III+I\(^{su}\) as we already know the behavior of the III-model and the G\(_{2}\)-model.
11.3.1 Resolution I

Resolution I is given by the following sequence of blowups:

\[ X_0 \xrightarrow{(x, y, t|e_1)} X_1 \xrightarrow{(x, y, t|w_1)} X_2 \xrightarrow{(y, w_1|w_2)} X_3 \quad (11.15) \]

The proper transform of the Weierstrass model is

\[ Y : \quad w_2 y^2 = w_1(e_1 x^3 + f s t^2 x + g s^2 t^3). \quad (11.16) \]

The projective coordinates are then given by

\[ [e_1 w_1 w_2 x ; e_1 w_1 w_2^2 y ; z = 1](w_1 w_2 x ; w_1 w_2^2 y ; s)(x ; w_2 y ; t)(y ; w_1]. \quad (11.17) \]

The fibral divisors are given by \( se_1 = 0 \) for type III and \( tw_1 w_2 = 0 \) for type \( I_{o}^{ns} \):

\[
\begin{align*}
\text{III} : & \quad D_0^s : \quad s = w_2 y^2 - w_1 e_1 x^3 = 0, \\
& \quad D_1^t : \quad e_1 = w_2 y^2 - st w_1 (fx + gx) = 0.
\end{align*}
\]

\[
\begin{align*}
\text{I}_{o}^{ns} : & \quad D_0^t : \quad t = w_2 y^2 - w_1 e_1 x^3 = 0, \\
& \quad 2D_1^t : \quad w_1 = w_2 = 0, \\
& \quad D_2^t : \quad w_2 = e_1 x^3 + f s t^2 x + g s^2 t^3 = 0.
\end{align*}
\]

(11.18)
On the intersection of $S$ and $T$, we see the following curves:

$$
\begin{aligned}
&\text{On } S \cap T:
\begin{cases}
D_o^t \cap D_o^s &\rightarrow \eta_0^o : s = t = w_2 y^2 - w_3 e_3 x^3 = o, \\
D_i^t \cap D_i^s &\rightarrow \eta_1^{o2} : e_i = t = w_2 = o, \quad \eta_{i1}^{oA} : e_i = t = y = o, \\
D_i^t \cap D_i^s &\rightarrow \eta_{i1}^{t2} : e_i = w_1 = w_2 = o, \\
D_i^t \cap D_i^s &\rightarrow \eta_1^{o2} : e_i = w_2 = t = o, \quad \eta_1^r : e_i = w_2 = fx + gt = o.
\end{cases}
\end{aligned}
$$

Hence we can deduce that the five fibral divisors split in the following way to produce the fiber in Figure 11.4, which is a fiber of type IV* with contracted nodes.

$$
\begin{aligned}
&\text{On } S \cap T:\n\begin{cases}
C^s_0 &\rightarrow \eta_0^o, \\
C^s_1 &\rightarrow 2\eta_1^{oA} + 3\eta_1^{o2} + 2\eta_{i1}^{t2} + \eta_1^r, \\
C^s_0 &\rightarrow \eta_0^o + \eta_1^{o2} + 2\eta_{i1}^{oA}, \\
C^s_1 &\rightarrow \eta_{i1}^{t2}, \\
C^s_2 &\rightarrow 2\eta_1^{o2} + \eta_1^r.
\end{cases}
\end{aligned}
$$
Figure 11.4: Codimension-two Collision of SU(2)×G_{2}-model at S ∩ T, Resolution I. This fiber is of type III* (with dual graph E_{7}) with contracted nodes.

In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.

<table>
<thead>
<tr>
<th></th>
<th>$D^a_0$</th>
<th>$D^a_1$</th>
<th>$D^b_0$</th>
<th>$D^b_1$</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta^0_0$</td>
<td>-2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>[-2;0,0]</td>
<td>(3, 1)</td>
</tr>
<tr>
<td>$\eta^{0,d}_1$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>[1;-1,0]</td>
<td>(2, 7)</td>
</tr>
<tr>
<td>$\eta^{0,2}_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>[-2;0,1]</td>
<td>(1, 7) ⊂ (1, 14)</td>
</tr>
<tr>
<td>$\eta^{1,2}_1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>[0;2,-1]</td>
<td>(1, 14)</td>
</tr>
<tr>
<td>$\eta^{2,1}_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>[-2;0,1]</td>
<td>(1, 7) ⊂ (1, 14)</td>
</tr>
</tbody>
</table>

Table 11.5: Weights and representations of the components of the generic curve over $S ∩ T$ in Resolution I of the SU(2)×G_{2}-model. See Section 11.4.2 for more information on the interpretation of these representations.

The fiber of Figure 11.4 specializes further when $f = 0$:

$$\eta^1_i \rightarrow \eta^{0,2}_i.$$  \hspace{1cm} (11.21)

This corresponds to the non-Kodaira diagram in Figure 11.5, which is a fiber of type II* with con-
11.3.2 Resolution II

In this section, we study Resolution II in detail. Resolution II requires a first blowup that does not have a smooth center; it is useful to rewrite equation (11.10) as

\[ Y_0 : \begin{cases} 
  y^2 = x^3 + fp_0 t x + gp_0^2 t, \\
  p_0 = st.
\end{cases} \tag{11.22} \]

Resolution II is given by the following sequence of blowups

\[ X_0 \xleftarrow{(x, y, p_0|p_1)} X_1 \xleftarrow{(y, t, p_1|w_1)} X_2 \xleftarrow{(t, p_0|w_2)} X_3, \tag{11.23} \]

where \( X_0 = \mathbb{P}[\mathcal{O}_B \oplus \mathcal{L}^{\otimes 2} \oplus \mathcal{L}^{\otimes 3}] \). The projective coordinates are then

\[ [p_1 w_1 x : p_1 w_1^2 y : z = 1] : [x : w_1 y : p_0 w_2] : [y : t w_2 : p_1] : [t : p_0], \tag{11.24} \]
and the proper transform is

\[
Y : \begin{cases} 
  w_1 y^2 = p_1 x^3 + fp_0 tw_2^2 x + gp_0^2 tw_2^3, \\
  p_0 p_1 = st. 
\end{cases}
\]

(11.25)

\[X_1 = Bl_{(x, y, p_0)} X_0 \] has double point singularities at the ideal \((p_0, p_1, s, t)\). Recall that we have two curves from III and three curves from I* individually. We denote by \(D_\alpha^I\) and \(D_\alpha^S\) the fibral divisors that project to \(S\) and \(T\):

\[
\begin{align*}
\text{III :} & \quad D_\alpha^I : s = p_\alpha = w_1 y^2 - p_\alpha x^3 = 0 \\
& \quad D_\iota^I : s = p_\iota = w_1 y^2 - (p_1 x^3 + p_0 tw_2^2 (fx + gp_0 w_2)) = 0 \\
& \quad D_\delta^I : w_2 = p_0 p_1 - st = w_1 y^2 - p_\alpha x^3 = 0 \\
\text{I* :} & \quad D_\iota^S : t = p_\iota = w_\iota = 0 \\
& \quad D_\delta^S : w_\delta = p_0 p_1 - st = p_\iota x^3 + p_0 tw_2^2 (fx + gp_0 w_2) = 0
\end{align*}
\]

(11.26)

At the intersection of \(S\) and \(T\), the fiber enhances to a non-Kodaira fiber presented in Figure 11.6, which is a fiber of type III* with contracted nodes. This is realized by the following splitting of
curves.  

\[
\begin{align*}
C_0 & \rightarrow \gamma_0^o + \gamma_0^t \\
C_1 & \rightarrow \gamma_0^o + 3\eta_1^{o2} + 2\eta_1^{t1} + \eta_1^t \\
C_0 & \rightarrow \gamma_0^o + \gamma_0^{o2} \\
C_1 & \rightarrow \gamma_1^{t1} \\
C_2 & \rightarrow 2\eta_0^o + 2\eta_1^{t2} + \eta_1^{t1} + \eta_1^t
\end{align*}
\]  

(11.27)

The curves at the intersection are given by

\[
\begin{align*}
D_0 \cap D_1 \rightarrow \gamma_0^o : s = p_0 = w_2 = w_1 y^2 - p_1 x^3 = o, \\
D_0 \cap D_2 \rightarrow \gamma_0^t : s = p_0 = w_1 = p_1 = o, \\
D_1 \cap D_0 \rightarrow \gamma_1^{o2} : s = p_1 = w_2 = w_1 = o, \\
D_1 \cap D_2 \rightarrow \gamma_1^{t1} : s = p_1 = t = w_1 = o, \\
D_1 \cap D_3 \rightarrow \gamma_1^{t2} : s = p_1 = w_1 = f x + g p_o w_2 = o, \\
\gamma_0^o : s = p_1 = w_1 = p_o = o, \\
\eta_1^{t2} : s = p_1 = w_1 = t = o, \\
\eta_1^{o2} : s = p_1 = w_1 = w_2 = o.
\end{align*}
\]  

(11.28)
Figure 11.6: Codimension-two Collision of $SU(2) \times G_2$-model at $S \cap T$, Resolution II. This fiber is of type III$^*$ (with dual graph $\tilde{E}_7$) with contracted nodes.

Table 11.6: Weights and representations of the components of the generic curve over $S \cap T$ in Resolution II of the $SU(2) \times G_2$-model. See Section 11.4.2 for more information on the interpretation of these representations.

The fiber enhances further over $f = 0$:

$$
\eta^i_1 \longrightarrow \eta^0_0 + \eta^{02}_1 .
$$

For this codimension-three enhancement, we get a non-Kodaira fiber corresponding to Figure 11.7, which is a fiber of type II$^*$ with contracted nodes.
11.3.3 Resolution III

Consider the following sequence of blowups:

\[ X_0 \xleftarrow{(x, y, t|w_1)} X_1 \xleftarrow{(y, w_1|w_2)} X_2 \xleftarrow{(y, w_1|w_2)} X_3. \]  \hspace{1cm} (11.30)

The projective coordinates are then given by

\[ [e_1 w_1 w_2 x; e_1 w_1 w_2 y; z = 1][e_1 x; e_1 w_2 y; t][x; w_2 y; s][y; w_1]. \]  \hspace{1cm} (11.31)

The proper transform is identical to equation (11.16). It follows that the fibral divisors are also identical to equation (11.18).
On the intersection of \( S \) and \( T \), we see the following curves:

\[
\begin{align*}
D_s^0 \cap D_t^0 & \rightarrow \eta_0^0 : s = t = w_3 y^2 - w_1 x^3 = 0, \\
D_s^0 \cap D_t^1 & \rightarrow \eta_1^{12} : s = w_1 = w_2 = 0, \\
D_s^1 \cap D_t^0 \rightarrow \eta_{o1}^2 : s = w_2 = e_1 = 0, \\
D_s^1 \cap D_t^2 \rightarrow \eta_{o1}^{12} : s = w_2 = w_3 = 0, \\
D_t^1 \cap D_t^0 & \rightarrow \eta_{o1}^{12} : e_1 = w_1 = w_2 = 0, \\
D_t^1 \cap D_t^2 & \rightarrow \eta_{o1}^{12} : e_1 = w_2 = f x + g s t = 0, \\
\eta_{o1}^{2} : e_1 = w_2 = s = 0.
\end{align*}
\] (11.32)

The resulting fiber is a non-Kodaira fiber illustrated in Figure 11.8 and corresponding to a fiber of type \( \text{III}^* \) with three contracted nodes.

\[
\begin{align*}
C_0^o \rightarrow \eta_0^0 + 2\eta_0^{12} + \eta_{o1}^2, \\
C_1^o \rightarrow \eta_{o1}^2 + 2\eta_{o1}^{12} + \eta_1^2, \\
C_0^1 \rightarrow \eta_{o1}^2, \\
C_1^1 \rightarrow \eta_0^0 + \eta_1^{12}, \\
C_2^1 \rightarrow 2\eta_{o1} + \eta_1^2, \\
\end{align*}
\] (11.33)
Figure 11.8: Codimension-two Collision of SU(2)×G_2-model at S ∩ T, Resolution III. This fiber is of type III* (with dual graph E_8) with contracted nodes.

In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.

<table>
<thead>
<tr>
<th></th>
<th>D^0_0</th>
<th>D^0_1</th>
<th>D^1_0</th>
<th>D^1_1</th>
<th>D^1_2</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>\eta_0^0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>0</td>
<td>[0;0,-1]</td>
<td>(1, 7) ⊂ (1, 14)</td>
</tr>
<tr>
<td>\eta_0^{12}</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>[-1;-1,1]</td>
<td>(2, 7)</td>
</tr>
<tr>
<td>\eta_1^{12}</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>2</td>
<td>[1;-2,1]</td>
<td>(2, 7)</td>
</tr>
<tr>
<td>\eta_1^2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>[0;2,-1]</td>
<td>(1, 7) ⊂ (1, 14)</td>
</tr>
<tr>
<td>\eta_2^2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>[0;2,-1]</td>
<td>(1, 7) ⊂ (1, 14)</td>
</tr>
</tbody>
</table>

Table 11.7: Weights and representations of the components of the generic curve over S ∩ T in Resolution III of the SU(2)×G_2-model. See Section 11.4.2 for more information on the interpretation of these representations.
We have a further enhancement when $f = 0$ as the rational curve $\eta_i$ coincides with $\eta_{oi}^2$:

$$
\eta_i^2 \rightarrow \eta_{oi}^2
$$

This corresponds to the codimension-three enhancement in Figure 11.9, which is a fiber of type III* with contracted nodes.

11.3.4 Resolution IV

The last crepant resolution of the $SU(2) \times G_2$-model is given by the following sequence of blowups:

$$
X_0 \leftarrow \frac{(x, y, t|w_i)}{X_1 \leftarrow \frac{(y, w_1|w_2)}{X_2 \leftarrow \frac{(x, y, s|e_1)}{X_3}}
$$

Figure 11.9: Codimension-three enhancement of $SU(2) \times G_2$-model at $S \cap T \cap V(f)$, Resolution III. This fiber is of type II* (with dual graph $\tilde{E}_8$) with contracted nodes.
Its projective coordinates are then given by

\[ [e_1 w_1 w_2 x ; e_1 w_1 w_2^2 y ; z = 1 | e_1 x ; e_1 w_2 y ; t | e_1 y ; w_1 | x ; y ; s]. \]  
\[ (11.36) \]

The proper transform is identical to equation (11.16). It follows that the divisors are also identical to equation (11.18). On the intersection of \( S \) and \( T \), we see the following curves:

\[
\begin{aligned}
D^*_0 \cap D^*_0 \rightarrow & \eta^0_o : s = t = w_2 y^2 - w_1 e_1 x^3 = 0, \\
D^*_0 \cap D^*_1 \rightarrow & \eta^{12}_o : s = w_1 = w_2 = 0, \\
D^*_1 \cap D^*_2 \rightarrow & \eta^b_o : s = w_2 = x = 0, \quad \eta^2_o : s = w_2 = e_1 = 0, \quad \eta^{12}_o : s = w_2 = w_1 = 0, \\
D^*_1 \cap D^*_2 \rightarrow & \eta^1_i : e_1 = w_2 = f x + g s t = 0, \quad \eta^2_{oi} : e_1 = w_2 = s = 0.
\end{aligned}
\]
\[ (11.37) \]

Hence, we can deduce that the five fibral divisors split in the following way to produce the fiber in Figure 11.10, which is a fiber of type III* with contracted nodes.

\[
\begin{aligned}
C^*_0 \rightarrow & \eta^0_o + 2 \eta^{12}_o + 3 \eta^{2b}_o + \eta^2_{oi}, \\
C^*_1 \rightarrow & \eta^2_o + \eta^3_i, \\
C^*_0 \rightarrow & \eta^0_o, \\
C^*_1 \rightarrow & \eta^{12}_o, \\
C^*_2 \rightarrow & 3 \eta^{2b}_o + 2 \eta^{2b}_o + \eta^2_i.
\end{aligned}
\]
\[ (11.38) \]
In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
 & D_0 & D_1 & D_0' & D_1' & \text{Weight} & \text{Representation} \\
\hline
\eta_0^2 & 0 & 0 & -2 & 1 & 0 & [0;0,-1] & (1,7) \subset (1,14) \\
\eta_2^{12} & 0 & 0 & 1 & -2 & 3 & [0;-3,2] & (1,14) \\
\eta_2^{20} & -1 & 1 & 0 & 1 & -2 & [-1;2,-1] & (2,7) \\
\eta_2^2 & 1 & -1 & 0 & 0 & 0 & [1;0,0] & (2,1) \subset (2,7) \\
\eta_1^2 & 1 & -1 & 0 & 0 & 0 & [1;0,0] & (2,1) \subset (2,7) \\
\hline
\end{array}
\]

**Table 11.8:** Weights and representations of the components of the generic curve over \(S \cap T\) in Resolution IV of the \(SU(2) \times G_2\)-model. See Section 11.4.2 for more information on the interpretation of these representations.

For the codimension-three fiber enhancement, consider when \(f = 0\). Note that only the fiber \(\eta_1^2\) changes under this condition:

\[
\eta_1^2 \rightarrow \eta_0^2. \tag{11.39}
\]

Even though only a single curve changed, we get a completely different fiber as a result. The codimension-three enhancement is represented in Figure 11.11, which is a fiber of type \(\text{III}^*\) with contracted nodes.
11.3.5 Fiber structure

In this section, we describe codimension-one and codimension-two fiber enhancements of all the resolutions (Resolutions I, II, III, IV) of the SU(2) × G₂-model. We consider two different ways of realizing the SU(2) × G₂-model: the collision of the fibers of type III+I∗S₃₀ and III + I∗Z₃₀ depending on the Galois group of the fiber I∗ns₀. The Weierstrass equation of type III+I∗S₃₀ is given by $y² = x³ + fsₙtₗx + gsₙt²$, whereas that of type III + I∗Z₃₀ is given by $y² = x³ + fsₙtₗx + gsₙt³$. Resolutions I, II, III, and IV of the collision of the type III+I∗S₃₀ are represented in Tables 11.9, 11.10, 11.11, and 11.12 respectively. Resolutions I, II, III, and IV of the collision of type III + I∗Z₃₀ are represented in Table 11.13.
Table 11.9: III + I_0^{S_3}, Resolution I.
Table 11.10: $\text{III} + I_0^S$, Resolution II.
Table 11.11: III + $I_{i}^S$, Resolution III.
Table 11.12: $\text{III + I}^\text{S_3}$, Resolution IV.
Table 11.13: III + \(1^Z_3\), \(y^3 = x^3 + f t^{h+\alpha} x + g t^{\beta+1}\). Resolution I, II, III, and IV. The fibers in codimension-two are arranged in the order of the resolution. There are no more enhancements in higher codimension.
11.4 Deriving the matter representation of an SU(2) × G\textsubscript{2}-model

In this section, we explain how to derive the representation attached to an SU(2) × G\textsubscript{2}-model. We first explain how the Katz-Vafa method does not give the correct representation for the SU(2) × G\textsubscript{2}-model. We use instead the notion of saturation of weights starting with a set of weights derived geometrically by intersecting the fibral divisors by the irreducible components of singular fibers over codimension-two points.

11.4.1 Failing of the Katz–Vafa method for the SU(2) × G\textsubscript{2}-model

The Katz–Vafa method was defined for rank-one enhancements between Lie algebras of type ADE [187]. For a G-model with a simple Lie group G, the Katz–Vafa method provides an elegant derivation of the matter content. This method had enabled the F-theory constructions to be independent from the existence of a Heterotic dual to explain their matter content. In collision of singularities, given two simple groups G\textsubscript{1} and G\textsubscript{2}, we can determine the group G that corresponds to their collision by considering an elliptic surface whose discriminant locus pass by one of the points of intersection of the divisors supporting G\textsubscript{1} and G\textsubscript{2}.

The Katz–Vafa method uses as input a triple (G\textsubscript{1}, G\textsubscript{2}, G) of Lie groups such that G\textsubscript{1} ⊗ G\textsubscript{2} ⊂ G and returns representations R\textsubscript{i} appearing in the branching rule for the decomposition of the adjoint of g = \text{Lie}(G) in terms of representations of G\textsubscript{1} × G\textsubscript{2}.

\[ g = g_1 \oplus g_2 \oplus R_1 \oplus \cdots \oplus R_n, \]
where $R_i$ are representations of $G_1 \times G_2$.

The branching rules for $G \supset G_1 \otimes G_2$ provide the Katz–Vafa representations $R_i = (r_i^{(1)}, r_i^{(2)})$ for the collision of $G_1$ and $G_2$:

$$adj(g) = adj(g_1) \oplus adj(g_2) \oplus \bigoplus_i (r_i^{(1)}, r_i^{(2)}).$$ (11.40)

The original motivation for Katz–Vafa was to give an intrinsic derivation of the matter content of F-theory without relying on the duality with the Heterotic string theory. In six-dimensional theories, anomaly cancellations are a sanity check for the identification of the correct representations. But a direct derivation is still necessary as anomalies do not uniquely identify the matter content. In explicit examples, we often have a rank-one enhancement with $G_1 \times U(1) \subset G$ with $G_1$ given via the fiber structure and $G$ to be determined.

The Katz-Vafa method does not always produce the correct matter content, in particular, the matter content of the $SU(2) \times G_2$-model cannot be derived by the Katz-Vafa method. The geometry of the fibration shows that at the collision of $S$ and $T$, the fibers are contractions of fibers of type $\text{III}^*$ whose dual graph is the affine Dynkin diagram of type $\tilde{E}_7$. The Lie algebra of $SU(2) \times G_2$ is a maximal subalgebra of type $S$ of $E_7$. The branching rule for the adjoint representation of $E_7$ in terms of the representation of $SU(2) \times G_2$ is as follows [233] :

$$133 = (3, 1) \oplus (1, 14) \oplus (5, 7) \oplus (3, 27).$$ (11.41)
The two summands $(3, 1)$ and $(1, 14)$ are the two components of the adjoint representation of $SU(2) \times G_2$. Thus, the remaining parts $(5, 7) \oplus (3, 27)$ should give the matter content of the $SU(2) \times G_2$-model according to the Katz–Vafa method. However, the representations $(5, 7)$ and $(3, 27)$ are incompatible with the weights from the geometry after resolving the singularities of the $SU(2) \times G_2$-model, as they do not contain the weights of the bifundamental representation $(2, 7)$.

11.4.2 Saturation of weights and representations

To determine the representation $R$ attached to a given elliptic fibration, over each codimension-two point, we identify a subset of weights of $g$ using intersection theory. This process can be explained in the following steps:

1. We first identify all the fibral divisors\(^2\) of the elliptic fibration. Each fibral divisor is a fibration over an irreducible component of the discriminant locus.

2. Then, we collect all the singular fibers over codimension-two points of the base where the generic fibers of the fibral divisors degenerate further. Assuming that the fibration is equidimensional up to codimension-two points, all the irreducible components of the singular fibers are necessarily rational curves that we call rational vertical curves.

3. We compute the intersection numbers of these rational vertical curves with the fibral divisors.

In this way, we attach to each irreducible components of a singular fiber over a codimension-

\(^2\) Under mild assumptions, the discriminant locus of an elliptic fibration $\phi : Y \to B$ is a divisor $\Delta$. The fibral divisors are by definition the irreducible components of the pullback $\phi^*(\Delta_{\text{red}})$ where $\Delta_{\text{red}}$ is the reduced discriminant.
two point a vector with integer entries. If we consider only the fibral divisors not touching
the section of the elliptic fibration, we get a vector of dimension equal to the rank of the Lie
algebra \( g \); we identify the negative of such a vector with an element of the weight lattice of \( g \).

4. We determine the representation \( R \) attached to the weights of the rational vertical curves over
each codimension-two points. The representation \( R \) has to necessarily contain all the weights
that we have identified by intersections of rational vertical curves with the fibral divisors.

In the last step, the goal is then to determine the minimal representation generated by the subset
of weights given to us by the geometry. A systematic way to do so is to use the notion of saturation
of weights introduced by Bourbaki (see \([57, \text{Chap.VIII.}\S7. \text{Sect. 2}])\). The identification of a representa-
tion using weights obtained by intersection numbers can be traced back to Aspinwall and Gross
\([19]\); it is based on the M-theory picture of M2-branes wrapping chains of curves and becoming
massless when the curve shrinks to a point. The use of saturation of weights in this context was first
explained in \([112]\) and inspired directly by \([19]\) and \([57]\). See also \([226, 241]\).

**Definition 11.4.1.** A set \( \Pi \) of integral weights is said to be saturated if for all \( \mu \in \Pi \), for all roots \( \alpha \),
and for all \( t \) between 0 and \( \langle \mu, \alpha \rangle \), we have \( \mu - t\alpha \in \Pi \). The saturation of a set of weights \( \Pi \) is the
smallest saturated set containing \( \Pi \).

We refer to Bourbaki \([57, \text{Chap.VIII.}\S7. \text{Sect. 2}]\) for more information on saturated sets of weights.
A direct consequence of the definition is that a saturated set of weights is invariant under the Weyl
group. Given a representation \( R \), its set of weights \( \Phi_R \) is a saturated set of weights.
Theorem 11.4.2 (See Corollary of Proposition 5 of [57, Chap.VIII.§7. Sect.2]). For any finite saturated set of weights \( \Pi \), there exists a finite-dimensional representation \( R \) such that \( \Pi \) is the set of weights of \( R \).

Thus, the saturation of weights attaches a representation \( R \) to a finite set of weights \( \Pi \) in a systematic way: \( R \) is the unique representation whose set of weights is the saturation of \( \Pi \). In other words, \( R \) is the representation generated by the set of weights \( \Pi \). There can be other representations containing the saturation of \( \Pi \) as a proper subset of their set of weights.

We determine the representation \( R \) attached to an elliptic fibration by first interpreting the negative of the intersection of vertical curves (over codimension-two points) with the fibral divisors as elements of the weight lattice. We then associate a representation to these weights using the notion of saturation of weights [112, 115, 121].

We illustrate the method with Resolution I. In Resolution I, the curve \( C_1 \) degenerates as follows over \( S \cap T \):

\[
C_1 \longrightarrow 3\eta_1^{02} + 2\eta_1^{20} + 2\eta_1^{22} + \eta_1^2,
\]

where \( \eta_1^{02} \) and \( \eta_1^2 \) have weight \([0; 2, -1]\), which is a weight of the fundamental representation \((1, 7) \subset (1, 14)\), \( \eta_1^{20} \) has weight \([1; -1, 0]\) of the bifundamental representation \((2, 7) \subset (2, 14)\), and \( \eta_1^{22} \) has weight \([0; -3, 2]\) of the adjoint representation \((1, 14)\).

In Resolution IV, the curve \( C_1 \) undergoes the following degeneration over \( S \cap T \):

\[
C_1 \longrightarrow \eta^{20}_1 + \eta^2_1,
\]
where both $\eta^2_{01}$ and $\eta^4_1$ have weight $[1; 0, 0]$, which is a weight of the representation $(2, 1) \subset (2, 7)$.

There is another curve (\eta^2_1B) coming from the degeneration of $G^*_0$ that carries the weight $[-1, 2, -1]$ of the bifundamental $(2, 7)$ of $SU(2) \times G_2$.

To make sense of the representation we should attach to these degenerations, we recall first few fact about the weights involved. The adjoint representation of $G_2$ consists of fourteen weights that split into four orbits under the action of the Weyl group: each of the two zero weights form an orbit on its own, the six short roots form an orbit, and the six long weights form the fourth orbit. The short roots of the adjoint of $G_2$ are the nonzero weights of the fundamental representation $7$ of $G_2$.

The highest weight of the adjoint representation is a long root; thus, the adjoint representation is the smallest representation containing the saturation set of any subset of long roots. The bifundamental representation of $SU(2) \times G_2$ $(2, 7)$ consists of the following Weyl orbits: the two weights $[\pm 1; 0, 0]$ form an orbit corresponding to the representation $(2, 1)$, and the other twelve weights form a unique orbit. Thus we can conclude the saturations from the weights are given by Table 11.14.

<table>
<thead>
<tr>
<th>Set of weights $\Pi$</th>
<th>Saturation of $\Pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${[0; 2, -1]}$</td>
<td>the fundamental rep. $(1, 7)$</td>
</tr>
<tr>
<td>${[1; -1, 0]}$</td>
<td>the bifundamental rep. $(2, 7)$</td>
</tr>
<tr>
<td>${[0; -3, 2]}$</td>
<td>the adjoint representation $(1, 14)$</td>
</tr>
<tr>
<td>${[1; 0, 0]}$</td>
<td>the fundamental rep. $(2, 1)$</td>
</tr>
<tr>
<td>${[0; -3, 2], [0; 2, -1]}$</td>
<td>the adjoint representation $(1, 14)$</td>
</tr>
<tr>
<td>${[1; 0, 0], [-1; 2, -1]}$</td>
<td>the bifundamental rep. $(2, 7)$</td>
</tr>
</tbody>
</table>

Table 11.14: Representations derived from saturation of weights.
11.5 5d and 6d Supergravity Theories with Eight Supercharges

In this section, we determine the prepotential in each Coulomb branch of the five-dimensional supergravity theory with eight supercharges and match with the triple intersection polynomial for each corresponding crepant resolution. We determine the number of multiplets of the corresponding uplifted six-dimensional theory and check if the anomalies can be canceled using Green-Schwarz mechanism. We also explain the numerical oddities we encounter while counting the number of hypermultiplets.

11.5.1 5d \( \mathcal{N} = 1 \) PREPOTENTIALS

We compute \( \mathcal{F}_{\text{IMS}} \) for each of the four chambers of an SU\((2) \times G_2\)-model. The chambers are defined by Table 11.3.

**Theorem 11.5.1.** The prepotential of an SU\((2) \times G_2\)-model in the four phases defined by the chambers of Table 11.3.

**Chamber 1:**

\[
6, \mathcal{F}_{\text{IMS}}^{(1)} = -4 \phi_1^1(2n_{1,14} + n_{1,7} - 2) + 9 \phi_1^1 \phi_2^1(-2n_{1,14} + n_{1,7} + 2) - 8(n_{1,14} - 1) \phi_1^1 \\
+ 3 \phi_1^1 \phi_2^1(8n_{1,14} - n_{1,7} - 8) + \psi_1^1(-n_{2,1} - 7n_{2,7} - 8n_{3,1} + 8) \\
+ 12 \psi_1^1(-3n_{2,7} \phi_2^1 + 3n_{2,7} \phi_1 \phi_2 - n_{2,7} \phi_1^2),
\]
Chamber 2:

\[ 6.\mathcal{F}^{(2)}_{\text{IMS}} = -2\varphi_2^1 (4(n_{1,14} + n_{1,7} - 1) + n_{2,7}) + 9\varphi_1^1 \varphi_2^2 (-2n_{1,14} + n_{1,7} + 2) - 8(n_{1,14} - 1) \phi_3^3 \]
\[ + 3\varphi_1^1 \varphi_2^2 (8n_{1,14} - n_{1,7} - 8) + \psi_1^1 (-n_{2,1} - 5n_{2,7} - 8n_{3,1} + 8) - 6n_{2,7} \psi_1^2 \varphi_2 \]
\[ + \psi_1^1 (-3n_{2,7} \phi_2^3 + 36n_{2,7} \varphi_1^1 \varphi_2 - 12n_{2,7} \phi_1^3), \]

Chamber 3:

\[ 6.\mathcal{F}^{(3)}_{\text{IMS}} = 3\varphi_1^1 \varphi_2^2 (-6n_{1,14} + 3n_{1,7} - 2n_{2,7} + 6) + 3\varphi_1^2 \varphi_2 (8n_{1,14} - n_{1,7} + 2n_{2,7} - 8) \]
\[ - 8\varphi_1^1 (n_{1,14} + n_{1,7} - 1) - 2\varphi_1^1 (4n_{1,14} + n_{2,7} - 4) + \phi_1^2 (-n_{2,1} - 3n_{2,7} - 8n_{3,1} + 8) \]
\[ + \psi_1^1 (-24n_{2,7} \phi_2^3 + 24n_{2,7} \varphi_1^1 \varphi_2 - 6n_{2,7} \phi_1^3) - 6n_{2,7} \psi_1^2 \varphi_1, \]

Chamber 4:

\[ 6.\mathcal{F}^{(4)}_{\text{IMS}} = -8(n_{1,14} - 1) \phi_1^1 + 9\varphi_1^1 \varphi_2^2 (-2n_{1,14} + n_{1,7} + 2n_{2,7} + 2) - 8\varphi_1^1 (n_{1,14} + n_{1,7} + 2n_{2,7} - 1) \]
\[ + 3\varphi_1^2 \varphi_2^2 (8n_{1,14} - n_{1,7} - 2n_{2,7} - 8) + \psi_1^1 (-n_{2,1} - n_{2,7} - 8n_{3,1} + 8) - 12n_{2,7} \psi_1^2 \varphi_2. \]

**Proof.** Direct computation starting with equation (2.39) and using Table 11.3 to remove the absolute values.

The number of hypermultiplets are computed by comparing the prepotential and the intersection polynomial. Comparing the triple intersection numbers obtained in the Resolutions I, II, III,
IV with the prepotentials computed respectively in Chambers 1, 2, 3, 4, we get

\[ n_{2,1} + 8n_{3,1} = S \cdot \left( 4L + 2S - \frac{7}{2}T \right) + 8, \quad n_{1,14} = \frac{1}{2}(-L \cdot T + T^2 + 2), \]

\[ n_{2,7} = \frac{1}{2}S \cdot T, \quad n_{1,7} = T \cdot (5L - S - 2T). \]  \hfill (11.42)

We see in particular that the numbers \( n_{2,1} \) and \( n_{3,1} \) are not completely fixed by this method but restricted by a linear relation. The same is true for the SU(2)-model in [124]. Using Witten’s genus formula to restrict \( n_{3,1} \) with \( K = -L \), we get that \( n_{3,1} \) and \( n_{1,14} \) become respectively the arithmetic genus of the curves \( S \) and \( T \):

\[ n_{3,1} = g(S), \quad n_{1,14} = g(T), \quad n_{2,1} = -S \cdot \left( 8K + 2S + \frac{7}{2}T \right), \quad n_{1,7} = -T \cdot (5K + S + 2T). \]  \hfill (11.43)

The geometric origin of the number \( n_{1,7} \) is as follows. The \( G_2 \) fiber contains a non-split curve that splits into three curves after an appropriate field extension. Over \( T \), this non-split curve defines a triple cover of \( T \) with a branch locus given by its discriminant \( \delta \cdot \delta^6(4T^3 + 27g^2s) \). The reduced discriminant is \( \delta(4T^3 + 27g^2s) \) as \( t \) is a unit. Using Witten’s genus formula [1, 306, 306], we get

\[ n_{1,7} = (d - 1)(g - 1) + \frac{1}{2}R, \]  \hfill (11.44)

where \( d = 3, g = \frac{1}{2}(KT + T^2 + 2) \), and the class of \( R \) is the class of the reduced discriminant, i.e.

\[ R = [\delta(4T^3 + 27g^2s)] = -3T \cdot (4K + S + 2T) + S \cdot T. \]

As explained in Remark 11.1.1, the representation \( n_{1,7} \) is frozen when \( S \) and \( T \) intersect transver-
sally at one point and $T$ is a $-3$-curve. The meaning of $n_{2,1}$ is much more complicated. One would expect it to be just an intersection number, but that is not the case as will discuss in section 11.6.

### 11.5.2 Anomalies cancellations for an SU(2) $\times$ G$_2$-model

In this section, we check that the gravitational, gauged, and mixed anomalies of the six-dimensional supergravity are all canceled when the Lie algebra and the representation are

$\mathfrak{g} = A_1 \oplus G_2, \quad R = (3, 1) \oplus (1, 14) \oplus (2, 1) \oplus (1, 7) \oplus (2, 7)$.

First, we recall that for the case of a Calabi-Yau threefold (defined as a crepant resolution of the Weierstrass model of an SU(2) $\times$ G$_2$-model), the Euler characteristic is (see Lemma 11.2.3)

$$\chi(Y) = -6(10K^2 + 5K \cdot S + 8K \cdot T + S^2 + 2S \cdot T + 2T^2), \quad (11.45)$$

where $S$ and $T$ are the curves supporting $A_1$ and $G_2$ respectively. The Hodge numbers are

$$b^{1,1}(Y) = 14 - K^2, \quad b^{2,1}(Y) = 29K^2 + 15K \cdot S + 24K \cdot T + 3S^2 + 6S \cdot T + 6T^2 + 14. \quad (11.46)$$

The numbers of vector multiplets and tensor multiplets, and neutral hypermultiplets are

$$n_T = 9 - K^2, \quad n_V = \dim G = \dim \text{SU(2)} + \dim G_2 = 3 + 14 = 17, \quad (11.47)$$

$$n_{0H} = b^{3,1}(Y) + 1 = 29K^2 + 15K \cdot S + 24K \cdot T + 3S^2 + 6S \cdot T + 6T^2 + 15.$$
We will use the anomaly cancellation conditions to explicitly compute the number of hypermultiplets transforming in each representation by requiring all anomalies to cancel. We will see that they are the same as those found in five-dimensional supergravity by comparing the triple intersection numbers of the fibral divisors of a given crepant resolution and the cubic prepotential of the corresponding Coulomb chamber.

The Lie algebra of type $A_1$ (resp. $G_2$) only has a unique quartic Casimir invariant so that we do not have to impose the vanishing condition for the coefficients of $\text{tr} F_1^4$ (resp. $\text{tr} F_2^4$). We have the following trace identities for $\text{SU}(2)$ and $G_2$ [22, 106]:

\[
\begin{align*}
\text{tr}_3 F_1^2 &= 4 \text{tr}_2 F_2^2, & \text{tr}_3 F_1^4 &= 8 (\text{tr}_3 F_1^2)^2, & \text{tr}_2 F_1^4 &= \frac{1}{2} (\text{tr}_2 F_1^2)^2, \\
\text{tr}_{14} F_2^2 &= 4 \text{tr}_7 F_2^2, & \text{tr}_{14} F_2^4 &= \frac{5}{2} (\text{tr}_7 F_2^2)^2, & \text{tr}_7 F_2^4 &= \frac{1}{4} (\text{tr}_7 F_2^2)^2, 
\end{align*}
\] (11.48)

which give

\[
\begin{align*}
X_1^{(2)} &= (4 - 4n_{3,1} - n_{2,1} - 7n_{2,7}) \text{tr}_2 F_1^2, & X_2^{(2)} &= (4 - 4n_{1,14} - n_{1,7} - 2n_{2,7}) \text{tr}_7 F_2^2, \\
X_1^{(4)} &= (8 - 8n_{3,1} - \frac{1}{2} n_{2,1} - \frac{7}{2} n_{2,7}) (\text{tr}_2 F_1^2)^2, & X_2^{(4)} &= \left( \frac{5}{2} - \frac{5}{2} n_{1,14} - \frac{1}{4} n_{1,7} - \frac{2}{4} n_{2,7} \right) (\text{tr}_7 F_2^2)^2, \\
Y_{27} &= n_{2,7} \text{tr}_2 F_1^2 \text{tr}_7 F_2^2. 
\end{align*}
\] (11.49)

Following Table 2.9, we take $\lambda_1 = 1$ for $A_1$ and $\lambda_2 = 2$ for $G_2$. If the pure gravitational anomaly
vanishes, the anomaly cancellation conditions are
\[
2(4 - 4n_{1,14} - n_{1,7} - 2n_{2,7}) = 6K \cdot T, \quad (4 - 4n_{3,1} - n_{2,1} - 7n_{2,7}) = 6K \cdot S,
\]
\[
(10 - 10n_{1,14} - n_{1,7} - 2n_{2,7}) = -3T^e, \quad (8 - 8n_{3,1} - \frac{1}{2}n_{2,1} - \frac{7}{2}n_{2,7}) = -3S^e,
\]
\[
2n_{2,7} = S \cdot T.
\]

These linear equations have the following unique solution
\[
n_{2,7} = \frac{1}{2} S \cdot T, \quad n_{3,1} = \frac{1}{2} (K \cdot S + S^e + 2), \quad n_{2,1} = -S \cdot \left(8K + 2S + \frac{7}{2}T\right), \quad n_{1,4} = \frac{1}{2} (K \cdot T + T^e + 2), \quad n_{1,7} = -T \cdot \left(5K + S + 2T\right).
\]

We note that the numbers of charged hypermultiplets match exactly the values found in the five-dimensional theory (see equation (11.43)) after using Witten’s genus formula which asserts that the number of adjoint hypermultiplets \( n_{3,1} \) is the genus of the curve \( S \) supporting the group \( SU(2) \) [306].

We can now check that the pure gravitational anomaly is cancelled. The total number of hypermultiplets is the sum of the neutral hypermultiplets coming from the compactification and the charged hypermultiplets transforming under the different irreducible summands of the representation \( R \). Since the charge of a hypermultiplet is given by a weight of a representation, we remove
the zero weights when counting charged hypermultiplets \cite{142}. In the present case, we have:

\[
n_H = n_0^H + n_{ch}^H
\]

\[
= (h^{2,1}(Y) + 1) + 2n_{2,1} + (7 - 1)n_{1,7} + 14n_{2,7} + (3 - 1)n_{3,4} + (14 - 2)n_{1,14} = 29K^2 + 29.
\]

(11.52)

Using equation (11.47), we check that the coefficient of tr $R^4$ vanishes as required by the cancellation of the pure gravitational anomaly \cite{262}:

\[
n_H - n_V + 29n_T - 273 = 0.
\]

(11.53)

Finally, we show that the anomaly polynomial $I_8$ factors as a perfect square:

\[
I_8 = \frac{K^2}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_{1}^{(2)} + X_{2}^{(2)}) \text{tr} R^2 - \frac{2}{3} (X_{1}^{(4)} + X_{2}^{(4)}) + 4Y_{27},
\]

\[
= \frac{1}{2} \left( \frac{1}{2} K \text{tr} R^2 + 2 \text{Str}_1 F^2 + T \text{tr}_1 F^2 \right)^2.
\]

(11.54)

Hence, we conclude that all the local anomalies are canceled via the Green–Schwarz–Sagnotti–West mechanism \cite{147,270}.

11.6 Counting hypermultiplets: numerical oddities

The physics of D-branes in presence of singularities is full of subtleties \cite{5,78,123}. The situations that are well understood rely on fundamental physical properties such as the cancellations of anoma-
lies and tadpoles or string dualities. For example, the induced D3-charge of a singular D7-brane is derived from a tadpole cancellation condition [5, 78].

The numbers of charged hypermultiplets we get from the triple intersection numbers of the five-dimensional theory match the numbers of hypermultiplets we get by solving the six-dimensional theory anomaly cancellation conditions. The number of fundamental $n_{1,7}$ can be explained using Witten’s genus formula and the number of bifundamental $n_{2,7}$ is given by an intersection number as expected by the usual D-brane picture.

We point out an interesting observation about the number of hypermultiplets charged in the representation $(2, 1)$ in the $\text{SU}(2) \times G_2$-model. One would expect that the number of fundamental matter $n_{2,1}$ is also given by a direct intersection number, but that is not the case. We cannot explain the number $n_{2,1}$ by looking at the D-brane configuration attached to this geometry.

11.6.1 Determining $n_{2,1}$ from 5d and/or 6d

If we evaluate the number of multiplets in a five-dimensional supergravity theory with eight supercharges resulting from a compactification of M-theory on an elliptically fibered Calabi-Yau three-fold obtained by one of the resolution of the $\text{SU}(2) \times G_2$-model, we can compare the triple intersection numbers of the divisors of the Calabi-Yau with the one-loop prepotential and deduce the number of multiplets. Moreover, in a compactification of F-theory on the same variety, we get a six-dimensional supergravity theory and we can use anomaly cancellation conditions to determine the
number of hypermultiplets. In both cases, we find that $n_{2,1}$ is given by

$$n_{2,1} = -2S \cdot (4K + S + \frac{7}{4}T) = -2S \cdot (4K + S + 2T) + \frac{1}{2}S \cdot T.$$ (11.55)

11.6.2 Localization of hypermultiplets charged under $(2, 1)$

We recall that the discriminant of the $SU(2) \times G_2$-model is supported on three divisors, namely, $S$ (which supports $SU(2)$), $T$ (which supports $G_2$) and $\Delta' = 4f^3 + 27g^2$ (which does not support any gauge group). While $S$ has a transverse intersection with $T$, $S$ intersects $\Delta'$ non-transversally along triple points located at $s = f = 0$. The hypermultiplets transforming in the representation $(2, 1)$ are localized at these non-transverse intersection points of $S$ and $\Delta'$. The divisor $\Delta'$ has cuspidal singularities at $V(f, g)$. However, since the divisor $S$ intersects it along its smooth locus, the cuspdical points should not affect the discussion of the hypermultiplets charged under $(2, 1)$.

The reduced locus of the intersection of $S$ and $\Delta'$ is $V(s, f)$. One might think that following the usual D-brane picture, the number of hypermultiplets $n_{2,1}$ will just be the intersection number

$$S \cdot [f] = -S \cdot (4K + S + 2T).$$

We might also think that since the intersection of $S$ and $\Delta'$ is given by the non-reduced scheme $(s, f^3)$, we might take the multiplicity seriously and have

$$S \cdot [\Delta'] = -3S \cdot (4K + S + 2T).$$

(11.56)
But what we get is

\[ n_{2,1} = -2S \cdot (4K + S + 2T) + \frac{1}{2}S \cdot T. \]  \tag{11.57}

As discussed in Remark 11.1.1, this formula reproduces what is known for the case when \( T \) and \( S \) are rational curves of self-intersection \(-2\) and \(-3\) intersecting transversally at one point \([69, 240]\).

**Remark 11.6.1.** There are two surprising numerical oddities about this formula (equation 11.57).

1. The first oddity is the coefficient of \( 2 \) in the first term \(-2S \cdot (4K + S + 2T)\).

2. The second numerical oddity is the presence of the second term as it predicts a nonzero number of hypermultiplets charged in the representation \((2, 1)\) even when the fiber of type III does not intersect the component \( \Delta' \) and therefore does not enhance to a fiber of type IV.

We will discuss these two points further below using the geometric point of view of this chapter, namely, the fiber geometry in a crepant resolution and the notion of saturations of weights.

**11.6.3 Mismatch between the brane and the anomaly picture?**

We can justify the contribution \(-2S \cdot (4K + S + 2T)\) to \( n_{2,1} \) by analyzing the crepant resolution. To be specific, we consider the case of the Resolution I studied in Section 11.3.1. The fiber III consists of two curves, a projective line \((C_{s0})\) and a conic \((C_1)\):

\[ C_1 : e_1 = wy^2 - t^2sw_1(fx + gts) = 0. \]  \tag{11.58}
The matrix of this conic is (with respect to the projective coordinates \([y : s : x]\)):

\[
M = \begin{pmatrix}
  w_2 & 0 & 0 \\
  0 & 0 & -\frac{1}{2} w_1 t^4 f \\
  0 & -\frac{1}{2} t^2 f w_1 & -t^4 g w_1
\end{pmatrix}.
\] (11.59)

The determinant of this matrix is

\[
\det M = -\frac{1}{4} w_2 w_1^2 t^4 f^2.
\] (11.60)

The determinant of \(M\) vanishes over two distinct loci in the base: the intersection \(T \cap S\) (in particular \(V(e_1, w_1 w_2 t)\)) and the intersection of \(S\) and \(V(f)\) (located on \(S\) and away from \(T\)).

At \(f = 0\), \(M\) has rank two and the conic splits into two lines inducing an enhancement \(\text{III} \to \text{IV}\).

Each of the two line has weight \([1; 0, 0]\) since they are both away from the intersection with \(T\) and each of them intersects \(D_0^s\) transversally at one point (and therefore by linearity has intersection \(-1\) with \(D_1^s\)).

The rank of the matrix \(M\) collapses to two when \(w_2 = 0\) and one when \(w_1 = 0\). We recall that after the three blowups, the divisor \(T\) has total transform \(w_1 w_2 t\). Over \(S \cap T\), the generic fiber \(C_t^s\) of \(D_t^s\) degenerates to a collection of four distinct rational curve with multiplicities. We are at the intersection of \(S\) and \(T\) and the fiber III collides with the fiber \(I_0^s\) to produce a non-Kodaira fiber corresponding to a Kodaira fiber of type III* (whose dual graph \(\tilde{E}_7\)) with some components contracted.
to points.

\[ \text{III} + \text{I}_0^* \rightarrow \text{III}^* \text{ with contracted components.} \quad (11.61) \]

Over \( S \cap T \), the weights produced are in the adjoint representation \((1, 14)\) and the bifundamental representation \((2, 7)\). When \( f = 0 \), \( C^*_s \) produces weights of the fundamental representation \((2, 1)\) of \( \text{SU}(2) \times G_2 \). One should keep in mind that the nonzero weights of the \((1, 7)\) are the short nonzero weights of the adjoint representation.

The discriminant of the conic indicates that the number of hypermultiplets in the representation \((2, 1)\) of \( \text{SU}(2) \times G_2 \) at points away from \( T \) might be (taking into account the multiplicity of \( f \) in \( \det M \))

\[ S \cdot |\det M| = -2S \cdot (4K + S + 2T). \quad (11.62) \]

In the expression of \( n_{2,1} \) in equation (11.57), the first term \(-2S \cdot (4K + S + 2T)\) is exactly the contribution from the discriminant of the conic away from the divisor \( T \) seen in equation (11.62) when we take into account the multiplicity of \( f^2 \) in \( \det M \). This explains the first numerical oddity mentioned in Remark 11.6.1.

11.6.4 Hypers in the representation \((2, 1)\) at \( S \cap T \)?

The second term \( \frac{1}{2}S \cdot T \) in equation (11.57) is a correction term that is equal to \( n_{2,7} \), the number of hypermultiplets transforming in the bi-fundamental representation \((2, 7)\). This correction term gives an explicit mismatch with the number of hypermultiplets in the fundamental representation \( n_{2,1} \) from what we expect from the D-brane picture which should be proportional to the intersection
number computed in equation (11.62).

One might argue that this second term \( \frac{1}{2} S \cdot T \) is an evidence of the existence of extra hypermultiplets transforming in the representation \((2, 1)\) that is localized at the intersection of \(S\) and \(T\). This argument is in direct conflict with the fibral geometry of the SU(2) \(\times\) G2-model, since at the collision of \(S\) and \(T\), the geometry only predicts bifundamental matters in the representation \((2, 7)\).

\textbf{Remark 11.6.2.} The representation 2 is a minuscule representation of SU(2) and 7 is a quasi-minuscule representation of G2, in particular, the representation 7 of G2 has a zero weight and all the six remaining nonzero weights are in the same orbit of the Weyl group. The representation \((2, 7)\) is not a (quasi)-minuscule representation of SU(2) \(\times\) G2 but its set of weights contains all the weights of the minuscule representation \((2, 1)\) of SU(2) \(\times\) G2. We note that the set of weights of the representation \((2, 1)\) is a maximal subweight system of the set of weights of the representation \((2, 7)\). The weights of the representation \((2, 7)\) consists of two orbits under the Weyl group. One of the orbits has twelve elements that are the products of the weights of the 2 of SU(2) with the non-zero weights of the 7 of G2. There also exists an orbit that is consisted of exactly of the weights of the representation \((2, 1)\) and is obtained by the direct product of the weights of the 2 of SU(2) with the zero weight of the 7 of G2. It follows that the weights of the fundamental representation \((2, 1)\) are exactly the short weights of the bifundamental representation \((2, 7)\). They form an orbit under the action of the Weyl group and the unique sub-system of weights of the representation \((2, 7)\).

In the Resolution I, II, and III, the geometric weights in the representation \((2, 7)\) are always weights of the representation \((2, 7)\) that are not weights of the representation \((2, 1)\). In contrast,
in the Resolution IV, some of the rational curves that compose the singular fibers over $S \cap T$ have weights $[1; 0, 0]$, which is a weight of the representation $(2, 1)$. However, on the same locus, we also get a rational curve with the weight $[-1; 2, -1]$, which belongs to the representation $(2, 7)$. As summarized on Table 11.8, the saturation of these two weights, $\{[1; 0, 0], [-1; 2, -1]\}$, is the full set of weights of the representation $(2, 7)$ as can be seen directly by computing their Weyl orbits (see Remark 11.6.2). We note that the representation $(2, 7)$ was derived in all the three other chambers.

Hence, finding $(2, 7)$ on $S \cap T$ in Resolution IV is expected since the representations seen in F-theory should not depend on a choice of a crepant resolution, as each crepant resolution corresponds to a distinct Coulomb chamber of the same gauge theory.

In conclusion, the number of SU($2$) fundamental hypermultiplets $n_{2,1}$ is not given by an intersection number. It has a correction that is at odd with the fibral geometry. While we see only the representation $(2, 7)$ at the intersection $S \cap T$, we note that the representation $(2, 1)$ is a minuscule representation of SU($2$) $\times G_2$ and its weights form a subset of the weights of the representation $(2, 7)$. In that sense, the weights of the representation $(2, 1)$ are visible in all chambers even though they appear explicitly only as weights of vertical irreducible curves in the Resolution IV. It would be interesting to check if this phenomena occurs in other models with semi-simple Lie groups.
Throughout my work, I have assumed that the standard model is correct, and hence, the Higgs boson should be found. Although this is not directly connected to string theory, the discovery of the Higgs boson demonstrated the power of theoretical reasoning.

Ashoke Sen

48 crepant paths to $SU(2) \times SU(3)$

The compact simply connected semi-simple Lie groups with rank 2 or 3 are

$$SU(2) \times SU(2), \quad SU(2) \times G_2, \quad SU(2) \times Sp(4), \quad \text{and} \quad SU(2) \times SU(3).$$

The $SU(2) \times SU(2)$-, $SU(2) \times G_2$-, and $SU(2) \times SU(3)$-models could be realized by non-Higgsable clusters \([240]\) as in \([118, 119, 141]\). There are subtleties in realizing an $SU(3)$ as a non-Higgsable group
as discussed in Remark 12.2.1. The SU(2) × SU(2)-model, the SU(2) × G2-model, and the Sp(4)-model are studied respectively in [118], [119], and [121]. The individual SU(2) and SU(3)-models are studied in [124, 125] and the SU(2)×SU(3)-model (realized by the collision III+IV') has been studied from the point of view of string junctions in [141]. While the group SU(2) × SU(3) is famously the non-Abelian gauge sector of the Standard Model of particle physics [24, §2.4], the SU(2) × SU(3)-model has never been constructed explicitly as a nonsingular variety.

The purpose of this chapter is to study the SU(2) × SU(3)-model with associated Lie algebra

\[ E_3 = A_1 \oplus A_2. \]

We define elliptic fibrations with collisions of singularities corresponding to a Lie algebra of type E3, we study their geometry and topology, and explore the physics of compactifications of M-theory and F-theory on such varieties when the elliptic fibration is a Calabi–Yau threefold. By definition, an SU(2) × SU(3)-model is an elliptic fibration with a trivial Mordell–Weil group and a discriminant locus containing two irreducible smooth components S and T such that the generic fiber over S and T have respectively dual graphs of affine Dynkin type ˜A1 and ˜A2, while the Kodaira type of the fiber over the generic point of any other irreducible component of the discriminant locus is of type I1 or II. The SU(2) × SU(3)-models examined in this chapter are defined by singular Weierstrass models, given in Section 12.2, for which we construct explicit crepant resolutions in Section 12.3.1. Weierstrass models provide convenient canonical birational models for elliptic fibrations since any elliptic fibration over a smooth base is birational to a possibly singular Weierstrass model [94, 108,
We show that there are six distinct types of collisions of singularities that define Weierstrass models for $SU(2) \times SU(3)$-models with crepant resolutions, namely:

$$I^2_2 + I^3_3, \quad I^{ns}_2 + I^3_3, \quad \text{III} + I^3_3, \quad I^I_2 + IV^5, \quad I^{ns}_2 + IV^5, \quad \text{III} + IV^5.$$ 

We show that each of the corresponding Weierstrass models has eight distinct crepant resolutions.

These six $SU(2) \times SU(3)$-models are deformation of each other, where the deformations commute with the resolutions in a way such that the same eight sequences of three blowups are used for each of the six realizations of the $SU(2) \times SU(3)$-model. In total, we have a network of 48 distinct elliptic fibrations connected by deformations and flops. All the crepant resolutions of the $SU(2) \times SU(3)$-models are listed in Section (12.3.1).

**Figure 12.1:** The six collisions of singularities that give Weierstrass models whose crepant resolutions are smooth $SU(2) \times SU(3)$-models. In this graph, each arrow indicates a specialization of a Weierstrass model to another. The only collision that correspond to a non-Higgsable model is $\text{III} + IV^5$. 


12.1 Summary and organization of this chapter

12.1.1 Matter representation and connection to the Standard Model

The gauge group of the $\text{SU}(2) \times \text{SU}(3)$-model is the non-Abelian sector of the Standard Model of particle physics \[24, \S 2.4\]. In this chapter, we consider this gauge theory in the context of five and six-dimensional supergravity theories with minimal supersymmetry resulting from a compactification of M-theory or F-theory on a Calabi–Yau threefold $Y$ that corresponds to an elliptic fibration giving an $\text{SU}(2) \times \text{SU}(3)$-model. The representation $\mathbf{R}$ of the resulting $5\text{d}$ and $6\text{d}$ theory is reminiscent of the representations of fermions of the Standard Model once we ignore the Abelian sector.

The weights of vertical curves over codimension-one loci of the discriminant locus determine a representation $\mathbf{R}$ of $\mathfrak{g}$ called the matter representation. See \[112\] and reference therein for details on Weierstrass models, weights of curves, dual graphs, and $G$-models. We show that $\text{SU}(2) \times \text{SU}(3)$-models, defined over a base of dimension-two or higher, have vertical rational curves carrying the weights of the following quaternionic representation $\mathbf{R}$ reminiscent of the representation $\mathbf{F}$ of fermions of the Standard Model transforming non-trivially under $\text{SU}(2) \times \text{SU}(3)$:

\[
\mathbf{R} = (2, 1) \oplus (1, 3) \oplus (1, \bar{3}) \oplus (2, 3) \oplus (2, \bar{3}) \oplus (3, 1) \oplus (1, 8),
\]

\[
\mathbf{F} = (2, 1) \oplus (1, 3) \oplus (1, \bar{3}) \oplus (2, 3) \oplus (2, \bar{3}),
\]

where $(\mathbf{r}_1, \mathbf{r}_2)$ is the product of the representation $\mathbf{r}_1$ of the Lie algebra of type $A_1$ and the representation $\mathbf{r}_2$ of $A_2$, and $\bar{\mathbf{r}}$ is the complex conjugate representation of $\mathbf{r}$. In particular, $(3, 1)$ is the adjoint representation.
representation of $A_1$, $(1, 8)$ is the adjoint representation of $A_2$, $(2, 1)$ is the fundamental representation of $A_1$, $(1, 3)$ is the fundamental representation of $A_2$, and $(2, 3)$ is the bifundamental representation of $A_1 \oplus A_2$.

In the Standard Model, left-handed leptons transform in the representation $(2, 1)$ of $SU(2) \times SU(3)$, left-handed quarks transform in the representation $(2, 3)$, and right-handed up and down quarks transform in the representation $(1, 3)$. Right-handed leptons are neutral under $SU(2) \times SU(3)$ in the Standard Model, and we also have $n_{\tilde{H}}^2 = b^{+1}(Y) + 1$ neutral hypermultiplets in the $SU(2) \times SU(3)$-model (see equation (12.86)).

There are also differences: the $SU(2) \times SU(3)$-model has hypermultiplets transforming under the adjoints representations $(3, 1)$ and $(1, 8)$ while the Standard Model does not have fermions transforming in adjoint representations.

12.1.2 Geography of crepant resolutions of $G$-models and $I(g, R)$ hyperplane arrangements

A crepant resolution is a resolution of singularities that preserves the canonical class. In the case of surfaces, a crepant resolution is necessarily unique and always exists for du Val singularities. Starting from dimension-three, crepant resolutions (when they exist) are not necessarily unique. For normal threefolds with canonical singularities, the number of crepant resolutions is finite [191] and two crepant resolutions are connected by flops [190]. A substitute for crepant resolutions are terminal varieties and they always exist for varieties with canonical singularities [42]. In light of the result of Kawamata [190], it follows from the celebrated results of [42] that minimal models are connected
by flops. $\mathbb{Q}$-factorial terminal singularities are obstructions to the existence of crepant resolutions as $\mathbb{Q}$-factoriality implies that the exceptional set of any birational map is a divisor, and being terminal implies that all the discrepancies are positive [172]. Canonical singularities, $\mathbb{Q}$-factorial singularities, terminal singularities, crepant resolutions, and flops are defined for example in [202, 228].

For $G$-models, the geography of flops can be described by the hyperplane arrangement $I(g, R)$ defined inside the dual fundamental Weyl chamber of $g$ and whose hyperplanes are the kernel of the weights of the representation $R$ [110, 111, 163]. In stringy geometry, this is a conjecture motivated by the structure of the Coulomb branches of a five-dimensional $\mathcal{N} = 1$ supergravity theory with a gauge group $G$ and matter transforming in the representation $R$ [176]. As each Coulomb phase corresponds to a unique crepant resolution of the Weierstrass model, flops corresponds to phase transitions [306], and the different Coulomb phases correspond to the different connected domains in which the prepotential is differentiable; the study of the structure of the 5d Coulomb branches boils down to identifying the chambers of a hyperplane arrangement (see Section 12.7.1). Mathematically, this fact can be understood by subdivision of a relative movable cone of any of the crepant resolution over the Weierstrass model of a $G$-model into nef cones of each particular crepant resolution in the spirit of [188, 189, 227] and [228, Theorem 12-2-7].
The network of flops of the SU(2) × SU(3)-model matches the hyperplane arrangement $I(E_3 = A_1 ⊕ A_2, (1, 3) ⊕ (2, 3))$, where $(1, 3) ⊕ (2, 3)$ is the direct sum of the bifundamental representation of SU(2) × SU(3) and the fundamental representation of SU(3). The chamber structure of this hyperplane arrangement is represented in Figure 12.2.

12.1.3 Topological invariants

The Euler characteristic of the elliptically-fibered Calabi–Yau threefold $Y$ is instrumental in the discussion of the gravitational anomalies of the six-dimensional supergravity theory when F-theory is compactified on such $Y$ [142]. The Hodge numbers of $Y$ determines the number of vector multiplets and neutral hypermultiplets in an M-theory compactification on $Y$ [66]. In the case of Calabi–Yau fourfolds, the Euler characteristic is relevant to the cancellation of the D3-brane tadpole [5, 6, 78, 279]. The triple intersection numbers of divisors of a Calabi–Yau threefold $Y$ give the Chern–
Simons terms of an M-theory compactification on $Y$.

While the Euler characteristic and the Betti numbers, are independent of the choice of a crepant resolution as shown by Batyrev [29], the triple intersection numbers are not preserved by flops and depend on a choice of a crepant resolution [176]. We compute the Euler characteristic of an $\text{SU}(2) \times \text{SU}(3)$-model over a base of arbitrary dimension in Theorem 12.3.2 in the spirit of [114, 116, 117]. Denoting by $B$ the base of the fibration, by $S$ and $T$ the divisors supporting respectively the fiber with dual graphs $\tilde{A}_1$ and $\tilde{A}_2$, and by $L$ the first Chern class of the line bundle $\mathcal{L}$ of the Weierstrass model (see Theorem 5.0.4), we have

$$\chi(Y) = 6 \frac{S^2 - 2L - 3SL + 2(S^2 - 3SL + S + 2L)T + (3S + 2)T^2}{(1 + S)(1 + T)(-1 - 6L + 2S + 3T)} c(TB).$$

We also determine the Hodge numbers of an $\text{SU}(2) \times \text{SU}(3)$-model and the triple intersection numbers in the case of the Calabi–Yau threefolds. Since the triple intersection numbers depend on a choice of a resolution, we compute them for each of the crepant resolutions in Theorem 12.3.3.

$$b^{1,1}(Y) = 14 - K^2, \quad b^{2,1}(Y) = 29K^2 + 15KS + 24KT + 3S^2 + 6ST + 6T^2 + 14,$$

where $K$ is the canonical class of the base $B$.

12.1.4 Compactification of M-theory to 5d $\mathcal{N} = 1$ supergravity

We analyze the physics of the compactifications of M-theory and F-theory on elliptically-fibered Calabi–Yau threefolds corresponding to $\text{SU}(2) \times \text{SU}(3)$-models. These give five and six-dimensional
gauge theories coupled to supergravity theories with eight supercharges respectively. For the five-dimensional supergravity theory, we compute the one-loop prepotential in the Coulomb branch (see Theorem 12.7.1), and determine the Chern–Simons couplings, the number of vector multiplets, tensor multiplets, and hypermultiplets. The Chern–Simons couplings are computed geometrically as triple intersection numbers of fibral divisors in each Coulomb chamber (see Theorem 12.3.8).

The Chern–Simons levels are given by triple intersection numbers of divisors of the Calabi–Yau threefolds and determine the prepotential of a five-dimensional supergravity theory from an M-theory compactification on such Calabi–Yau threefolds [66]. Using such relation, we match the triple intersection polynomial with the one-loop prepotential in each Coulomb chamber to obtain constraints on the number of charged hypermultiplets (see equation (12.75)). In many cases, such a method will completely fix the number of multiplets [112, 115, 118, 121, 124]; however for the SU(2) × SU(3)-model, we get linear constraints that does not fully determine the number of multiplets.\footnote{When we consider a model with a semisimple Lie algebra and a trivial Mordell–Weil group, we always get linear constraints that does not fully determine the number of multiplets by matching the prepotential and the triple intersection polynomial [118, 118, 119, 121].}

However, they can completely be fixed by using Witten’s genus formula, which is a five-dimensional result. In the five-dimensional theory, we also determine the structure of the Coulomb chambers. Each chamber corresponds to a specific crepant resolution that we determine explicitly.

If we denote the number of hypermultiplets transforming in the irreducible representation $R$ as $n_R$ and denote the curve supporting the gauge group $SU(2)$ and $SU(3)$ by $S$ and $T$ respectively, and
write $K$ for the canonical class of the base of the elliptic threefold,\(^2\) we have:

\[
\begin{align*}
n_{3,1} &= \frac{1}{2}(K \cdot S + S^2 + 2), \\
n_{1,8} &= \frac{1}{2}(K \cdot T + T^2 + 2), \\
n_{2,1} &= -S \cdot (8K + 2S + 3T), \\
n_{1,3} + n_{1,5} &= -T \cdot (9K + 3T + 2S), \\
n_{2,3} + n_{2,3} &= S \cdot T.
\end{align*}
\]

Interpreting the number of charged hypermultiplets with the genus of the supporting curves of $S$ and $T$, denoted as $g(S)$ and $g(T)$ respectively, we get

\[
\begin{align*}
n_{3,1} &= g(S), \\
n_{1,8} &= g(T), \\
n_{2,1} &= 16(1 - g(S)) + 6S^2 - 3S \cdot T, \\
n_{1,3} + n_{1,5} &= 18(1 - g(T)) + 6T^2 - 2S \cdot T, \\
n_{2,3} + n_{2,3} &= S \cdot T.
\end{align*}
\]

\[12.1.5\] Compactification of F-theory to 6d $\mathcal{N} = (1, 0)$ supergravity and cancellation of anomalies

We also study in detail the anomaly cancellations of the six-dimensional theory. Considering the set of equations from requiring the local anomalies in the six-dimensional theory to cancel, we determine the unique solution of the number of charged hypermultiplets in each irreducible representation. Using Sadov’s techniques \([269]\), we check that anomalies are canceled explicitly by the Green-Schwarz mechanism. The number of hypermultiplets in each irreducible representations for an anomaly-free six-dimensional theory matches with those we get from the five-dimensional theories (see Section 12.7.2 for the discussion). This ensures that the five-dimensional theory can be

\[\text{The genus } g(S) \text{ of a supporting curve of } S \text{ in a surface of canonical class } K \text{ satisfies } 2 - 2g(S) = -S \cdot K - S^2. \text{ The same holds for the case of } T \text{ as well.}\]
uplifted to an anomaly-free six-dimensional theory.

Furthermore, in this chapter we show that the matter content of the 6d gauge theory is anomaly-free. This theory can be still anomaly-free after an additional compactification on a Riemann surface to four-dimensions if we impose the condition \( n_3 = n_{\overline{3}} \), which will naturally follow from the CPT condition. For local gauge anomalies in four-dimensional spacetime, SU(2) is always anomaly-free as all its representation are (pseudo)-real whereas the triangle diagram of SU(3) is anomaly-free only when the number of matter transforming in the 3 and \( \overline{3} \) are equal to each other, which will naturally be satisfied if the CPT invariance is respected.

For global anomalies in four spacetime dimensions, one has to worry about SU(2) as it is subject to Witten anomaly \([303]\). This is a direct consequence of the fact that the fourth homotopy group for SU(N) is zero for \( N \) greater than two whereas for SU(2) it is a \( \mathbb{Z}_2 \). Thus, Witten anomalies from SU(2) only vanishes when there is an even number of SU(2) doublet. Similarly, the global anomaly contributions from SU(2) and SU(3) in six-dimensions can be discussed by looking into the sixth homotopy group for SU(2) and SU(3), which are given by \( \mathbb{Z}_{12} \) and \( \mathbb{Z}_6 \) respectively. Bershadsky and Vafa has shown that this yields the linear constraints on the number of hypermultiplets \([40]\). Considering these conditions only give a constraint on the genus of the curve \( S \) supporting the SU(2) group: \( g(S) = 0 \mod 3 \), as derived in Section 12.7.2.

### 12.1.6 Organization of this chapter

The rest of the chapter is structured as follows. In Section 12.2, we introduce the possible collisions of fibers that produce SU(2) × SU(3)-models and define their Weierstrass models. In Section 12.3,
we describe the eight crepant resolutions of each of the six Weierstrass models introduced in Section 12.2. We also compute the Euler characteristic of the crepant resolutions and the triple intersection of the fibral divisors. In the case of Calabi–Yau threefolds, we also compute the Hodge numbers. In Section 12.4, we discuss the matter representations of the five and six-dimensional supergravity theories with a gauge group SU(2) × SU(3), compute the adjacency graph of the hyperplane arrangement associated with an SU(2) × SU(3)-model, and match the structure of the hyperplane arrangement with the flopping curves of the crepant resolutions. In Sections 12.5 and 12.6, we study in detail the crepant resolutions of the I_2^+I_3^-models and the III + IV^3-models respectively. In Section 12.7, we study the consequences of our geometric results for the physics of F-theory and M-theory compactified on an SU(2) × SU(3)-model. We first explain the number of multiplets of the five-dimensional theory using geometric data. We further derive the unique number of charged hypers in each irreducible representations in the uplifted six-dimensional theory canceling the local anomalies and show that it matches that of the five-dimensional theory. We also study the global anomaly contributions of the gauge group SU(2) × SU(3)[40].

12.2 The Many Faces of the SU(2) × SU(3)-model

In algebraic geometry, the notion of an irreducible variety depends on the choice of the underlying field. A variety is said to be geometrically irreducible when it stays irreducible after any field extension. Kodaira has introduced symbols to classify the type of the singular fibers of a minimal elliptic surface [200]. Kodaira symbols can be used more generally to classify the geometric fibers over
generic points of the discriminant locus of an elliptic fibration of arbitrary dimension. The types of the fibers over generic points of the discriminant locus of an elliptic fibration are classified by decorated Kodaira fibers, as the Kodaira type classifies only the geometric fiber \([108, \S 7.4.2]\). The decoration tracks the minimal field extension under which all fiber components of the generic fiber become geometrically irreducible. Following \([37]\), we use the decoration \textit{non-split (“ns”), semi-split (“ss”), and split (“s”). The fibers of type I, II, III, II*, and III* are always well-defined without the need of a field extension. The fiber of type I_n (n \geq 2), IV, IV*, and I_n^* can be split or non-split. The Kodaira fiber of type I_n^* can come from three distinct type: I_n^s, I_n^{ss}, and I_n^{ns} with respective dual graphs \(\tilde{D}_4\), \(\tilde{B}_3\), and \(\tilde{G}_2\). The fiber I_n^{ns} comes in two types as the minimal field extension can be the cyclic group \(\mathbb{Z}_3\) or the permutation group of three elements \(S_3\) \([112]\).

There is a subtlety about the fiber I_2: the fiber I_s^2 and I_{ns}^2 both have two geometrically irreducible components intersecting at two geometric points forming a divisor of degree two on the curve. The fiber I_2^s corresponds to the case where the two distinct points are well defined defined only after a quadratic field extension while the fiber of type I_2^s does not require a field extension to define the two points of intersection.

There are several inequivalent decorated Kodaira fibers that have the same dual graph. The \(SU(2) \times SU(3)\)-model involves the only two root systems that are dual graphs of several distinct Kodaira fibers. The dual graph of type \(\tilde{A}_4\) is shared by two different Kodaira fibers, while there are five different Kodaira fibers with the dual graph \(\tilde{A}_2\), which is presented in Table 12.1.
The affine root system $\tilde{A}_1 \oplus \tilde{A}_2$ is the dual graph of ten different pairs of decorated Kodaira fibers. It follows that there are ten distinct ways to realize an $SU(2) \times SU(3)$-model. Using Tate’s algorithm, we realize these collisions as singular Weierstrass models by introducing specific valuations of the coefficients with respect to the divisors over which the singular fibers are defined. The minimal multiplicities for the coefficients $a_i$ are reproduced in Table 12.2.

<table>
<thead>
<tr>
<th>Fibers</th>
<th>Dual graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_s^2, I_{ns}^2, I_{ns}^3, III, IV_{ns}$</td>
<td>$\tilde{A}_1$</td>
</tr>
<tr>
<td>$I_s^3, IV^s$</td>
<td>$\tilde{A}_2$</td>
</tr>
</tbody>
</table>

Table 12.1: Decorated Kodaira fibers with dual graph of $\tilde{A}_1$ or $\tilde{A}_2$.

<table>
<thead>
<tr>
<th>$I_s^2$</th>
<th>$I_{ns}^2$</th>
<th>$I_{ns}^3$</th>
<th>$III$</th>
<th>$IV_{ns}$</th>
<th>$I_s^3$</th>
<th>$IV^s$</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_1$</td>
<td>$d_2$</td>
<td>$d_3$</td>
<td>$d_4$</td>
<td>$d_6$</td>
<td>$\Delta$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_s^2$</td>
<td>$I_{ns}^2$</td>
<td>$I_{ns}^3$</td>
<td>$III$</td>
<td>$IV_{ns}$</td>
<td>$I_s^3$</td>
<td>$IV^s$</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>$b$</td>
<td>$c$</td>
<td>$d$</td>
<td>$e$</td>
<td>$f$</td>
<td>$g$</td>
<td>$h$</td>
</tr>
</tbody>
</table>

Table 12.2: Valuations of the coefficients of the Weierstrass models used in this chapter for the Kodaira fibers of type $I_s^2, I_{ns}^2, I_{ns}^3, III, IV_{ns}, I_s^3,$ and $IV^s$ to define $SU(2)$ and $SU(3)$-models [37, 108, 186, 290]. The valuation of the discriminant $\Delta$ follows from the other valuations.

However, not all corresponding Weierstrass models have a crepant resolution. In this chapter, we
only consider those Weierstrass models that have crepant resolutions. In particular, we do not use \( I^3_3 \) or \( IV^3_3 \) to realize \( \tilde{A}_1 \), as the Kodaira fibers of type \( I^3_3 \) and \( IV^3_3 \) have \( \mathbb{Q} \)-factorial terminal singularities. Such singularities are obstructions for the existence of crepant resolutions\(^3\) (this follows, for example, from \([42, \text{Lemma 3.6.2}]\)). Thus, we consider only the following six cases of collisions:

\[
I^3_2 + I^3_3, \quad I^3_2 + I^3_4, \quad III + I^3_2, \quad I^3_2 + IV^3, \quad I^3_3 + IV^3, \quad III + IV^3.
\]

The corresponding Weierstrass models are listed in equation (12.1):

\[
\begin{align*}
I^3_2 + I^3_3 : \quad & y(y + a_1x + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3, \\
I^3_2 + I^3_4 : \quad & y(y + a_1x + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3, \\
I^3_2 + IV^3 : \quad & y(y + \tilde{a}_4tx + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3, \\
I^3_3 + IV^3 : \quad & y(y + \tilde{a}_4tx + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3, \\
III + I^3_2 : \quad & y(y + \tilde{a}_4tx + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3, \\
III + IV^3 : \quad & y(y + \tilde{a}_4tx + \tilde{a}_3st) = x^3 + \tilde{a}_2st^2x + \tilde{a}_6st^3.
\end{align*}
\]

We assume that the coefficients \( a_i \) and \( \tilde{a}_i \) (\( i = 1, 2, 3, 4, 6 \)) are algebraically independent and \( S = V(s) \) and \( T = V(t) \) are smooth divisors intersecting transversally. The variables \( s \) (resp. \( t \)) is a section of the normal bundle of the divisor \( S \) (resp. \( T \)). In each case, the Kodaira fiber over the generic point of \( S \) (resp. \( T \)) has a dual graph of type \( \tilde{A}_1 \) (resp. \( \tilde{A}_2 \)). The difference between these models are the

\(^3\) The possible physical relevance of \( \mathbb{Q} \)-factorial terminal singularities in F-theory is explored in \([17, 145]\).
valuations of the Weierstrass coefficients $a_1$ and $a_2$ with respect to $S$ and $T$, which are listed in Table 12.2. The discriminant locus of each Weierstrass model is given by

$$\Delta = s^2 + a_1 s + b \cdot \ldots,$$

where $a$ is related to $S = V(s)$ and $b$ to $T = V(t)$, $a = 0$ for Kodaira fibers of types $I_2^s$ and $I_2^u$, $a = 1$ for Kodaira fibers of type III, $b = 0$ for Kodaira fibers of type $I_1^s$, and $b = 1$ for Kodaira fibers of type IV$^s$. We observe that the reduced discriminant locus is composed of three irreducible components. The fiber degenerates further at the intersection of these three components and we study them to determine the type of matter.

**Remark 12.2.1.** As seen on Table 12.2, the fiber IV$^s$ becomes the fiber IV$^u$ when the Weierstrass coefficient $a_6$ is deformed by a term of valuation two. Such a deformation does not commute with the resolution and changes the gauge group from SU(3) to SU(2). However, the resulting SU(2) has $Q$-factorial terminal singularities. Moreover, these groups SU(2) and SU(3) coming from fibers IV$^u$ and IV$^s$ are strongly coupled and related to Argyres-Douglas theories [16, 244], both give in the weak coupling limit of type IIB string theory an SO(6) gauge theory [123]. The non-Higgsable group corresponding to a fiber of type IV is SU(2) as generically a fiber of type IV is a IV$^u$. A non-Higgsable model of type IV$^s$ will require a very particular setting to avoid the existence of a deformation to the fiber IV$^u$ as it will break the gauge group from SU(3) to SU(2).
12.3 Geometry

In this section, we collect the geometric data – crepant resolutions, Euler characteristic, Hodge numbers, triple intersection numbers – of the SU(2) × SU(3)-models. In Section 12.3.1, we present eight sequences of blowups that each give crepant resolutions of all six Weierstrass models from equation (12.1). In total, this results in 48 distinct SU(2)×SU(3)-models. Since two smooth n-dimensional projective algebraic variety over \(\mathbb{C}\) connected by a crepant birational map have the same Betti numbers [29, Theorem 4.2], all the crepant resolutions of Weierstrass models of an SU(2)×SU(3)-model have the same Euler characteristic. In Section 12.3.2, we give a generating function for the Euler characteristic of an SU(2)×SU(3)-model. In the case of Calabi–Yau threefolds, we also compute the Hodge numbers of the SU(2)×SU(3)-models. In the case of a threefold, we also compute the Hodge numbers and the triple intersection numbers in Section 12.3.3. In Section 12.3.4, we discuss the various non-Kodaira fibers obtain from the resolutions of the SU(2)×SU(3)-models, we summarize them in Table 12.3.

12.3.1 Crepant resolutions

We use the following convention. Let \(X\) be a nonsingular variety. Let \(Z \subset X\) be a complete intersection defined by the transverse intersection of \(r\) hypersurfaces \(Z_i = V(g_i)\), where \(g_i\) is a section of the line bundle \(\mathcal{I}_i\) and \((g_1, \ldots, g_r)\) is a regular sequence. We denote the blowup of a nonsingular
variety $X$ along the complete intersection $Z$ by

$$X \leftarrow \frac{(g_1, \cdots, g_r|e_1)}{X}. $$

The exceptional divisor is $E_1 = V(e_1)$. We abuse notation and use the same symbols for $x, y, s, e_1$ and their successive proper transforms. We also do not write the obvious pullbacks.

Assuming some mild regularity conditions on the coefficients of the Weierstrass equations, each of the following eight sequences of blowups gives a different crepant resolution of any of the $\text{SU}(2) \times \text{SU}(3)$-model given by the Weierstrass models in equation (12.1):

Resolution I : $X_0 \leftarrow (x, y, s|e_1) X_1 \leftarrow (x, y, t|w_1) X_2 \leftarrow (y, w_1|w_2) X_3,$

Resolution II : $X_0 \leftarrow (x, y, p_0|p_1) X_1 \leftarrow (y, p_1, t|w_1) X_2 \leftarrow (p_0, t|w_2) X_3,$

Resolution III : $X_0 \leftarrow (x, y, t|w_1) X_1 \leftarrow (x, y, s|e_1) X_2 \leftarrow (y, w_1|w_2) X_3,$

Resolution IV : $X_0 \leftarrow (x, y, t|w_1) X_1 \leftarrow (y, w_1|w_2) X_2 \leftarrow (x, y, s|e_1) X_3,$

Resolution I' : $X_0 \leftarrow (x, q, s|e_1) X_1 \leftarrow (x, q, t|w_1) X_2 \leftarrow (q, w_1|w_2) X_3,$

Resolution II' : $X_0 \leftarrow (x, q, p_0|p_1) X_1 \leftarrow (q, p_1, t|w_1) X_2 \leftarrow (p_0, t|w_2) X_3,$

Resolution III' : $X_0 \leftarrow (x, q, t|w_1) X_1 \leftarrow (x, q, s|e_1) X_2 \leftarrow (q, w_1|w_2) X_3,$

Resolution IV' : $X_0 \leftarrow (x, q, t|w_1) X_1 \leftarrow (q, w_1|w_2) X_2 \leftarrow (x, q, s|e_1) X_3,$

where $q = y + a_1 x + a_3$ and $p_0 = st.$
We observe that the sequences of blowups that define the first four resolutions are exactly the same as the sequence of blowups that define the resolutions of the SU(2) × G_2-model [119].

The birational map connecting the resolution I to I' (resp. II to II', III to III', and IV to IV') is induced by the involution \( \sigma : [x : y : z] \rightarrow [-q : x : z] \) of the Weierstrass model. Fiberwise, the involution \( \sigma \) is the inverse map of the Mordell–Weil group: it maps a point \( P \) to its opposite \(-P\) with respect to the Mordell–Weil group law. This is familiar from [125, 127, 129]. The birational maps induced by \( \sigma \) are pseudo-isomorphisms of the crepant resolutions over the Weierstrass model, as they are isomorphisms in codimension-one.

With the exceptions of resolutions II and II', all of the resolutions are defined by sequences of blowups around centers that are smooth, complete intersections. The resolutions II and II' are also defined by a sequence of blowups; however, one of the blowups does not have a smooth center but still defines a regular sequence. Fortunately, this condition is enough to use the pushforward theorems and compute the topological invariants as in the other cases.

### 12.3.2 Euler characteristics and Hodge numbers

When an elliptic fibration is defined by the resolution of a singular Weierstrass model by a sequence of blowups with smooth centers defining regular embeddings, there are powerful pushforward theorems to compute its Euler characteristic in few simple algebraic manipulations [114].

**Remark 12.3.1.** All the Weierstrass models of the SU(2)×SU(3)-models and the SU(2)×G_2-models [119] share four crepant resolutions that are given by the same sequences of blowups (Resolutions I,
II, III, and IV). Hence, the SU(2) × SU(3)-model for a choice of (B, S, T, L) and the SU(2) × G2-model defined with the same choice of (B, S, T, L), have the same the same Euler characteristics as formal expressions in S, T, L, c(TB). Likewise, since SU(2) × SU(3) and SU(2) × G2 have the same rank, their Hodge numbers are also identical in the Calabi–Yau threefold case.

**Theorem 12.3.2.** The generating polynomial of the Euler characteristic of an SU(2) × SU(3)-model obtained by a crepant resolution of a Weierstrass model given in Section 12.3.1:

\[ \chi(Y) = 6 \frac{S^2 - 2L - 3SL + 2(S^2 - 3SL + S - 2L)T + (3S + 2)T^2 c(TB)}{(1 + S)(1 + T)(-1 - 6L + 2S + 3T)} c(TB). \]

**Proof:** See [119, Theorem 2.5]. □

By direct expansion and specialization, we have the following three lemmas [119]:

**Lemma 12.3.3.** For an elliptic threefold, the Euler characteristic is

\[ \chi(Y) = -6(-2c_1L + 12L^2 + S^2 - 5SL + 2ST - 8LT + 2T^2). \]

**Lemma 12.3.4.** In the case of a Calabi–Yau threefold, by applying c_1 = L = -K, we have

\[ \chi(Y) = -6(10K^2 + S^2 + 5SK + 2ST + 8KT + 2T^2). \]
Lemma 12.3.5. The Euler characteristic for an elliptic fourfold is given by

\[ \chi(Y_4) = -6 \left( -2c_2L - 72L^3 + 12c_4L^3 + c_6S^2 - 5c_8SL + 2c_8ST - 8c_1LT + 2c_1T^2 + 5S^3 - 15S^2L + 6S^2T + 54SL^2 - 44SLT + 9ST^2 + 84L^2T - 34LT^2 + 4T^3 \right). \]

Lemma 12.3.6. The same Calabi–Yau condition \( c_1 = L = -K \) is applied to get the Euler characteristic for a Calabi–Yau fourfold:

\[ \chi(Y_4) = -6 \left( 2c_2K + 60K^3 + S^3 + 14S^2K + 6S^2T + 49SK^2 + 42SKT \right. \\
\left. + 9ST^2 + 76K^2T + 32KT^2 + 4T^3 \right). \]

Theorem 12.3.7. In the Calabi–Yau case, the Hodge numbers of an SU\((2) \times SU(3)\)-model given by the crepant resolution of a Weierstrass model given in Section 12.3.1 are

\[ h^{1,1}(Y) = 14 - K^2, \quad h^{2,1}(Y) = 29K^2 + 15KS + 24KT + 3S^2 + 6ST + 6T^2 + 14. \]

Proof. See [119, Theorem 2.10].

12.3.3 Triple intersection numbers

Let \( Y \) be a crepant resolution of an SU\((2) \times SU(3)\)-model defined by one of the crepant resolutions \( f : Y \to Y_0 \) given in Section 12.3.1. Assuming that \( Y \) is a threefold, the triple intersection polynomial of \( Y \) is a polynomial containing the divisors \( (D_a \cdot D_b \cdot D_c) \cap [Y] \). We express a triple intersection polynomial of the SU\((2) \times SU(3)\)-model as a polynomial in \( \psi_o, \psi_1, \phi_o, \phi_1, \) and \( \phi_2 \) that couples re-
spectively with the fibral divisors $D_s^0$, $D_s^1$, $D_t^0$, $D_t^1$, and $D_t^2$. The pushforward is expressed in the base by pushing forward to the Chow ring of $X_o$ and then to the base $B$. We recall that $\pi : X_o \to B$ is the projective bundle in which the Weierstrass model is defined. Then,

$$\mathcal{F}_{\text{trip}} = \int_{X} \left[ (\psi_o D_o^0 + \psi_1 D_i^1 + \phi_o D_o^0 + \phi_1 D_i^1 + \phi_2 D_z^2)^3 \right]$$

(12.3)

Once the classes of the fibral divisors are determined, all that is left is to compute the pushforward to the base $B$ using the pushforward theorems of Section 2.7.

**Theorem 12.3.8.** The triple intersection polynomial of an $SU(2) \times SU(3)$-model defined by the crepant resolutions in Section 12.3.1 is

- **Resolution I:**

$$\mathcal{F}_{\text{trip}}^{(I)} = -2S(2L + S)\psi_1^3 - 6ST\psi_1\left(\phi_1^3 - \phi_2 \phi_1 + \phi_2^3\right) - 4T(T - L)\phi_1^3$$

$$- 3T(5L - S - 2T)\phi_1^2 \phi_2 - 3T(-4L + S + T)\phi_1 \phi_2^3 - T(5L - 2S + T)\phi_2^3$$

$$+ 4S(L - S)\psi_o^3 + 6S(S - 2L)\psi_o \psi_i + 12LS\psi_o \psi_i^2$$

$$- 2T\phi_o^3(-2L + S + 2T) + \phi_o^3\left(3T(\phi_1 + \phi_2)\left(-2L + S + T\right) - 6ST\psi_1\right)$$

$$+ 3T\phi_o\left(2\phi_2^3 + S \psi_i\right) + \phi_1^3(L - S) + \phi_2^3(L - S) - 2S(\psi_o - \psi_i)^2 + 2S \psi_i \phi_2$$
• Resolution II:

\[ \mathcal{F}_{\text{trip}}^{(II)} = -S(4L + 2S - T)\psi_1^3 + 3T(-5L + S + 2T)\varphi_1^2\varphi_2 - 3T(-4L + S + T)\varphi_1\varphi_2^2 
+ 4T(4L - T)\varphi_1^3 + T(-5L + S - T)\varphi_2^1 - 3ST\psi_1^2\varphi_2 - 3ST\psi_1(2\varphi_1^2 - 2\varphi_1\varphi_2 + \varphi_2^1) 
- S(-4L + 4S + T)\psi_1^3 + 3S(-4L + 2S + T)\psi_2^1\psi_1 + 3S(4L - T)\psi_0\psi_1^2 
+ 3T\varphi_0^2(-S(\psi_0 + \psi_1) - (2L - T)\varphi_2) + 3T\varphi_0(L\varphi_2^1 - S(\psi_0 - \psi_1)^2 + 2S\psi_0\varphi_2) 
- T(-4L + S + 4T)\varphi_0^3 + 3T\varphi_0\varphi_1(-2L + S + T) 
+ 3T\varphi_0\varphi_1(\varphi_1(L - S) + 2L\varphi_2 + 2S\psi_1) - 3ST\psi_0\varphi_2(\psi_0 - 2\psi_1 + \varphi_2). \]

• Resolution III:

\[ \mathcal{F}_{\text{trip}}^{(III)} = -2S(2L + S - T)\psi_1^3 - T(-4L + S + 4T)\varphi_1^3 - 3ST\psi_1((\varphi_1 - \varphi_2)^2 + \psi_1(\varphi_1 + \varphi_2)) 
- 3T(-4L + S + T)\varphi_1\varphi_2^2 - T(5L - S + T)\varphi_2^1 - 3T(3L - S - 2T)\varphi_1^2\varphi_2 
- 2S(-2L + 2S + T)\psi_0^3 + \psi_0^2(6S\psi_1(-2L + S + T) - 3ST(\varphi_1 + \varphi_2)) 
+ \psi_0(-6S\psi_1^2(T - 2L) + 6ST\psi_1(\varphi_1 + \varphi_2) - 3ST(\varphi_1^2 + \varphi_2^2)) + 4T\varphi_0^2(L - T) 
+ \varphi_0^2(3T(\varphi_1 + \varphi_2)(T - 2L) - 6ST\psi_0) + 3T\varphi_0(\varphi_1 + \varphi_2)(L(\varphi_1 + \varphi_2) + 2S\psi_0) \]
Resolution IV:

\[ \mathcal{F}_{\text{trip}}^{(IV)} = S(-4L - 2S + 3T)\psi_1^3 - 4T(T - L)\phi_1^3 - 3T(5L - 2T)\phi_1^2\phi_2 - 3T(T - 4L)\phi_1\phi_2 - 6ST\psi_1\phi_2 - T(5L - 2T)\phi_2^2 - 3T(T - 4L)\phi_1\phi_2. \]

The triple intersection polynomials for the resolutions I', II', III', and IV' are respectively derived from those of the resolutions I, II, III, and IV by the involution \( \phi_i \leftrightarrow \phi_i^* \).

Proof. We give the proof for the case of Resolution I discussed in detail in Section 12.5.1, the other cases follow the same pattern.

\[
\mathcal{F}_{\text{trip}} = \int_Y \left[ \left( \psi_0 D_0^3 + \psi_1 D_1^3 + \psi_2 D_2^3 \right)^3 \right]
= \int_{X_0} \left[ \left( \psi_0 D_0^3 + \psi_1 D_1^3 + \psi_2 D_2^3 \right)^3 \left( 3H + 6L - 2E_1 - 2W_1 - W_2 \right) \right]
= \int_{X_0} \left[ \left( \psi_0 D_0^3 + \psi_1 D_1^3 + \psi_2 D_2^3 \right)^3 \left( 3H + 6L - 2E_1 - 2W_1 - W_2 \right) \right]
= \int_B \left[ \left( \psi_0 D_0^3 + \psi_1 D_1^3 + \psi_2 D_2^3 \right)^3 \left( 3H + 6L - 2E_1 - 2W_1 - W_2 \right) \right].
\]

The classes of the fibral divisors in the Chow ring of \( X_3 \) are

\[ [D_0^*] = S - E_1, \quad [D_1^*] = E_1, \quad [D_2^*] = T - W_1, \quad [D_1] = W_1 - W_2, \quad [D_2] = W_2. \]
Denoting by $M$ an arbitrary divisor in the class of the Chow ring of the base $B$, the nonzero intersection numbers of the products of $M, H, E_1, W_1,$ and $W_2$ are

\[
\int_Y E_1 = -2S(2L + S), \quad \int_Y W_1 = -2T(2L - S + T), \quad \int_Y MW_1 = -2TM,
\]

\[
\int_Y W_2 = -T(3L - 2S + T), \quad \int_Y W_1^2 E_1 = -2ST, \quad \int_Y W_1 W_2 = T(2L + S - T),
\]

\[
\int_Y ME_1 = -2SM, \quad \int_Y W_1^2 W_1 = -ST, \quad \int_Y W_1 W_2 = T(-L + S - 2T), \quad \int_Y E_1 W_1 W_2 = -ST,
\]

\[
\int_Y HM = 3M, \quad \int_Y H^2 M = -9LM, \quad \int_Y H^2 = 27L^2, \quad \int_Y MW_2^2 = -2TM,
\]

where the right-hand-side of each equality is computed in the Chow ring of the base $B$, the pushforward for $f_{i*}$ ($i = 1, 2, 3$) are obtained via Theorem 5.0.1, the pushforward for $\pi_*$ uses Theorem 5.0.4.

The triple intersection numbers of the fibral divisors follow from these by simple linearity.

The triple intersection polynomials computed in Theorem 12.3.8 are very different from each other in chambers I, II, III, and IV. In chamber III, we get all possible ten homogeneous monomials in $\psi_1, \varphi_1,$ and $\varphi_2$. In chamber II, we get nine of them ($\psi_1^2 \varphi_1$ is missing); in chamber I, we are missing two ($\psi_1^2 \varphi_1$ and $\psi_1^2 \varphi_2$); in chamber IV, we are missing four ($\psi_1^2 \varphi_1, \psi_1^2 \varphi_2, \psi_1 \varphi_1 \varphi_2$ and $\psi_1 \varphi_1 \varphi_2$). These facts become handy when comparing the triple intersection polynomials with the prepotentials in Section 12.7.1.

### 12.3.4 Non-Kodaira fibers

The $SU(2) \times SU(3)$-models have a particularly rich fiber structure with various types of non-Kodaira fibers. We have identified a total of thirteen non-Kodaira fibers over points in codimension-two or
three in the base, which are all summarized in Table 12.3.

The fiber structure of each models studied in this chapter is described in Section 12.8. Two of these non-Kodaira fibers appear for the first time in the literature. They are contraction of the fiber $I_2^*$ appearing over codimension three points in the base in the crepant resolution II or IV of the collision $I_2+IV$. They are related to the sequence $A_1+A_2 \rightarrow D_5 \rightarrow D_6$. All the non-Kodaira fibers obtained at the collision of $S$ and $T$ can be derived by removing certain nodes on the Kodaira fibers $I_0^*, I_1^*, I_2^*, IV^*$, or $III^*$. Away from $S \cap T$, there is also a non-Kodaira fiber that appears in the specialization of the fiber of type III. The phenomena that non-Kodaira fibers of a flat fibration are contractions of Kodaira fibers has been noticed by Miranda in the particular case of his regularization of elliptic threefolds [236] and also in generalizations of Miranda’s models to $n$-folds as studied by Szydlo [286]. Cattaneo argues in [76] that this is always the case for flat elliptic threefolds that are crepant resolutions of Weierstrass models. The study of crepant resolutions of singular Weierstrass models and the geography of their flops is an essential endeavor in stringy geometry and has been studied for many models producing in this way most of the known non-Kodaira fibers [76, 109, 112, 115, 118–122, 125, 127, 129, 207, 215, 236, 241, 286, 289].

12.4 Hyperplane arrangements and geography of flops

In Section 12.4.1, we discuss matter representations of the $SU(2) \times SU(3)$-model in five and six-dimensional theories with eight supercharges from Katz-Vafa method and confirm its perfect match with the representations computed from the geometry.
In Section 12.4.2, we study the hyperplane arrangement \( I(A_1 \oplus A_2, (1, 3) \oplus (2, 3)) \). The full representation of the \( SU(2) \times SU(3) \)-model is \( R = (2, 1) \oplus (1, 3) \oplus (1, \overline{3}) \oplus (2, 3) \oplus (2, \overline{3}) \oplus (3, 1) \oplus (1, 8) \). However, the hyperplane arrangement \( I(A_1 \oplus A_2, R) \) has the same chamber structure as \( I(A_1 \oplus A_2, (1, 3) \oplus (2, 3)) \) since the adjoints only define the exterior walls of the dual fundamental Weyl chamber, taking care of the redundancy, and noticing that \( ((2, 1)) \) does not contribute interior walls, it is sufficient to consider \( (1, 3) \oplus (2, 3) \) only.

In Section 12.4.3, we match the chamber of the hyperplane arrangement \( I(A_1 \oplus A_2, (1, 3) \oplus (2, 3)) \) with the crepant resolutions as inspired by their interpretation as Coulomb branches of a five-dimensional gauge theory discussed in Section 12.7.1.

### 12.4.1 Geometric Weights and Matter Representations

An important geometric data is the representation \( R \) under which the matter fields transform. This representation is characterized by its weights, which are computed geometrically by intersection numbers of fibral divisors with vertical curves over codimension-two points. We do not add by hand the chiral conjugates of representations; all representations are seen explicitly by their weights via fibers given by the geometry. Starting from a collection of weights, we determine the representation by using the notion of saturated set of weights borrowed from Bourbaki. See \([112, 115]\) for more information.

The representation \( R \) that we obtain from purely geometric considerations is consistent with what one would indirectly guess using the Katz-Vafa method \([187]\). But the Katz-Vafa method can fail for certain models such as the \( SU(2) \times G_2 \) model, while the method of saturations of weight still
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provides the correct representation $\mathbf{R}$ as discussed in [119]. The sector of $\mathbf{R}$ that does not contain fundamental representations can be derived from the branching rule of the adjoint representation of maximal embedding $A_1 \oplus A_2 \rightarrow A_4$ while the fundamental representations follow from the branching rule of the adjoints of the maximal embedding $A_1 \rightarrow A_2$ and $A_2 \rightarrow A_3$: 

\[
\begin{align*}
24 & \rightarrow (3, 1) \oplus (1, 8) \oplus (2, 3) \oplus (2, \mathbf{3}) \oplus (1, 1), \\
15 & \rightarrow 8 \oplus 3 \oplus \mathbf{3} \oplus 1, \\
8 & \rightarrow 3 \oplus 2 \oplus \mathbf{3} \oplus 1.
\end{align*}
\] (12.4)

A frozen representation is a representation $\rho$ whose weights are carried by certain curves of the elliptic fibration over codimension-two points in the base, but no hypermultiplet is charged under $\rho$ [115, 119]. When compactified to a five-dimensional or six-dimensional supergravity theory with eight supercharges, matter in these adjoint representations are frozen when the curves supporting the components of the gauge group are smooth rational curves since the number of adjoint hypermultiplets is given by the arithmetic genus of the curve supporting the gauge group.

12.4.2 Hyperplane arrangement

We consider the semi-simple Lie algebra

$$\mathfrak{g} = A_1 \oplus A_2.$$
An irreducible representation of $A_1 \oplus A_2$ is the tensor product $r_1 \otimes r_2$, where $r_1$ and $r_2$ are respectively irreducible representations of $A_1$ and $A_2$. Following a common convention in physics, we denote a representation of $A_n$ by its dimension in bold character. The weights are denoted by $\omega^I_j$ where the upper index $I$ denotes the representation $R_I$ and the lower index $j$ denotes a particular weight of the representation $R_I$. A weight of a representation of $A_1 \oplus A_2$ is denoted by a triple $(a; b, c)$ such that $(a)$ is a weight of $A_1$ and $(b, c)$ is a weight of $A_2$, all in the basis of fundamental weights. We use the same notation for coroots. Let $\varphi = (\varphi_1; \varphi_2; \varphi_3)$ be a vector of the coroot space of $A_1 \oplus A_2$ in the basis of the fundamental coroots. Each weight $\omega$ defines a linear form $\varphi \cdot \omega$ defined by the natural evaluation on a coroot. We recall that fundamental coroots are dual to fundamental weights. Hence, with our choice of conventions, $\varphi \cdot \omega$ is the usual Euclidian scalar product.

To study the hyperplane arrangement, it is not necessary to consider the full representation $R = (2, 1) \oplus (1, 3) \oplus (1, \overline{3}) \oplus (2, 3) \oplus (2, \overline{3}) \oplus (3, 1) \oplus (1, 8)$ since the adjoints only define the dual fundamental Weyl chamber and $3$ and $\overline{3}$ defer only by a sign. Thus, we use without loss of generality the representation $R$ as:

$$R = (2, 1) \oplus (1, 3) \oplus (2, 3),$$

(12.5)

which is the sum of the fundamental of $A_1$, the fundamental of $A_2$, and the bifundamental representations of $A_1$ and $A_2$. We study the arrangement of hyperplanes perpendicular to the weights of the representation $R$ inside the dual fundamental Weyl chamber of $A_1 \oplus A_2$.

The open dual fundamental Weyl chamber is the half cone defined by the positivity of the
linear form induced by the simple roots:

\[ \psi_1 > 0, \quad 2\varphi_1 - \varphi_2 > 0, \quad -\varphi_1 + 2\varphi_2 > 0. \] (12.6)

The weight system of the representation 2 of \( A_1 \) and the representation 3 of \( A_2 \) are

\[ 2 : \quad \varpi_1^2 = 1, \quad \varpi_2^2 = -1 \] (12.7)

\[ 3 : \quad \varpi_1^3 = (1, 0), \quad \varpi_2^3 = (-1, 1), \quad \varpi_3^3 = (0, -1). \] (12.8)

The weights of the representation \((2, 1), (1, 3)\) and \((2, 3)\) are (in the Cartan’s basis of fundamental weights). All the relevant weights are given in Table 12.4.

**Theorem 12.4.1.** The hyperplane arrangement \( I(A_1 \oplus A_2, (1, 3) \oplus (2, 3)) \) has eight chambers whose sign vectors (with respect to the forms \((\varpi_2^{(1,3)}, \varpi_3^{(1,3)}, \varpi_4^{(2,3)}, \varpi_3^{(2,3)}, \varpi_2^{(2,3)})\)) are as listed in Table 12.5.

The corresponding adjacency graph is given in Figure 12.3.

**Proof.** There are five hyperplanes intersecting the interior of the dual fundamental Weyl chamber: \( \varpi_2^{(1,3)}, \varpi_3^{(2,3)}, \varpi_4^{(2,3)}, \varpi_5^{(2,3)}, \) and \( \varpi_5^{(2,3)} \). We use them in the order \((\varpi_2^{(1,3)}, \varpi_3^{(2,3)}, \varpi_4^{(2,3)}, \varpi_3^{(2,3)}, \varpi_2^{(2,3)})\), the sign vector is \((-\varphi_1 + \varphi_2, -\psi_1 - \varphi_1 + \varphi_2, -\psi_1 + \varphi_1, \psi_1 - \varphi_1 + \varphi_2)\). Keeping in mind the conditions in equation (12.6) defining the open dual fundamental Weyl chamber, the results follow from a direct check of all possible signs and the chambers are listed on Table 12.5. \( \Box \)
12.4.3 Correspondence between the geometry and the representation theory

In this section, we match the crepant resolutions of Section 12.3.1 and the chambers of the hyperplane arrangement $I(\mathfrak{g}, \mathbf{R})$ of Table 12.5. The graph of flops between the crepant resolutions is isomorphic to the adjacency graph of the chambers of the hyperplane arrangement, but the isomorphism is not canonical since the graph has a $\mathbb{Z}_2$ automorphism. A simple way to fix the identification is to compare the triple intersection numbers in each resolution, which are given by Theorem 12.3.8, and the prepotentials computed in each chamber, which are given by Theorem 12.7.1.

In Section 12.3, we described eight different possible resolutions. There is a $\mathbb{Z}_2$ symmetry in the structures of the resolutions mapping resolutions $I$, $II$, $III$, $IV$ and the resolutions $I'$, $II'$, $III'$, $IV'$ and induced by the inverse map of the Mordell–Weil group. Similarly, we see the $\mathbb{Z}_2$ symmetry in the adjacent graph of the chambers between the chambers $1$, $2$, $3$, $4$ and the chambers $1'$, $2'$, $3'$, $4'$.

This can be observed easily in Figure 12.3.

We see the explicit correspondence between the chambers and the resolutions as

$$I \leftrightarrow 1, \quad II \leftrightarrow 2, \quad III \leftrightarrow 3, \quad IV \leftrightarrow 4,$$

$$I' \leftrightarrow 1', \quad II' \leftrightarrow 2', \quad III' \leftrightarrow 3', \quad IV' \leftrightarrow 4'.$$

(12.9)

We can also compute the weight of the flopping curve between pairs of resolutions connected by a flop, and compare it with the weight of the wall between the adjacent chambers. As an illustration, we treat the case of $I_2^* + I_4^*$-models and show that the weights of the flopping curves, which are derived in Section 12.5.5, match the weights of the walls in Figure 12.3. This solidifies the duality
between the chambers and the resolutions, which is represented by the complete structure of the resolutions and the adjacent graph of the chambers juxtaposed in Figure 12.3.

The dual fundamental Weyl chamber is identified with the relative movable cone of a crepant resolution $Y \rightarrow Y_0$ over the Weierstrass model $Y_0$. This cone is an invariant of minimal models in the same birational class [228, §12-2]. The nef cone of any crepant resolution is then identified with a chamber of the hyperplane arrangement $I(g, \mathbb{R})$. In particular, two nef cones whose interior coincide represent the same crepant resolution. An interior walls of $I(g, \mathbb{R})$ corresponds to a geometric weight observed up to a sign between two distinct crepant resolutions separated by a flop. Two crepant resolutions have nef cones separated by an interior wall they they are connected by an extremal flop [228, Propostion 12-2-2].
Figure 12.3: **Left:** the complete structure of the resolutions of $\text{SU}(2) \times \text{SU}(3)$. This is a two-dimensional patch of the entire three-dimensional cones. Hence, every point (resp. line) on this picture represents a line (resp. surface). Accordingly, these eight triangles are the three-dimensional triangular cones. The point in the top of the triangle is the resolution that resolves the $\text{SU}(2)$, and the bottom-middle point of the triangle is the first resolution that resolves $\text{SU}(3)$ only. The point in the middle of the triangle is the point that describes the blow-up that mixes both $\text{SU}(2)$ and $\text{SU}(3)$. All these three points are connected as expected and it works as the plane of the mirrors. **Right:** the adjacent graph of the eight chambers of $I(g, R)$ with $g = A_1 \oplus A_2$ and $R = (1, 3) \oplus (2, 3)$. 
| $\text{I}_0$  |  
|----------------|----------------|
| $\text{I}_i$  |  
| $\text{I}_i^*$ |  
| $\text{IV}_i$ |  
| $\text{III}_i$ |  

**Table 12.3:** These are the non-Kodaira fibers observed for the $\text{SU}(2) \times \text{SU}(3)$-models organized by the type of the resulting Kodaira fibers with contracted nodes. When there is a possible ambiguity, the node that touches the zero section is colored in black. The last two fibers in the row of $\text{I}_i^*$ are observed for the first time.
<table>
<thead>
<tr>
<th>Representation</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>((2, 1))</td>
<td>(\omega^{(2,1)} = (1, 0, 0)) (\omega^{(2,1)} = (-1, 0, 0))</td>
</tr>
<tr>
<td>((1, 3))</td>
<td>(\omega^{(1,3)} = (0, 1, 0)) (\omega^{(1,3)} = (0, -1, 1)) (\omega^{(1,3)} = (0, 0, -1))</td>
</tr>
<tr>
<td>((2, 3))</td>
<td>(\omega^{(2,3)} = (1, 1, 0)) (\omega^{(2,3)} = (1, -1, 1)) (\omega^{(2,3)} = (1, 0, -1)) (\omega^{(2,3)} = (-1, 1, 0)) (\omega^{(2,3)} = (-1, -1, 1)) (\omega^{(2,3)} = (-1, 0, -1))</td>
</tr>
</tbody>
</table>

Table 12.4: Weights of the representations

<table>
<thead>
<tr>
<th>Subchambers</th>
<th>(\omega^{(1,3)})</th>
<th>(\omega^{(2,3)})</th>
<th>(\omega^{(2,3)})</th>
<th>(\omega^{(2,3)})</th>
<th>(\omega^{(2,3)})</th>
<th>Explicit description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>(\omega &lt; \varphi_2 - \varphi_1 &lt; \varphi_1 &lt; \varphi_2 &lt; \psi_1)</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>(\omega &lt; \varphi_2 - \varphi_1 &lt; \varphi_1 &lt; \psi_1 &lt; \varphi_2)</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>(\omega &lt; \varphi_2 - \varphi_1 &lt; \psi_1 &lt; \varphi_1 &lt; \varphi_2)</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>(\omega &lt; \psi_1 &lt; \varphi_2 - \varphi_1 &lt; \varphi_1 &lt; \varphi_2)</td>
</tr>
<tr>
<td>1'</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>(\omega &lt; \varphi_1 - \varphi_2 &lt; \varphi_2 &lt; \varphi_1 &lt; \psi_1)</td>
</tr>
<tr>
<td>2'</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>(\omega &lt; \varphi_1 - \varphi_2 &lt; \varphi_2 &lt; \psi_1 &lt; \varphi_1)</td>
</tr>
<tr>
<td>3'</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>(\omega &lt; \varphi_1 - \varphi_2 &lt; \psi_1 &lt; \varphi_2 &lt; \varphi_1)</td>
</tr>
<tr>
<td>4'</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>(\omega &lt; \psi_1 &lt; \varphi_1 - \varphi_2 &lt; \varphi_2 &lt; \varphi_1)</td>
</tr>
</tbody>
</table>

Table 12.5: Chambers of the hyperplane arrangement \(l(A_1 \oplus A_2, R)\) with \(R = (1, 3) \oplus (2, 3)\). We will get exactly the same structure if we take the representation \(R = (2, 1) \oplus (1, 3) \oplus (2, 3)\) since the representation \((2, 1)\) does not contribute any hyperplane intersecting the interior of the dual fundamental Weyl chamber.
12.5 The $I_2^+ + I_3^+$ Model

In this section, we study the fiber structure of the crepant resolutions of the $I_2^+ + I_3^+$ model defined by the following Weierstrass equation:

$$Y_0 : y^2 + a_1xy + \tilde{a}_3st = x^3 + \tilde{a}_2stx^2 + \tilde{a}_4st^2x + \tilde{a}_6s^2t^3.$$ (12.10)

12.5.1 Resolution I

Resolution I is defined by the following sequence of blowups:

$$X_0 = \mathbb{P}(O_B \oplus L^\otimes 2 \oplus L^\otimes 3) \xrightarrow{(x, y, z| e_1)} X_1 \xrightarrow{(x, y, t| w_1)} X_2 \xrightarrow{(y, w_1| w_2)} X_3,$$ (12.11)

where $X_0$ is the projective bundle in which the Weierstrass model is defined; each successive blowup produces a projective bundle over the center of the blowup. The projective coordinates of the fibers of the successive projective bundles are

$$[e_1w_1w_2x; e_1w_1w_2^2y; z = 1][w_1w_2x; w_1w_2^2y; s][x; w_2y; t][y; w_1].$$ (12.12)

The proper transform of $Y_0$ is denoted $Y$ and is a smooth elliptic fibration:

$$Y : y(w_2y + a_1x + \tilde{a}_3st) = w_1(e_1x^3 + \tilde{a}_2se_1tx^2 + \tilde{a}_4st^2x + \tilde{a}_6s^2t^3).$$ (12.13)
We denote by $D_s^a$ and $D_t^a$ the irreducible fibral divisors that project to $S$ and $T$:

\[
\begin{align*}
I_2^n : & \quad \begin{cases}
D^e_0 : s = y(w_2y + a_1x) - w_1e_1x^3 = 0 \\
D^e_1 : e_1 = y(w_2y + a_1x + \bar{a}_3t) - w_1(\bar{a}_4st^2x + \bar{a}_6t^3) = 0 \\
D^e_2 : t = y(w_2y + a_1x) - w_1e_1x^3 = 0
\end{cases} \\
I_3^n : & \quad \begin{cases}
D^e_0 : w_1 = w_2y + a_1x + \bar{a}_3t = 0 \\
D^e_1 : w_2 = y(a_1x + \bar{a}_3t) - w_1(e_1x^3 + \bar{a}_4st^2x + \bar{a}_6t^3) = 0
\end{cases}
\end{align*}
\]

(12.14) (12.15)

The generic fiber of $D_s^a$ (resp. $D_t^a$) over $S$ (resp. $T$) is denoted as $C_s^a$ (resp. $C_t^a$). The fiber structure away from the intersection $S \cap T$ is well understood from the study of the individual SU(2) and SU(3)-models [125]. The generic fiber over the intersection of $S$ and $T$ is of type $I_3^n$ as in Figure 12.4, which is produced by the following splittings of $C_s^a$ and $C_t^a$.

\[
\begin{align*}
\text{On } S \cap T : & \quad \begin{cases}
C_0 \longrightarrow \eta_0^o \\
C_1 \longrightarrow \eta_1^{oa} + \eta_1^{ob} + \eta_1^1 + \eta_1^2 \\
C_0^* \longrightarrow \eta_1^{oa} + \eta_1^{ob} + \eta_0^o \\
C_1^* \longrightarrow \eta_1^1 \\
C_2^* \longrightarrow \eta_1^2
\end{cases}
\end{align*}
\]

(12.16)
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On $S \cap T$:

\[
\begin{align*}
C_o \cap C_o & \to \eta^o_0 : s = t = y(w_2 y + a_1 x) - w_1 e_1 x^3 = 0 \\
C_t \cap C_o & \to \eta^{oA}_1 : e_1 = t = y = 0, \quad \eta^{oB}_1 : e_1 = t = w_2 y + a_1 x = 0 \\
C_t \cap C_t & \to \eta^1_1 : e_1 = w_1 = w_2 y + a_1 x + \tilde{a}_3 t = 0 \\
C_t \cap C_t & \to \eta^2_1 : e_1 = w_2 = y(a_1 x + \tilde{a}_3 t) - s t^2 w_1 (\tilde{a}_4 x + \tilde{a}_6 t) = 0
\end{align*}
\]

(12.17)

Figure 12.4: Fiber over the generic point of the locus $S \cap T$ in Resolution I of the $I_1^2 + I_1^3$-model.

The curves $\eta^0_0$, $\eta^1_1$, and $\eta^2_1$ have the same weights as $C_o$, $C_t$, and $C_t$, respectively. The curves $\eta^{oA}_1$ (resp. $\eta^{oB}_1$) has zero intersection with $D^i_1$ (resp. $D^j_2$). The intersection of the curves composing the fiber $I_1^i$ with the fibral divisors are listed on Table 12.6.

The weights of the curves $\eta^0_0$, $\eta^1_1$, and $\eta^2_1$ are among the weights of the adjoint representation while the weights of the curves $\eta^{oA}_1$ and $\eta^{oB}_1$ are respectively in the bifundamental representation $(2, 3)$ and $(2, \bar{3})$. 
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The fiber $I_s^i$ can degenerate in two different ways by following the degenerations of $\eta_0^{1B}$ and $\eta_1^2$.

The curve $\eta_1^{0B}$ degenerates at $V(a_1)$, and $\eta_1^2$ is a conic that degenerates at the zero locus of its discriminant. The generic fiber over $S \cap T \cap V(a_1)$ is a non-Kodaira fiber corresponding to a contracted fiber of type $\text{IV}^*$ described in Figure 12.5. The generic fiber over $S \cap T \cap V(a_1) - \sum a_4x + \sum a_5t)$ is an $I_6^2$ fiber obtained by the degeneration of the conic $\eta_1^2$ into two lines intersecting transversally (see Figure 12.6).

\[
\begin{align*}
\eta_0^0 & \quad \rightarrow \quad \eta_0^0 : s = t = w_2y^2 - w_1e_3x^3 = 0 \\
\eta_1^{0A} & \quad \rightarrow \quad \eta_1^{0A} : e_1 = t = y = 0 \\
\eta_1^{0B} & \quad \rightarrow \quad \eta_1^{0B} : e_1 = t = y = 0, \quad \eta_1^{0A} : e_1 = t = w_2 = 0 \\
\eta_1^1 & \quad \rightarrow \quad \eta_1^1 : e_1 = w_1 = w_2y + \sum a_3t = 0 \\
\eta_2^2 & \quad \rightarrow \quad \eta_2^{02} : e_1 = w_2 = t = 0, \quad \eta_2^2 : e_1 = w_2 = \sum a_3y - tw_1(\sum a_3x + \sum a_5t) = 0 
\end{align*}
\]  

(12.18)

**Table 12.6:** Weights of vertical curves and representations in the resolution I of the $I_s^i + I_s^i$-model.

<table>
<thead>
<tr>
<th>$D^i_0$</th>
<th>$D^i_1$</th>
<th>$D^i_0$</th>
<th>$D^i_1$</th>
<th>$D^i_2$</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_0^0$</td>
<td>-2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$[-2;0,0]$</td>
</tr>
<tr>
<td>$\eta_1^2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-2</td>
<td>$[0;1,2]$</td>
</tr>
<tr>
<td>$\eta_1^1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>$[0;2,-1]$</td>
</tr>
<tr>
<td>$\eta_1^{0A}$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>$[1;0,-1]$</td>
</tr>
<tr>
<td>$\eta_1^{0B}$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>$[1;1,0]$</td>
</tr>
</tbody>
</table>
On $S \cap T \cap V(a_1\tilde{a}_6 - \tilde{a}_3\tilde{a}_4)$: $\eta^2_1 \longrightarrow \begin{cases} 
eta^{2A}_1 : a_1x + \tilde{a}_3st = 0, \\
eta^{2B}_1 : \tilde{a}_3y - \tilde{a}_6st^2w_1 = 0 \end{cases}$ (12.19)

As it is clear from equation (12.19), the curve $\eta^{2d}_1$ will degenerate to a surface over $S \cap T \cap V(a_1, \tilde{a}_3)$. For that reason, we assume that the base is at most a threefold to ensure that the fibration is flat.
12.5.2 Resolution II

In this section, we study the resolution II. In contrast to the other resolutions, some of the centers of the blowups that define resolutions II and II' are singular. In particular, the first blowup in the sequence of blowups that defines resolution II has a singular center. In order to describe the first blowup, it is useful to rewrite the equation (12.10) as

\[
Y_0 : \begin{cases} 
  y(y + a_1x + \tilde{a}_3p_0) = x^3 + \tilde{a}_2p_0x^2 + \tilde{a}_4p_0tx + \tilde{a}_6p_0^2t \\
  p_0 = st 
\end{cases} . 
\]  

(12.20)

The resolution II is then given by the following sequence of blowups

\[
X_0 \xleftarrow{(x, y, p_0|p_1)} X_1 \xleftarrow{(y, t, p_1|w_1)} X_2 \xleftarrow{(t, p_0|w_2)} X_3 , 
\]

(12.21)

where \(X_0 = \mathbb{P}[O_B \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3]\). The projective coordinates on \(X_3\) are then

\[
[p_1w_1x : p_1w_1^2y : z = 1][x : w_1y : p_0w_2][y : tw_2 : p_1][t : p_0], 
\]

(12.22)

and the proper transform is

\[
Y : \begin{cases} 
  y(w_1y + a_1x + \tilde{a}_3p_0w_2) = p_1x^3 + \tilde{a}_2p_0p_1w_2x^2 + \tilde{a}_4p_0tw_2^2x + \tilde{a}_6p_0^2tw_2^3 \\
  p_0p_1 = st 
\end{cases} . 
\]  

(12.23)
The variety $X_1 = Bl_{(x,y,p_0)}X_0$ has double point singularities at $p_0 = p_1 = s = t = 0$. The fibral divisors of $Y$ are

\[
I_2^t : \begin{cases}
  D_0^t : s = p_0 = y(w_1y + a_ix) - p_1x^3 = 0 \\
  D_1^t : s = p_1 = y(w_1y + a_ix + \tilde{a}_3p_0w_2) - tw_2^2(\tilde{a}_4p_0x + \tilde{a}_6p_0^2w_2) = 0 \\
  D_2^t : w_2 = p_0p_1 - st = y(w_1y + a_ix) - p_1x^3 = 0 \\
  D_3^t : w_1 = p_0p_1 - st = y(a_ix + \tilde{a}_3p_0w_2) - (p_1x^3 + \tilde{a}_3p_0p_1w_2x^2 + \tilde{a}_4p_0tw_2^2x + \tilde{a}_6p_0^2tw_2) = 0
\end{cases}
\] (12.24)

\[
I_3^t : \begin{cases}
  D_0^t : s = p_0 = y(w_1y + a_ix) - p_1x^3 = 0 \\
  D_1^t : t = p_1 = w_1y + a_ix + \tilde{a}_3p_0w_2 = 0 \\
  D_2^t : w_1 = p_0p_1 - st = y(a_ix + \tilde{a}_3p_0w_2) - (p_1x^3 + \tilde{a}_3p_0p_1w_2x^2 + \tilde{a}_4p_0tw_2^2x + \tilde{a}_6p_0^2tw_2) = 0
\end{cases}
\] (12.25)

At the intersection of $S$ and $T$ the fiber enhances to an $I_5^t$. This is realized by the following splittings of the curves.

\[
\begin{align*}
  C_0^s & \longrightarrow y_0^o + y_0^t \\
  C_1^s & \longrightarrow y_1^o + y_1^t + y_1^t \\
  C_0^c & \longrightarrow y_0^o + y_1^o \\
  C_1^c & \longrightarrow y_1^t \\
  C_2^c & \longrightarrow y_0^t + y_1^t
\end{align*}
\] (12.26)
The curves at the intersection are given by

\[
\begin{align*}
C_0 \cap C_0 & \to \eta_0^0 : s = p_0 = w_z = y(w_1 y + a_1 x) - p_1 x^2 = 0, \\
C_0 \cap C_2 & \to \eta_0^1 : s = p_0 = w_1 = a_1 y - p_1 x^2 = 0, \\
C_1 \cap C_0 & \to \eta_1^0 : s = p_1 = w_2 = w_1 y + a_1 x = o, \\
C_1 \cap C_1 & \to \eta_1^1 : s = p_1 = t = w_1 y + a_1 x + \tilde{a}_3 p_0 w_2 = 0, \\
C_1 \cap C_2 & \to \eta_1^2 : s = p_1 = w_1 = y(a_1 x + \tilde{a}_3 p_0 w_2) - p_0 t w_2^2 (\tilde{a}_4 x + \tilde{a}_6 p_0 w_2) = 0.
\end{align*}
\]

(12.27)

This corresponds to \(I_s^2\) as in Figure 12.7. The curve \(\eta_1^1\) is quadratic in \(x, y,\) and \(p_0\) with the discriminant \(a_1 (a_1 \tilde{a}_6 - \tilde{a}_j \tilde{a}_4)\).

<table>
<thead>
<tr>
<th>(D_0^i)</th>
<th>(D_1^i)</th>
<th>(D_o^i)</th>
<th>(D_1^i)</th>
<th>(D_2^i)</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta_0^0)</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>[-1;0,-1]</td>
</tr>
<tr>
<td>(\eta_0^1)</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>[-1;0,1]</td>
</tr>
<tr>
<td>(\eta_1^0)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>[0;2,-1]</td>
</tr>
<tr>
<td>(\eta_1^1)</td>
<td>I</td>
<td>-1</td>
<td>-1</td>
<td>I</td>
<td>0</td>
<td>[1;1,0]</td>
</tr>
<tr>
<td>(\eta_1^2)</td>
<td>I</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>[1;1,1]</td>
</tr>
</tbody>
</table>

Table 12.7: Weights of vertical curves and representations in the resolution II of the \(I_s^2 + I_s^3\)-model.
There are two enhancements when the discriminant of the curve $\eta_1^2$ vanishes. First enhancement is when $a_1 = 0$:

$$
\begin{align*}
\eta_0^2 &\rightarrow \eta_{o1}^2 \\
\eta_1^0 &\rightarrow \eta_{i1}^{02}, \\
\eta_1^2 &\rightarrow \eta_{i1}^2 + \eta_{i1}^{02} + \eta_1^2
\end{align*}
$$

where the new curves are given by

$$
\begin{cases}
\eta_{o1}^2 : s = p_0 = p_1 = w_1 = 0 \\
\eta_{i1}^{02} : s = p_1 = w_2 = w_1 = 0 \\
\eta_{i1}^2 : s = p_1 = w = \tilde{a}_4 y - \tilde{a}_4 t w x - \tilde{a}_4 p_0 t w_2^2 = 0
\end{cases}
$$

For this codimension-three enhancement, we get a non-Kodaira fiber that is an incomplete fiber of type $IV^*$, as illustrated in Figure 12.8.
The other specialization is when \((a_1 \tilde{a}_6 - \tilde{a}_3 \tilde{a}_4)\), where \(\eta_i^3\) splits into two curves that intersect each other such that

\[
on S \cap T \cap V(a_1 \tilde{a}_6 - \tilde{a}_3 \tilde{a}_4) : \eta_i^3 \rightarrow \eta_i^{2A} + \eta_i^{2B}, \tag{12.30}
\]

while all the other fibers are the same, except \(\eta_i^1\). The resulting fiber is a Kodaira fiber of type \(I_6\) as in Figure 12.9.
12.5.3 Resolution III

The resolution III is defined by the following sequence of blowups:

\[
\begin{align*}
X_0 & \leftarrow (x, y, t, w_1) \\
X_1 & \leftarrow (x, y, s, e_1) \\
X_2 & \leftarrow (y, w_1, w_2) \\
X_3 & \leftarrow (y, w_1, w_2, x, e_1 = w_1 = w_2y + a_1x + \tilde{a}_3st = 0)
\end{align*}
\]  \hspace{1cm} (12.31)

The projective coordinates are then given by

\[
[e_1w_1w_2x; e_1w_1w_2y; z = 1][e_1x; e_1w_1y; f][x; w_1y; s][y; w_1].
\]  \hspace{1cm} (12.32)

The proper transform of the elliptic fibration for the resolution III is the same as equation (12.13) and the five fibral divisors are thus identical to those listed on the equation (12.15).

As before, we have a fiber of type $I_3^1$ over the generic point of $S$ and fiber of type $I_3^1$ over the generic point of $T$. At the collision of $S$ and $T$, the different curves are

\[
\left\{
\begin{align*}
C_0 \cap C_0 & \rightarrow \eta_0^0 : s = t = y(w_2y + a_1x) - w_1e_1x^3 = 0 \\
C_0 \cap C_1 & \rightarrow \eta_1^0 : s = w_1 = w_2y + a_1x = 0 \\
C_0 \cap C_2 & \rightarrow \eta_2^0 : s = w_2 = a_1y - e_1w_1x^2 = 0 \\
C_1 \cap C_1 & \rightarrow \eta_1^1 : e_1 = w_1 = w_2y + a_4x + \tilde{a}_3st = 0 \\
C_1 \cap C_2 & \rightarrow \eta_1^2 : e_1 = w_2 = y(a_1x + \tilde{a}_3st) - st^2w_1(a_4x + \tilde{a}_6st) = 0
\end{align*}
\right.
\]  \hspace{1cm} (12.33)
The splittings of curves are

\[
\begin{align*}
\text{On } S \cap T: \\
C_0 & \longrightarrow \eta^0_o + \eta^1_o + \eta^2_o \\
C_1 & \longrightarrow \eta^1_1 + \eta^2_1 \\
C_0 & \longrightarrow \eta^0_o \\
C_1 & \longrightarrow \eta^1_1 + \eta^1_1 \\
C_2 & \longrightarrow \eta^2_1 + \eta^2_1
\end{align*}
\]

This corresponds to $I^s$, which is represented in Figure 12.10.

From the splittings of the curves, we compute the intersection numbers to get the weight vectors and further deduce the representations.

This has two further specializations when the discriminant of $\eta^2_1$ vanishes. The first enhancement

Figure 12.10: Fiber over the generic point of the locus $S \cap T$ in Resolution III of the $I^2_s + I^1_s$-model.
Table 12.8: Weights of vertical curves and representations in the resolution III of the $I_2^*+I_1^*$-model.

<table>
<thead>
<tr>
<th>$\eta_0^i$</th>
<th>$\eta_0^j$</th>
<th>$\eta_1^i$</th>
<th>$\eta_1^j$</th>
<th>$\eta_2^i$</th>
<th>$\eta_2^j$</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>1</td>
<td></td>
<td>[0;1,1]</td>
<td>(1, 8)</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td></td>
<td>[-1;1,0]</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td></td>
<td>[1;1,1]</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td></td>
<td>[-1;0,1]</td>
<td>(2, 3)</td>
</tr>
</tbody>
</table>

is when $a_i = 0$. We observe the following splittings for the elliptical fibrations:

\[
\begin{align*}
\eta_0^i \rightarrow \eta_0^j : & \quad s = t = w_2y^2 - w_1ex^3 = 0 \\
\eta_0^i \rightarrow \eta_1^j : & \quad s = w_1 = w_2 = 0 \\
\eta_1^i \rightarrow \eta_0^j : & \quad s = w_2 = w_1 = 0, \quad \eta_0^j : s = w_2 = e_1 = 0 \\
\eta_1^i \rightarrow \eta_1^j : & \quad e_1 = w_1 = w_2y + \tilde{a}_3st = 0 \\
\eta_2^i \rightarrow \eta_0^j : & \quad e_2 = w_2 = s = 0, \quad \eta_1^j : e_1 = w_2 = \tilde{a}_3y - tw_1(\tilde{a}_4x + \tilde{a}_6st) = 0 \\
\end{align*}
\]

(12.35)
The splittings from the five divisors to the codimension-three enhancement when \( a_1 = 0 \) is

\[
\begin{align*}
C_0 & \longrightarrow \eta_0^c + \eta_0^{12} + \eta_0^2 \\
C_1 & \longrightarrow \eta_0^{12} + \eta_1^1 + \eta_0^2 \\
C'_0 & \longrightarrow \eta_0^c \\
C'_1 & \longrightarrow \eta_0^{12} + \eta_1^1 \\
C'_2 & \longrightarrow \eta_0^{12} + \eta_0^2 + \eta_1^2.
\end{align*}
\]

(12.36)

On \( S \cap T \cap V(a_1) \):

The generic fiber over \( S \cap T \cap V(a_1) \) is a non-Kodaira fiber illustrated in Figure 12.11 and corresponding to an incomplete fiber of type \( IV^* \).

\[
\begin{align*}
\eta_1^1 \\
\eta_0^0 & \quad 2 & \eta_0^{12} & \quad 2 & \eta_0^2 & \eta_1^2
\end{align*}
\]

Figure 12.11: Fiber over the generic point of the locus \( S \cap T \cap V(a_1) \) in Resolution III of the \( l_1^1 + l_1^2 \)-model.

Now consider the other condition, \( a_1 a_6 = \tilde{a}_3 \tilde{a}_4 \), to get the other specialization. The curve \( \eta_1^2 \) splits into two fibers intersecting each other:

\[
\text{on } S \cap T \cap V(a_1 \tilde{a}_6 - \tilde{a}_3 \tilde{a}_4) : \quad \eta_1^2 \longrightarrow \eta_1^{2A} + \eta_1^{2B}.
\]

(12.37)
Thus, we get a fiber enhancement of type $I_6^0$, which is represented in Figure 12.12.

![Diagram of fiber enhancement](image)

**Figure 12.12**: Fiber over the generic point of the locus $S \cap T \cap V(\tilde{\alpha}_1\tilde{\alpha}_6 - \tilde{\alpha}_3\tilde{\alpha}_4)$ in Resolution III of the $I_2^0 + I_2^1$ model.

### 12.5.4 Resolution IV

The resolution IV is given by the following sequence of blowups:

$$X_0 \xleftarrow{(x, y, t|w_1)} X_1 \xleftarrow{(y, w_1|w_2)} X_2 \xleftarrow{(x, y, s|e_1)} X_3. \tag{12.38}$$

Its projective coordinates are then given by

$$[e_1 w_1 w_2 x; e_1 w_1 w_2^2 y; z = 1][e_1 x; e_1 w_2 y; t][e_1 y; w_1][x; y; s]. \tag{12.39}$$

The proper transform of the elliptic fibration for the resolution III is the same as equation (12.13) and the five fibral divisors are thus identical to the equation (12.15). At the intersection of both divi-
sors $S$ and $T$, we get the following curves:

$$
\begin{align*}
C^* \cap C^* & \rightarrow \eta^0_0 : s = t = y(w_2 y + a_1 x) - w_1 e_1 x^3 = 0, \\
C^* \cap C^* & \rightarrow \eta^1_0 : s = w_1 = w_2 y + a_1 x = 0, \\
C^* \cap C^* & \rightarrow \eta^A_0 : s = w_2 = x = 0, \eta^B_0 : s = w_2 = a_1 y - w_1 e_1 x^2 = 0, \\
C^* \cap C^* & \rightarrow \eta^2_A : e_1 = w_2 = y(a_1 x + \tilde{a}_4 x + \tilde{a}_6) = 0.
\end{align*}
$$

(12.40)

From the five fibral divisors, we summarize the splittings of the curves to be the following.

$$
\begin{align*}
C^* & \rightarrow \eta^0_0 + \eta^1_0 + \eta^A_0 + \eta^B_0 \\
C^* & \rightarrow \eta^1_1 \\
C^* & \rightarrow \eta^2_0 \\
C^* & \rightarrow \eta^2_1 \\
C^* & \rightarrow \eta^2_0 + \eta^2_1.
\end{align*}
$$

(12.41)

This corresponds to $I^*_5$ as it is represented in Figure 12.13.
The intersection numbers are computed using the equation (12.41) to get the weights and the representations of the curves.

<table>
<thead>
<tr>
<th>$D^*_0$</th>
<th>$D^*_1$</th>
<th>$D^*_2$</th>
<th>$D^*_3$</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta^0_o$</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\eta^0_1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>$\eta^{2B}_o$</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$\eta^{2B}_1$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\eta^{2B}_0$</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 12.9: Weights of vertical curves and representations in the resolution IV of the $I^2_s + I^3_s$-model.

This has two further specializations in codimension-three. The first specialization is when $a_1 = 0$.

Figure 12.13: Fiber over the generic point of the locus $S \cap T$ in Resolution IV of the $I^2_s + I^3_s$-model.
We observe the following splittings for the elliptical fibrations

\[
\begin{align*}
\eta_0^c &\rightarrow \eta_0^c : s = t = w_2 y^2 - w_1 e_1 x^3 = 0, \\
\eta_0^d &\rightarrow \eta_0^d : s = w_1 = w_2 = 0, \\
\eta_0^{3A} &\rightarrow \eta_0^{3A} : s = w_2 = x = 0, \\
\eta_0^{3B} &\rightarrow \eta_0^{3B} : s = w_2 = w_1 = 0, \eta_0^2 : s = w_2 = e_1 = 0, \eta_0^{2A} : s = w_2 = x = 0, \\
\eta_1^2 &\rightarrow \eta_0^{2A} : e_1 = w_2 = s = 0, \eta_1^2 : e_1 = w_2 = \tilde{a}_3 y - tw_1 (\tilde{a}_4 x + \tilde{a}_6 t) = 0.
\end{align*}
\]

(12.42)

For this codimension-three fiber enhancement, we get a specialization of $E_6$, as it is represented in Figure 12.14.

Figure 12.14: Fiber over the generic point of the locus $S \cap T \cap V(a_1)$ in Resolution IV of the $I_4^2 + I_3^2$-model.

The other specialization is when $a_4 \tilde{a}_6 = \tilde{a}_3 \tilde{a}_4$. Then all the other fibers are the same except $\eta_1^3$, which splits into two curves intersecting each other:

\[
\begin{align*}
\eta_1^3 &\rightarrow \eta_1^{3A} + \eta_1^{3B}.
\end{align*}
\]

(12.43)
For this codimension-three enhancement, we get a fiber of type $I_6$ as in Figure 12.15.

![Figure 12.15: Fiber over the generic point of the locus $S \cap T \cap V(\tilde{a}_1\tilde{a}_6 - \tilde{a}_2\tilde{a}_4)$ in Resolution IV of the $I_2^*+I_1^*$-model.](image)

12.5.5 Flops

In this section, we discuss the flops between the resolutions I, II, III, and IV. We recall that the resolutions $I'$, $II'$, $III'$, $IV'$ are their mirrors under the birational map induced by the involution of the Mordell–Weil group. We consider the case of the $I_2^*+I_1^*$ model analyzed in Section 12.5. The other case follows the same scheme. When there is a simple flop between two resolutions, if the flopping curve has weights $\omega$ in one of the resolutions, is replaced in the other by a curve of weights $-\omega$. Each resolution corresponds to a minimal model over the Weierstrass model. Hence, in the hyperplane arrangement, each resolution corresponds to a specific chamber. When two resolutions are connected by a flop of a curve of weight $\omega$, the hyperplane separating the corresponding chamber is exactly the hyperplane $\omega^\perp$ perpendicular to $\omega$. It follows that a chamber is uniquely defined by its possible flopping curves. We determine in Table 12.10 all the flopping curves and show that their weights coincide with the hyperplanes separating two chambers of the hyperplane arrangement. These curves are
identified with their corresponding weights from Table 12.4. This result matches with the analysis in Figure 12.3, which completes the correspondence between the geometry and the representation theory.

<table>
<thead>
<tr>
<th>Flopping curves</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution I: $\eta_1^{\text{nd}} [1; 0, -1] (2, 3)$ $\leftrightarrow$ Resolution II: $\eta_0^d [-1; 0, 1] (2, 3)$</td>
<td>$\omega_1^{(2,3)}$</td>
</tr>
<tr>
<td>Resolution II: $\eta_1^i [1; -1, 0] (2, 3)$$ \leftrightarrow$ Resolution III: $\eta_0^i [-1; 1, 0] (2, 3)$</td>
<td>$\omega_4^{(2,3)}$</td>
</tr>
<tr>
<td>Resolution III: $\eta_1^i [1; 1, -1] (2, 3)$$ \leftrightarrow$ Resolution IV: $\eta_0^{2d} [-1; -1, 1] (2, 3)$</td>
<td>$\omega_5^{(2,3)}$</td>
</tr>
</tbody>
</table>

Table 12.10: The fibers that is the one that separates between the chambers and thus responsible for flops in the $I^+_3 + I^+_5$-model. The weight of the contracted curve in a (terminal) flop connecting two resolutions is normal to the facet common to the closures of the corresponding chambers in the hyperplane arrangement.

12.6 The III$^+IV^+$ Model

In this section, we study the fiber structure of the crepant resolutions of the III$^+IV^+$-model defined by the following Weierstrass equation:

$$Y_0 : y^2 + \tilde{a}_3 stxy + \tilde{a}_4 sty = x^3 + \tilde{a}_5 st^2x + \tilde{a}_6 st^3x + \tilde{a}_6 s^3$$, \hspace{1cm} (12.44)

where the fiber III and IV$^+$ are the fibers over the generic point of $S = V(s)$ and $T = V(t)$ respectively. It corresponds to the low-right corner of Figure 12.1. In particular, the fiber over $S$ and $T$ can-
not specialize further while preserving their dual graphs (and hence, the gauge group SU(2) × SU(3)).

In [141], this model was explored using the point of view of string junctions.

Here, we analyze the geometry of the crepant resolutions of the III + IV*-model. The triple intersection numbers are the same as those of the I_s^2+I_s^3-model. The fiber over the generic point of $S \cap T$ is a non-Kodaira fiber corresponding to a fiber of type IV* with some nodes contracted. Such a fiber enhances further over $S \cap T \cap V(\tilde{a}_3)$ to a non-Kodaira fiber corresponding to a fiber of type III* with some nodes contracted. The non-Kodaira fibers observed for the III+IV*-model were already seen in the I_s^2+I_s^3-model but one codimension higher.

### 12.6.1 Resolution I

The resolution I is defined by the following sequence of blowups:

$$
X_0 \leftarrow (x, y, s | e_1) \quad X_1 \leftarrow (x, y, t | w_1) \quad X_2 \leftarrow (y, w_1 | w_2) \quad X_3
$$

The proper transform of the III+IV*-model is

$$
Y : y(w_2y + \tilde{a}_3se_1tw_1w_2x + \tilde{a}_3st) = w_1(e_1x^3 + \tilde{a}_3se_1tx^2 + \tilde{a}_3st^2x + \tilde{a}_3s^2t^3).
$$

The projective coordinates are then given by

$$
[e_1w_1w_2x ; e_1w_1w_2^2y ; x = 1][w_1w_2x ; w_1w_2^2y ; s][x ; w_2y ; t][y ; w_1].
$$
The fibral divisors are

\[
P_2^{*}:
\begin{cases}
D_o^s: & s = w_2y^2 - w_1e_1x^3 = 0, \\
D_1^s: & e_1 = y(we_2y + \tilde{a}_3st) - st^2w_1(\tilde{a}_4x + \tilde{a}_6st) = o, \\
D_0^t: & t = w_2y^2 - w_1e_1x^3 = o, \\
P_3^{*}: & D_1^t: w_1 = w_2y + \tilde{a}_3st = o,
\end{cases}
\]

\[
\begin{align*}
&\text{(12.48)} \\
&\text{(12.49)}
\end{align*}
\]

Over the generic point of the intersection of \( S \) and \( T \), we get the following irreducible curves

\[
\begin{cases}
C_0 \cap C_0 & \rightarrow \eta_0^s: s = t = w_2y^2 - w_1e_1x^3 = o, \\
C_1 \cap C_0 & \rightarrow \eta_{02}^s: e_1 = t = w_2 = o, \, \eta_{04}^t: e_1 = t = y = o, \\
C_1 \cap C_1 & \rightarrow \eta_1^s: e_1 = w_1 = w_2y + \tilde{a}_3st = o, \\
C_1 \cap C_2 & \rightarrow \eta_{02}^s: e_1 = t = w_2 = o, \, \eta_1^t: e_1 = w_2 = \tilde{a}_3y - tw_1(\tilde{a}_4x + \tilde{a}_6st) = o.
\end{cases}
\]

\[
\text{(12.50)}
\]

The fiber over the generic point of \( S \cap T \) has a structure given by Figure 12.16, and corresponds to a fiber of type IV* with contracted nodes. At the collision \( S \cap T \), the components of the fibers III and
IVs degenerate as follows.

On $S \cap T$:

$$
\begin{align*}
C_0 & \rightarrow \gamma_0^0, \\
C_1 & \rightarrow 2\gamma_1^{o2} + 2\gamma_1^{o6} + \gamma_1^i + \gamma_1^2, \\
C_0' & \rightarrow \gamma_0^0 + \gamma_1^{o2} + 2\gamma_1^{o6}, \\
C_1' & \rightarrow \gamma_1^i, \\
C_2' & \rightarrow \gamma_1^{o2} + \gamma_1^2.
\end{align*}
$$

Figure 12.16: Fiber over the generic point of the locus $S \cap T$ in Resolution I of the III+IVs-model.

We observe that this is identical to the fiber in the resolution I of the I$^s$ + I$^t$-model in codimension-three over $S \cap T \cap V(\eta_i)$.

In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.
We note that the sum of the two curves $\eta_1^{22} + \eta_1^{12}$ produce the weight $[1; -1, 0]$ of the representation $(2, 3)$. In the resolution I of the $I_3^s + I_3^s$-model, the weight $[1; -1, 0]$ corresponds to $\eta_1^{22}$ in codimension-two, which splits into the two curves in codimension-three with the same weights as $\eta_1^{22}$ and $\eta_1^{12}$.

The fiber over the generic point of $S \cap T$ shown on Figure 12.16 specializes further when $A_3 = 0$: 

$$
\begin{array}{c}
\eta_1^f \rightarrow \eta_1^{12}, \\
\eta_1^s \rightarrow \eta_1^{22} + \eta_1^{12} + \eta_1^2,
\end{array}
$$

(12.52)

Table 12.11: Weights of vertical curves and representations in the resolution I of the III+IV$^s$-model.
where the new curves are given by

\[
\begin{align*}
\eta_{12}^1 & : \ e_1 = w_1 = w_2 = 0, \\
\eta_{02}^1 & : \ e_1 = w_2 = t = 0, \\
\eta_{2}^2 & : \ e_1 = w_2 = \tilde{a}_4 x + \tilde{a}_6 s t = 0.
\end{align*}
\]  

(12.53)

The fiber over the generic point \( S \cap T \cap V(\tilde{a}_i) \) is illustrated in Figure 12.17, and corresponds to a fiber of type III* with contracted nodes.

![Figure 12.17: Fiber over the generic point of the locus \( S \cap T \cap V(\tilde{a}_i) \) in Resolution I of the III+IV*-model.](image)

12.6.2 Resolution II

In this section, we study the resolution II in detail. As the resolution II requires making a first blowup around a singular center, it is useful to rewrite equation (12.44) as

\[
Y_0 : \begin{cases}
y(y + \tilde{a}_1 p_0 x + \tilde{a}_3 p_0) = x^3 + \tilde{a}_4 p_0 x^2 + \tilde{a}_4 p_0 t x + \tilde{a}_6 p_0^2 t \\
p_0 = st
\end{cases}
\]

(12.54)
The resolution II is then given by the following sequence of blowups

\[ X_0 \leftarrow \frac{(x, y, p_0|p_1)}{X_1} \leftarrow \frac{(y, t, p_1|w_1)}{X_2} \leftarrow \frac{(t, p_0|w_2)}{X_3}. \]  

(12.55)

Where \( X_0 = \mathbb{P}[\mathcal{O}_R \oplus \mathcal{L}^\otimes 2 \oplus \mathcal{L}^\otimes 3]. \) The projective coordinates are then

\[
[p_1 w_1 x : p_1 w_1^2 y : z = 1] [x : w_1 y : p_1 w_2] [y : t w_2 : p_1] [t : p_0],
\]

(12.56)

and the proper transform is

\[
Y : \begin{cases}
y(w_1 y + \tilde{a}_4 p_0 p_1 w_2 x + \tilde{a}_6 p_0^2 t w_2^3) = p_0 x^3 + \tilde{a}_4 p_0 p_1 w_2 x^2 + \tilde{a}_6 p_0^2 t w_2^3 \\
p_0 p_1 = st
\end{cases}.
\]

(12.57)

The variety \( X_1 = Bl_{(x, y, p_0)} X_0 \) has double point singularities on \( p_0 = p_1 = s = t = 0. \) The fibral divisors are:

\[
III : \begin{cases}
D_s^0 : s = p_0 = w_1 y^3 - p_0 x^3 = 0 \\
D_t^0 : s = p_1 = y(w_1 y + \tilde{a}_4 p_0 p_1 w_2 x + \tilde{a}_6 p_0^2 t w_2^3) - (p_0 x^3 + \tilde{a}_4 p_0 p_1 w_2 x^2 + \tilde{a}_6 p_0^2 t w_2^2) = 0
\end{cases}.
\]

(12.58)
IV: \[
\begin{aligned}
D_0^i : & \quad w_2 = p_0 p_1 - st = w_1 y^2 - p_0 x^3 = 0 \\
D_1^i : & \quad t = p_1 = w_1 y + \tilde{a}_1 p_0 w_2 x + \tilde{a}_3 p_0 w_2 = 0 \\
D_2^i : & \quad w_1 = p_0 p_1 - st = y (\tilde{a}_1 p_0 w_2 x + \tilde{a}_3 p_0 w_2) - (p_1 x^3 + \tilde{a}_5 p_0 p_1 w_2 x^2 + \tilde{a}_6 p_1^2 w_2 x + \tilde{a}_6 p_0^2 w_2) = 0
\end{aligned}
\]

(12.59)

At the intersection of $S$ and $T$, the fiber enhances to a non-Kodaira fiber presented in Figure 12.18.

This is realized by the following splitting of curves.

On $S \cap T$:

\[
\begin{aligned}
C_0 & \rightarrow \eta_0^0 + \eta_0^2 \\
C_0^* & \rightarrow \eta_{ot}^0 + \eta_{ot}^2 + \eta_1^0 + \eta_1^2 \\
C^*_1 & \rightarrow \eta_{ot}^0 + \eta_{ot}^2 \\
C^*_1 & \rightarrow \eta_1^0 \\
C_1^* & \rightarrow 2 \eta_{ot}^2 + \eta_{ot}^2 + \eta_1^2
\end{aligned}
\]

(12.60)
The curves at the intersection are given by

\[
\begin{cases}
C_0 \cap C_1 \rightarrow \eta_0^2: s = p_0 = w_2 = w_1 y^2 - p_3 x^3 = 0 \\
C_1 \cap C_2 \rightarrow \eta_0^1: s = p_1 = p_1 = 0 \\
C_2 \cap C_3 \rightarrow \eta_1^{02}: s = p_1 = w_2 = w_1 = 0 \\
C_1 \cap C_3 \rightarrow \eta_1^1: s = t = w_1 y + a_4 p_0 w_2 = 0 \\
C_1 \cap C_2 \rightarrow \eta_1^{02}: s = p_1 = w_1 = w_2 = 0, \eta_1^{21}: s = p_1 = w_1 = p_0 = 0, \\
\eta_1^2: s = p_1 = w_1 = a_2 y - a_4 t w_2 x + \tilde{a}_6 p_0 w_2^2 = 0
\end{cases}
\]

(12.61)

Note that we had the same fiber earlier in the resolution I of the \(I_2 + I_3\)-model in codimension-three with a condition \(a_1 = 0\).

<table>
<thead>
<tr>
<th></th>
<th>(D_0)</th>
<th>(D_1)</th>
<th>(D_0^1)</th>
<th>(D_1^1)</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta_0^0)</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>([-1;0,-1])</td>
</tr>
<tr>
<td>(\eta_0^{1})</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>([-1;0,1])</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>(\eta_1^1)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>([0;2,-1])</td>
</tr>
<tr>
<td>(\eta_1^{02})</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>([1;1,0])</td>
</tr>
<tr>
<td>(\eta_1^3)</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>([1;0,0])</td>
</tr>
</tbody>
</table>

Table 12.12: Weights of vertical curves and representations in the resolution II of the III+IV^4-model.

The chain \(\eta_1^{02} + \eta_0^{1} + \eta_1^{3}\) produces the weight \([1; -1, 1]\) of the representation \((2, 3)\). In the case of the resolution II of the \(I_2^1 + I_3\)-model, the sum of the curves corresponds to \(\eta_1^3\) in codimension-two, which splits into the three curves in codimension-three.
There is an enhancement when $\tilde{a}_3$ as the two curves $\eta_1^1$ and $\eta_1^2$ degenerate as follows:

$$\begin{align*}
on S \cap T \cap V(\tilde{a}_3): & \\
\eta_1^1 & \longrightarrow \eta_1^{12}, \\
\eta_1^2 & \longrightarrow \eta_1^{12} + \eta_1^2, \tag{12.62}
\end{align*}$$

where the new curves are given by

$$\begin{align*}
\eta_1^{12}: & \quad s = p_1 = t = w_1 = 0, \\
\eta_1^{02}: & \quad s = p_1 = w_1 = w_2 = 0, \\
\eta_1^3: & \quad s = p_1 = w_1 = \tilde{a}_4 x - \tilde{a}_6 p_0 w_2 = 0. \tag{12.63}
\end{align*}$$

For this codimension-three enhancement, we get a non-Kodaira fiber corresponding to a non-Kodaira fiber corresponding to a contracted fiber of type $IV^*$ as in Figure 12.19.
12.6.3 Resolution III

The Resolution III is defined by the following sequence of blowups:

\[ X_0 \xleftarrow{(x, y, t|w_1)} X_1 \xleftarrow{(x, y, s|e_1)} X_2 \xleftarrow{(y, w_1|w_2)} X_3 \quad (12.64) \]

The projective coordinates are then given by

\[ [e_1w_1w_2x; e_1w_1w_2^2y; z = i][e_i x; e_i w_2 y; t][x; w_2 y; s][y; w_1]. \quad (12.65) \]

The proper transform is identical to equation (12.46).
On the intersection of $S$ and $T$, we see the following curves:

\[
\begin{align*}
C_0 \cap C_0 & \rightarrow \eta_0^0 : s = t = w_2 y^2 - w_4 e_3 x^3 = 0, \\
C_0 \cap C_1 & \rightarrow \eta_1^1 : s = w_1 = w_2 = 0, \\
C_0 \cap C_2 & \rightarrow \eta_2^2 : s = w_2 = e_1 = 0, \\
C_1 \cap C_0 & \rightarrow \eta_0^0 + 2\eta_1^1 + \eta_0^1, \\
C_1 \cap C_1 & \rightarrow \eta_1^1 + \eta_1^1 + \eta_1^1, \\
C_1 \cap C_2 & \rightarrow \eta_1^1 + \eta_1^1 + \eta_1^1, \\
C_2 \cap C_0 & \rightarrow \eta_0^0 + 2\eta_1^1 + \eta_1^1, \\
C_2 \cap C_1 & \rightarrow \eta_1^1 + \eta_1^1 + \eta_1^1. \\
\end{align*}
\]

(12.66)

Hence, we can deduce that the five fibral divisors split in the following way to produce the fiber in codimension-two, which is presented in Figure 12.20.

\[
\begin{align*}
C_0 & \rightarrow \eta_0^0 + 2\eta_0^1 + \eta_0^1, \\
C_1 & \rightarrow \eta_1^1 + \eta_1^1 + \eta_1^1, \\
C_0 & \rightarrow \eta_0^0, \\
C_1 & \rightarrow \eta_1^1 + \eta_1^1, \\
C_2 & \rightarrow \eta_1^1 + 2\eta_1^1 + \eta_1^1. \\
\end{align*}
\]

(12.67)

We observe that we had the same fiber earlier in the resolution III of the $I_2 + I_3$-model in codimension-three with a condition $a_1 = 0$. 
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In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.

<table>
<thead>
<tr>
<th>$\eta^0_0$</th>
<th>$D_0^0$</th>
<th>$D_1^0$</th>
<th>$D_0^1$</th>
<th>$D_1^1$</th>
<th>$D_2^1$</th>
<th>Weight</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>[-1;1,0]</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>$\eta^1_1$</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>[1;1,1]</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>$\eta^2_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>[0;1,1]</td>
<td>(1, 3)</td>
</tr>
</tbody>
</table>

Table 12.13: Weights of vertical curves and representations in the resolution III of the III+IVs-model at the III+IVs collision.

The sum of the two curves $\eta^1_1 + \eta^2_2$ produce the weight $[-1; 0, 1]$ of the representation $(2, 3)$. Moreover, the sum of $\eta^2_2 + \eta^1_1$ produce the weight $[1; -1, 1]$, which corresponds to a representation $(2, 3)$. In the case of the resolution III of the IIs+IIs-model, the former sum corresponds to $\eta^2_2$ and the latter sum corresponds to $\eta^1_1$ in codimension-two.
Over $S \cap T \cap V(\tilde{a}_3)$ the curve $\eta^2$ splits as:

\[
\begin{align*}
\text{on } S \cap T \cap V(\tilde{a}_3) : &\quad \begin{cases} \eta_i' \rightarrow \eta_{i}^{1}, \\ \eta_i^2 \rightarrow \eta_i^{12} + \eta_i^2, \end{cases} \\
\end{align*}
\]

(12.68)

where the new curves are given by

\[
\begin{align*}
\eta_{i}^{12} : &\quad e_1 = w_1 = w_2 = 0, \\
\eta_i^2 : &\quad e_1 = w_2 = \tilde{a}_4 x + \tilde{a}_6 st = 0.
\end{align*}
\]

(12.69)

This corresponds to the codimension-three enhancement in Figure 12.21.

**Figure 12.21:** Fiber over the generic point of the locus $S \cap T \cap V(\tilde{a}_3)$ in Resolution III of the III+IV$^5$-model.

12.6.4 Resolution IV

The Resolution IV is defined by the following sequence of blowups

\[
\begin{align*}
X_0 &\xleftarrow{(x, y, t|w_1)} X_1 &\xleftarrow{(y, w_1|w_2)} X_2 &\xleftarrow{(x, y, t|e_1)} X_3.
\end{align*}
\]

(12.70)

660
Its projective coordinates are then given by

\[
[e_1w_1w_2x; e_1w_1w_2^2y; z = 1][e_1x; e_1w_2y; t][e_1y; w_1][x; y; s].
\]  

(12.71)

The proper transform is identical to equation (12.46).

Over the generic point of the intersection of \(S\) and \(T\), we see the following irreducible vertical curves.

On \(S \cap T\):

\[
\begin{align*}
C_0^e \cap C_0^e & \rightarrow \eta_0^0: s = t = w_2y^2 - w_1e_1x^3 = 0, \\
C_0^e \cap C_1^e & \rightarrow \eta_0^{12}: s = w_1 = w_2 = 0, \\
C_0^e \cap C_2^e & \rightarrow \eta_0^{24}: s = w_2 = x = 0, \eta_0^{12}: s = w_2 = w_1 = 0 \\
C_1^e \cap C_2^e & \rightarrow \eta_{10}^2: e_1 = w_2 = s = 0, \eta_1^2: e_1 = w_2 = \tilde{a}_4y - tw_1(\tilde{a}_4x + \tilde{a}_6s) = 0.
\end{align*}
\]

(12.72)

The collision gives the following splitting of curves from the fiber III and IV\(^{s}\) resulting in the fiber
illustrated in Figure 12.22:

$$\begin{align*}
\text{On } S \cap T: & \\
\left\{
\begin{array}{l}
C_0 & \longrightarrow \eta_0^0 + 2\eta_0^{12} + 3\eta_0^{2A} + \eta_0^{21} \\
C_1 & \longrightarrow \eta_0^{12} + \eta_1^{21} \\
C_2 & \longrightarrow \eta_0^{12} + 3\eta_0^{2A} + 2\eta_{01}^2 + \eta_1^{21}.
\end{array}
\right.
\end{align*}$$

(12.73)

![Diagram](image)

**Figure 12.22:** Fiber over the generic point of the locus $S \cap T$ in Resolution IV of the $I_2 + I_3$-model.

Note that we had the same fiber earlier in the resolution III of the $I_2 + I_3$-model in codimension-three with a condition $a_1 = 0$.

The weights of these vertical curves and the corresponding representations are collected in Table 12.14. In order to get the weights of the curves, the intersection numbers are computed between the codimension-two curves and the fibral divisors.

The sum of the three curves $\eta_1^{02} + \eta_0^{21} + \eta_1^{21}$ produce the weight $[1; -1, 1]$, which yields a representation $(2, 3)$. In the case of the resolution IV of the $I_2 + I_3$-model, the sum of the curves corresponds
Table 12.14: Weights of vertical curves and representations in the resolution IV of the III+IVs-model.

<table>
<thead>
<tr>
<th>$\eta^0_0$</th>
<th>$\eta^{12}_0$</th>
<th>$\eta^{2d}_0$</th>
<th>$\eta^{2}_{01}$</th>
<th>$\eta^{2}_{1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0^0$</td>
<td>$D_1^1$</td>
<td>$D_0^1$</td>
<td>$D_2^0$</td>
<td>$D_2^4$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$[0; -1, -1]$</td>
<td>$[0; 2, -1]$</td>
<td>$[-1; -1, 1]$</td>
<td>$[1; 0, 0]$</td>
<td>$[1; 0, 0]$</td>
</tr>
</tbody>
</table>

to $\eta^2_1$ in codimension-two, which splits into the three curves in codimension-three.

The fiber specialize further over $S \cap T \cap V(\tilde{a}_3)$ as the curve $\eta^2_1$ becomes

$$\text{on } S \cap T \cap V(\tilde{a}_3) : \eta^2_1 \rightarrow \eta^1_1 : \epsilon_1 = w_2 = \tilde{a}_{4} x + \tilde{a}_{6} t = 0. \quad (12.74)$$

What is now different from other points of $S \cap T$ is that the curve $\eta^2_1$ now intersect both $\eta^{2d}_{01}$ and $\eta^{2d}_0$ at the same point resulting in a different fiber structure represented in Figure 12.23.

![Figure 12.23](image-url)
12.7 5d and 6d Supergravity Theories with Eight Supercharges

In this section, we discuss the five and six-dimensional theories with eight supercharges via Calabi–Yau compactification of M-theory and F-theory on an SU(2) × SU(3)-model. We first compute the one-loop prepotentials of the SU(2) × SU(3)-model in all eight chambers and match them with the triple intersection numbers of the corresponding crepant resolutions to get the number of charged hypermultiplets in each irreducible representations (fundamentals, adjoints, and bifundamental) in Section 12.7.1. Recall from Section 2.13.2 how the anomaly cancellation conditions in six-dimensional theory with a gauge group can be derived with geometric data with number of charged hypermultiplets as the unknowns. We return to our case for the gauge group SU(2) × SU(3) in Section 12.7.2 and show that we get a unique solution of number of hypers for the six-dimensional theory and find it to match with the result we got for the five-dimensional theory in Section 12.7.1.

12.7.1 5d N = 1 Supergravity Theory with a Gauge Group SU(2) × SU(3)

M-theory (an eleven-dimensional supergravity theory) compactified on a Calabi–Yau threefold yields a low energy physics that describes five-dimensional N = 1 supergravity. The prepotential depends on the choice of a Coulomb chamber to get rid of the absolute values. We compute it for each of the eight chambers of an SU(2) × SU(3)-model. The chambers are defined by Table 12.5.

**Theorem 12.7.1.** The prepotential of an SU(2) × SU(3)-model in the eight phases defined by the chambers of Table 12.5 are
• **Chamber 1**

\[ 6\mathcal{F}^{(1)}_{IMS} = -8(n_{1,8} - 1)\phi_1^3 - \frac{3}{2}(n_{1,3} + n_{1,3} - 2n_{1,8} + 2)\phi_1^2\phi_2 + \frac{3}{2}(n_{1,3} + n_{1,3} + 2n_{1,8} - 2)\phi_1\phi_2^2 + (-n_{1,3} - n_{1,3} - 8n_{1,8} + 8)\phi_2^3 - (n_{2,1} + 3n_{2,3} + 3n_{2,3} + 8n_{1,1} - 8)\psi_1^3 - 6(n_{2,1} + n_{2,3})\psi_1^3 (\phi_1 - \phi_2 + \psi_2^2) \]

• **Chamber 2**

\[ 6\mathcal{F}^{(2)}_{IMS} = -8(n_{1,8} - 1)\phi_1^3 - \frac{3}{2}(n_{1,3} + n_{1,3} - 2n_{1,8} + 2)\phi_1^2\phi_2 + \frac{3}{2}(n_{1,3} + n_{1,3} + 2n_{1,8} - 2)\phi_1\phi_2^2 - (n_{1,3} + n_{1,3} + 8n_{1,8} + n_{2,3} + n_{2,3} - 8)\phi_2^3 - (n_{2,1} + 2(n_{2,1} + n_{2,3} + 4n_{3,1} - 4))\psi_1^3 - 3(n_{2,1} + n_{2,3})\phi_1^2 - 3(n_{2,1} + n_{2,3})\phi_1^3 (2\phi_1 - 2\phi_2^2 + \phi_2^2) \]

• **Chamber 3**

\[ 6\mathcal{F}^{(3)}_{IMS} = -(8n_{1,8} + n_{2,3} + n_{2,3} - 8)\phi_1^3 - \frac{3}{2}(n_{1,3} + n_{1,3} - 2n_{1,8} + 2)\phi_1^2\phi_2 + \frac{3}{2}(n_{1,3} + n_{1,3} + 2n_{1,8} - 2)\phi_1\phi_2^2 + (-n_{1,3} - n_{1,3} - 8n_{1,8} - n_{2,3} - n_{2,3} + 8)\phi_2^3 + (-n_{2,1} - n_{2,3} - n_{2,3} - 8n_{3,1} + 8)\psi_1^3 - 3(n_{2,1} + n_{2,3})\psi_1^3 (\phi_1 + \phi_2) - 3(n_{2,3} + n_{2,3})\phi_1^2 - 3(n_{2,3} + n_{2,3})\phi_1^3 (2\phi_1 - 2\phi_2^2 + \phi_2^2) \]
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• Chamber 4

\[
6 \Phi^{(4)}_{\text{IMS}} = -8(n_{1,8} - 1)\varphi_1^3 - \frac{3}{2}(n_{1,3} + n_{1,3} - 2n_{1,8} + 2n_{2,3} + 2)\varphi_1^2 \varphi_2
\]
\[
+ \frac{3}{2}(n_{1,3} + n_{1,3} + 2n_{1,8} + 2n_{2,3} - 2)\varphi_1 \varphi_2
\]
\[
- (n_{1,3} + n_{1,3} + 8n_{1,8} + 2n_{2,3} + 2n_{2,3} - 8)\varphi_2^3
\]
\[
- (n_{2,1} + 8n_{3,1} - 8)\psi_1^3 - 6(n_{2,3} + n_{2,3})\psi_1^2 \varphi_2
\]

The prepotential \( \Phi^{(i)}_{\text{IMS}} \) (for \( i = 1, 2, 3, 4 \)) is obtained from \( \Phi^{(i)}_{\text{IMS}} \) by the involution \( \varphi_1 \leftrightarrow \varphi_2 \).

**Proof.** Direct computation starting with equation (2.39) and using Table 12.5 to remove the absolute values.

Following [129], the number of hypermultiplets are computed by comparing the prepotential and the triple intersection polynomial given in Theorem 12.3.8. Comparing the triple intersection numbers obtained in the resolutions I, II, III, IV with the prepotentials computed respectively in chambers 1, 2, 3, 4, we get

\[
n_{2,1} + 8n_{3,1} = 4LS + 2S^2 - 3ST + 8, \quad n_{1,8} = \frac{1}{2}(-LT + T^2 + 2),
\]
\[
n_{2,3} + n_{2,3} = ST, \quad n_{1,3} + n_{1,3} = T(9L - 2S - 3T).
\]

We see in particular that the numbers \( n_{2,1} \) and \( n_{3,1} \) are restricted by a linear relation but are not fixed by this method. In the case of Calabi–Yau threefolds, the vanishing of the first Chern class yields
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\[ K = -L \] where \( K \) is the canonical class of the base \( B \). Using Witten’s genus formula \[306\], we get

\[ n_{2,1} = -S(8K + 2S + 3T), \quad n_{3,1} = \frac{1}{2}(KS + S^2 + 2). \] (12.76)

We notice that the number of (bi)fundamental matter is compatible with what is expected from the technique of intersecting branes, and when the threefold is Calabi–Yau, \( K = -L \) and \( n_{1,8} \) becomes the arithmetic genus of the curve \( T \) as expected from Witten’s genus formula.

### 12.7.2 Anomaly cancellations in 6d \( \mathcal{N} = (1,0) \) supergravity theory

In this section, we check that the gravitational, gauge, and mixed gravitational-gauge anomalies of the six-dimensional supergravity are all canceled when the Lie algebra and the representation are

\[ g = A_1 \oplus A_2, \quad R = (2,1) \oplus (1,3) \oplus (1,7) \oplus (2,3) \oplus (2,7) \oplus (3,1) \oplus (1,8). \]

We follow the approach of Sadov \[269\] (see also \[142\] and \[237\]) and use the notation of \[121\]. The six-dimensional anomaly cancellation conditions put linear constraints on the number of charged hypermultiplets transforming in each irreducible representations.

First, we recall that the Euler characteristic of a Calabi–Yau threefold defined as a crepant resolution of the Weierstrass model of an \( SU(2) \times SU(3) \)-model is

\[ \chi(Y) = -6(10K^2 + 5KS + 8KT + S^2 + 2ST + 2T^2), \] (12.77)
where $S$ supports $A_1$ and $T$ supports $A_2$. We also assume that $S$ and $T$ are smooth divisors intersecting transversally.

We will use the anomaly cancellation conditions to explicitly compute the number of hypermultiplets transforming in each representation by requiring all anomalies to cancel. We will see that they are the same as those found in five-dimensional supergravity by comparing the triple intersection numbers of the fibral divisors and the cubic prepotentials in the Coulomb phase.

The Lie algebra of type $A_1$ (resp. $A_2$) only has a unique quartic Casimir invariant so that we don’t have to impose the vanishing condition for the coefficients of $\text{tr} F^4_1$ (resp. $\text{tr} F^4_2$). We have the following trace identities

\[
\begin{align*}
\text{tr}_3 F^2_2 &= 4 \text{tr}_2 F^2_2, \\
\text{tr}_3 F^4_1 &= 8 (\text{tr}_3 F^2_2)^2, \\
\text{tr}_2 F^3_1 &= \frac{1}{2} (\text{tr}_2 F^2_1)^2, \\
\text{tr}_4 F^3_2 &= 6 \text{tr}_3 F^2_2, \\
\text{tr}_4 F^4_2 &= 9 (\text{tr}_3 F^2_2)^2, \\
\text{tr}_3 F^4_2 &= \frac{1}{2} (\text{tr}_3 F^2_2)^2,
\end{align*}
\] (12.78)

which give

\[
\begin{align*}
X^{(z)}_1 &= (4 - 4n_{3,1} - n_{2,1} - 3n_{2,3} - 3n_{2,3}) \text{tr}_2 F^2_1, \\
X^{(z)}_2 &= (6 - 6n_{3,1} - n_{2,1} - n_{2,3} - 2n_{2,3} - 2n_{2,3}) \text{tr}_3 F^2_2, \\
X^{(4)}_1 &= (8 - 8n_{3,1} - \frac{1}{2}n_{2,1} - \frac{3}{2}n_{2,3} - \frac{3}{2}n_{2,3})(\text{tr}_2 F^2_1)^2, \\
X^{(4)}_2 &= (9 - 9n_{3,1} - \frac{1}{2}n_{2,1} - \frac{1}{2}n_{2,3} - n_{2,3} - n_{2,3})(\text{tr}_3 F^2_2)^2, \\
Y_{23} &= (n_{2,3} + n_{2,3}) \text{tr}_3 F^2_2 \text{tr}_2 F^2_1.
\end{align*}
\] (12.80)
Following Sadov, the anomaly cancellation conditions are \cite{269}:

\begin{align}
X_1^{(2)} &= 6KS \text{tr}_2 F_1^2, \quad X_2^{(2)} = 6KT \text{tr}_3 F_2^2, \\
X_1^{(4)} &= -3S^2 (\text{tr}_2 F_1^2)^2, \quad X_2^{(4)} = -3T^2 (\text{tr}_3 F_2^2)^2, \quad Y_{23} = ST \text{tr}_4 F_2^2 \text{tr}_4 F_3^2.
\end{align}

Comparing the coefficients, we get the following linear equations

\begin{align}
6(1 - n_{1,8}) - (n_{1,3} + n_{1,3}) - 2(n_{2,3} + n_{2,3}) &= 6KT, \quad 4(1 - n_{3,1}) - n_{2,4} - 3(n_{2,3} + n_{2,3}) = 6KS, \\
9(1 - n_{1,8}) - \frac{1}{2}(n_{1,3} + n_{1,3}) - (n_{2,3} + n_{2,3}) &= -3T^2, \quad 8(1 - n_{3,1}) - \frac{1}{2}n_{2,4} - \frac{3}{2}(n_{2,3} + n_{2,3}) = -3S^2, \\
n_{2,3} + n_{2,3} &= ST.
\end{align}

These linear equations have the following unique solution\(^4\)

\begin{align}
n_{1,8} &= \frac{1}{2}(KT + T^2 + 2), \quad n_{3,1} = \frac{1}{2}(KS + S^2 + 2), \\
n_{2,4} &= -S(8K + 2S + 3T), \quad n_{1,3} + n_{1,3} = -T(9K + 2S + 3T), \quad n_{2,3} + n_{2,3} = ST.
\end{align}

These numbers have simple geometric interpretations. The numbers \(n_{1,8}\) and \(n_{3,1}\) are respectively the genus of the curves \(T\) and \(S\). The number \(n_{2,3} + n_{2,3}\) is the degree of \(S \cdot T\) (intersection number of \(S\) and \(T\)). The number \(n_{2,4}\) is the intersection number of \(S\) and the discriminant of the generic fiber of \(D^g_1\). The number \(n_{1,3} + n_{1,3}\) is the intersection number of \(T\) and the discriminant of \(D^g_2\).

\(^4\) We recall that Witten’s genus formula asserts that the number of hypermultiplets charged under the adjoint representation is given by the genus of the curve supporting the corresponding gauge group.
From here we can get the numbers of hypermultiplets $n_2$ and $n_3 + n_3$ tracing back from equation (2.47):

$$n_2 = -2(4K + S), \quad n_3 + n_3 = -3T(3K + T).$$ \quad (12.84)

We recall that the Hodge numbers of a crepant resolution of an SU(2) $\times$ SU(3)-model are (see Theorem 12.3.7)

$$b^{1,1}(Y) = 14 - K^2, \quad b^{2,1}(Y) = 29K^2 + 15KS + 24KT + 3S^2 + 6ST + 6T^2 + 14.$$ \quad (12.85)

The total number of hypermultiplets is the sum of the number of neutral hypermultiplets $n^0_H = b^{1,1}(Y) + 1$ and the number of charged hypermultiplets $n^{ch}_H$.

$$n^0_H = b^{1,1}(Y) + 1 = 29K^2 + 15KS + 24KT + 3S^2 + 6ST + 6T^2 + 15,$$ \quad (12.86)

$$n^{ch}_H = 2n_{2,1} + 6(n_{2,3} + n_{2,3}) + 3(n_{1,3} + n_{1,3}) + (8 - 2)n_{1,8} + (3 - 1)n_{3,1}.$$ \quad (12.87)

Thus, the total number of hypermultiplets is

$$n_H = n^0_H + n^{ch}_H = 29K^2 + 23.$$ \quad (12.88)

---

To count the charged hypermultiplets, each irreducible representation $R$ contributes $\dim^{ch} R \times n_R$ where $\dim^{ch} R$ is the number of non-zero weights of the representation $R$ and $n_R$ is the number of hypermultiplets transforming in the representation $R$ [142].
The numbers of vector multiplets and tensor multiplets are

\[ n_T = 9 - K^2, \quad n_V = \dim G = \dim SU(2) + \dim SU(3) = 3 + 8 = 11. \]  (12.89)

We can now check that the coefficient of \( \tr R^4 \) vanishes \cite{262}:

\[ n_H - n_V + 29n_T - 273 = 0. \]  (12.90)

Finally, we show that the anomaly polynomial \( I_8 \) indeed factors as a perfect square:

\[
I_8 = \frac{K^2}{8}(\tr R^2)^2 + \frac{1}{6}(X_1^{(2)} + X_2^{(2)})\tr R^2 - \frac{2}{3}(X_1^{(4)} + X_2^{(4)}) + 4Y_2, \\
= \frac{1}{2}\left(\frac{1}{2}K\tr R^2 + 2S\tr_j F_j^2 + 2T\tr_j F_j^2\right)^2. 
\]  (12.91)

Hence, we conclude that all the local anomalies are canceled via Green-Schwarz mechanism.

The global anomalies for the Standard Model in 4d was discussed in Section 12.1.1 by examining the fourth homotopy group of \( SU(2) \) and \( SU(3) \). Similarly, the global anomaly contributions from \( SU(2) \) and \( SU(3) \) in six-dimensions can be discussed by looking into the sixth homotopy group for \( SU(2) \) and \( SU(3) \), which are given by \( \mathbb{Z}_{12} \) and \( \mathbb{Z}_6 \) respectively. Bershadsky and Vafa has shown that this yields the linear constraints on the number of hypermultiplets \cite{40}. In the case of \( SU(2) \) and
SU(3), we have:

\[
\begin{align*}
\text{SU}(2) : & \quad 4 - n_2 = 0 \mod 6, \\
\text{SU}(3) : & \quad n_3 = 0 \mod 6,
\end{align*}
\]

(12.92)

where \(n_2\) and \(n_3\) are the number of hypermultiplets transforming in the fundamental representation of SU(2) and SU(3) respectively. Using equation (12.83), we immediately compute geometrically the number of charged hypermultiplets as

\[
\begin{align*}
\text{SU}(2) : & \quad n_2 = n_{2,1} + 3(n_{2,3} + n_{2,3}) = -16(g(S) - 1) + 6S^2, \\
\text{SU}(3) : & \quad n_3 = n_{1,3} + n_{1,3} + 2(n_{2,3} + n_{2,3}) = -18(g(T) - 1) + 6T^2,
\end{align*}
\]

(12.93)

where \(g(S)\) and \(g(T)\) are the genus of the curves supporting \(S\) and \(T\) respectively. By using these conditions we find that the global anomalies of SU(3) always vanishes whereas SU(2) global anomaly canceling condition is found to be

\[
g(S) = 0 \mod 3.
\]

(12.94)
12.8 Fiber enhancement

Type I$_2$  Type III  Type IV  Type I$_3$

Singular fiber

Our notation

Dual graph

Figure 12.24: Convention for Kodaira fibers of type I$_2$, III, IV, and I$_3$. 
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Table 12.15: $l_l^1 + l_l^1$, Resolution I, II, and III. $P_1 = \tilde{a}_3^4 t - \tilde{a}_4^5 \tilde{a}_6$ and $P_2 = \tilde{a}_3^8 - \tilde{a}_4^5 \tilde{a}_6 + \tilde{a}_3^5 \tilde{a}_4^4 - \tilde{a}_3^4 \tilde{a}_6$. The non-Kodaira fiber in codimension-three is a contraction of a IV*.
Table 12.16: $I^1_2 + I^1_3$, Resolution IV. $P_1 = \tilde{a}_6^2t - a_5^1\tilde{a}_6^6$ and $P_2 = \tilde{a}_4^2t - a_4^1\tilde{a}_4^2 + a_3^1\tilde{a}_3^4 - a_2^1\tilde{a}_2^6$. The non-Kodaira fiber is a contracted fiber of type IV*. 

Table 12.17: $\mathcal{I}_x^a + \mathcal{I}_y^a$ Resolution I and IV. $P_1 = -2a_1^4 \tilde{a}_t + 4a_1 \tilde{a}_6 \tilde{a}_t + a_1^4 \tilde{a}_6 - 2a_1 \tilde{a}_6 \tilde{a}_t^2$, $P_2 = \tilde{a}_i^4 - a_1 \tilde{a}_1^2 + a_1^4 \tilde{a}_4 \tilde{a}_4 - a_1^4 \tilde{a}_6$, and $P_3 = \tilde{a}_3 \tilde{a}_3 \tilde{a}_3 - a_1 (a_1 \tilde{a}_6 - \tilde{a}_3 \tilde{a}_4)$. The non-Kodaira fiber is a contraction of an $\mathcal{I}_x^a$. 
Table 12.18: $I_2^a + I_3^1$ Resolution II. \( P_1 = -2a_1^2 t + 4a_2 a_6 t + a_1^2 a_6 - 2a_3 a_4, P_2 = \tilde{a}_1 a_3 a_6 - a_1 a_6 a_4 + a_1 a_4 - a_1 a_6, \) and \( P_3 = \tilde{a}_2 \tilde{a}_3 a - a_1 (a_1 \tilde{a}_6 - \tilde{a}_3 a). \) The non-Kodaira fiber is a contraction of an $I_1^*$. 
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\[ a_i^2 + 4\tilde{a}_2t = 0 \]

\[ T \]

\[ S \]

\[ a_i^2 + 4\tilde{a}_2t = 0 \]

\[ P_1 = 0 \]

\[ P_2 = 0 \]

\[ a_1 = 0 \]

\[ P_3 = 0 \]

\[ T \]

\[ S \]

Table 12.19: \( I_2^* + I_1^* \) Resolution III. \( P_1 = -2\tilde{a}_3t + 4\tilde{a}_2\tilde{a}_6 + a_i^2\tilde{a}_1 - 2\tilde{a}_3\tilde{a}_1, P_2 = \tilde{a}_3^2 - a_i\tilde{a}_6 + a_i^2\tilde{a}_1 - a_i\tilde{a}_6, \) and \( P_3 = \tilde{a}_3\tilde{a}_7 - a_i(\tilde{a}_6 - \tilde{a}_7a_4). \) The non-Kodaira fiber is a contraction of an \( I_1^* \). 678
Table 12.20: III + I Resolution I. $P_1 = a_1^2 + 4a_6s$ and $P_2 = a_1^3 - a_1a_2a_4s + a_1^2a_4s - a_1^2a_6s^2$
Table 12.21: III + I Resolution II. \( P_1 = \tilde{a}_4 = 0 \) and \( P_2 = \tilde{a}_3 = 0 \)
Table 12.22: III + $I^2$ Resolution III. $P_1 = \tilde{a}_4 + 4\tilde{a}_4t$ and $P_2 = \tilde{a}_3 - \tilde{a}_3\tilde{a}_4t + \tilde{a}_3\tilde{a}_4\tilde{a}_4 - \tilde{a}_3\tilde{a}_4^2$
Table 12.23: $III + I^1$ Resolution IV. $P_1 = \tilde{a}_4 = 0$ and $P_2 = \tilde{a}_3 = 0$.
Table 12.24: $I_s^2 + IV_s$ or $I_s^2 + IV_v$, Resolution I. $P_1 = \tilde{a}_3^2 - \tilde{a}_1^2 \tilde{a}_6^2$ and $P_2 = \tilde{a}_3^2 \tilde{a}_4^2 - 4\tilde{a}_3^2 \tilde{a}_6 - 4\tilde{a}_3^2 \tilde{a}_6^2 + 18\tilde{a}_3 \tilde{a}_4 \tilde{a}_6^2 - 27\tilde{a}_6^4$ for $I_s^2 + IV_v$. $P_2 = \tilde{a}_3^2 \tilde{a}_4^2 - 4\tilde{a}_3^2 \tilde{a}_6 - 4\tilde{a}_3^2 \tilde{a}_6^2 + 18\tilde{a}_3 \tilde{a}_4 \tilde{a}_6^2 - 27\tilde{a}_6^4$ for $I_s^2 + IV_v$. 
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Table 12.25: $I_s^2 + IV_s^0$ or $I_s^2 + IV_s^0$, Resolution II. $P_1 = \tilde{a}_1^2 - \tilde{a}_4^2 - \tilde{a}_6$ and $P_2 = \tilde{a}_2^2 - 4\tilde{a}_4^2 - 4\tilde{a}_6 - 18\tilde{a}_2\tilde{a}_4\tilde{a}_6 - 27\tilde{a}_2^2$ for $I_s^2 + IV_s^0$. $P_2 = \tilde{a}_2^2 \tilde{a}_4^2 - 4\tilde{a}_4 - 4\tilde{a}_4\tilde{a}_6^2 + 18\tilde{a}_2\tilde{a}_4\tilde{a}_6^2 - 27\tilde{a}_2\tilde{a}_6^2$ for $I_s^0 + IV_s^0$.
Table 12.26: \(I_2^{II} + IV^c\) or \(I_2^{II} + IV\), Resolution III. \(P_1 = \tilde{a}_2^2 a_2^4 - \tilde{a}_6^2 - 4\tilde{a}_2^4 a_6^2 - 4\tilde{a}_2^4 - 4\tilde{a}_2^4 a_6^4 + 18\tilde{a}_2 a_4 a_6^4 - 27\tilde{a}_2^6\).

for \(I_2^{II} + IV^c, P_2 = \tilde{a}_2^2 a_2^4 - 4\tilde{a}_4^2 a_6^2 + 18\tilde{a}_2 a_4 a_6^4 - 27\tilde{a}_2^6\) for \(I_2^{II} + IV^c\).
Table 12.27: $\delta_I^p + IV^p$ or $\delta_{II}^p + IV^p$, Resolution IV. $P_1 = \tilde{a}_1^2t - \tilde{a}_1^6$ and $P_2 = \tilde{a}_2^2t - 4\tilde{a}_2^4t - 4\tilde{a}_4^4t - 4\tilde{a}_6^4t + 18\tilde{a}_2\tilde{a}_4\tilde{a}_6t - 27\tilde{a}_6^2t$ for $\delta_{II}^p + IV^p$. $P_1 = \tilde{a}_4^2t - \tilde{a}_4^6$ and $P_2 = \tilde{a}_2^2t - 4\tilde{a}_2^4t - 4\tilde{a}_4^4t + 18\tilde{a}_2\tilde{a}_4\tilde{a}_6t - 27\tilde{a}_6^2t$ for $\delta_I^p + IV^p$. 
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Table 12.28: III + IV, Resolution I. $P_1 = \bar{a}_1^2 + 4\bar{a}_6 t$ and $P_2 = \bar{a}_4^2 \bar{a}_4^4 - 4\bar{a}_4^4 - 4\bar{a}_2^2 \bar{a}_6 t^2 + 18\bar{a}_2 \bar{a}_4 \bar{a}_6 t - 27\bar{a}_6 t$. 
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Table 12.29: III + IV° Resolution II. $P_1 = \tilde{a}_4 + 4\tilde{a}_4 t$ and $P_2 = \tilde{a}_4^2 \tilde{a}_4^4 - 4\tilde{a}_4^4 - 4\tilde{a}_4^2 \tilde{a}_6^2 + 18\tilde{a}_4 \tilde{a}_4 \tilde{a}_6 - 27\tilde{a}_6$. 
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Table 12.30: III + IV*, Resolution III. $P_1 = \tilde{a}_1^3 + 4\tilde{a}_{1d}^{}$ and $P_2 = \tilde{a}_2^3\tilde{a}_4^{} - 4\tilde{a}_1^3 - 4\tilde{a}_2^3\tilde{a}_{1d}^{} + 18\tilde{a}_2\tilde{a}_4\tilde{a}_{1d}^{} - 27\tilde{a}_{1d}^{}$. The non-Kodaira fiber in codimension-two is a contraction of a IV* and its specialization in codimension three is a contraction of a III*.
Table 12.31: \( III + IV^s \), Resolution IV. \( P_1 = \tilde{a}_1^4 + 4\tilde{a}_4 t \) and \( P_2 = \tilde{a}_2 \tilde{a}_4^4 t - 4\tilde{a}_4^4 t - 4\tilde{a}_2^4 \tilde{a}_4^4 t + 18\tilde{a}_2 \tilde{a}_4 \tilde{a}_4^4 t - 27\tilde{a}_4^4 t \). The non-Kodaira fiber in codimension-two is a contraction of a IV* and its specialization in codimension three is a contraction of a III*.
We have patches that have been put together, but we are not quite sure how all pieces will fit together into a coherent whole.

Benjamin Whisoh Lee (이휘소)

13

Mordell-Weil Torsion, Anomalies, and Phase Transitions

The \((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2\) model has been studied in \([229]\) using toric ambient spaces for the fiber, the \text{SU}(2) and the \text{SU}(4) models are individually studied in \([124, 125]\). A specialization of the \(\text{SU}(2) \times \text{SU}(4)\)-model is studied in \([11]\) in relation to T-branes and also in \([10]\). For each of these
models, the representation \( R \) is uniquely determined by the geometry of the corresponding elliptic fibrations and are listed on Table 13.1.

A representation \( R \) is sometimes enough to completely identity the group \( G \) once we know its Lie algebra \( \mathfrak{g} \) and its fundamental group. We illustrate this point with two examples that will be the focus of this chapter. In both cases, the Lie algebra is derived from an elliptic fibration with collisions of the type \( I_2 + I_4 \) and a Mordell-Weil group \( \mathbb{Z}_2 \). In the case of the Lie algebra \( \mathfrak{g} = A_1 \oplus A_3 \), which corresponds to the simply connected compact group \( \text{SU}(2) \times \text{SU}(4) \), the center is \( \mathbb{Z}_2 \times \mathbb{Z}_4 \). Since there is a unique \( \mathbb{Z}_2 \) subgroup in \( \mathbb{Z}_4 \), there are three possibilities for embedding \( \mathbb{Z}_2 \) in the center \( \mathbb{Z}_2 \times \mathbb{Z}_4 \), namely

\[
(Z_2, 1), \quad (1, Z_2), \quad \text{diagonal } Z_2.
\]  

(13.1)

Hence, the possible quotient groups are

\[
\text{SO}(3) \times \text{SU}(4), \quad \text{SU}(2) \times \text{SO}(5), \quad (\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2.
\]  

(13.2)

These three groups have the same Lie algebra \( A_1 \oplus A_3 \), the same universal cover \( \text{SU}(2) \times \text{SU}(4) \), the same first homotopy group, but different centers

\[
\mathbb{Z}_4, \quad \mathbb{Z}_2 \times \mathbb{Z}_2, \quad \mathbb{Z}_2.
\]  

(13.3)

The bifundamental representation \((2, 4)\) of \( A_1 \oplus A_3 \) is only compatible with the group \((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2\).
For the case of the Lie algebra \( g = A_1 \oplus C_2 \), which corresponds to the simply connected compact
group \( SU(2) \times Sp(4) \), the center is \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). Equation (13.1) gives the three possible ways to embed a
\( \mathbb{Z}_2 \) in \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). In this case, the possible quotient groups are

\[
SO(3) \times Sp(4), \quad SU(2) \times SO(6), \quad (SU(2) \times Sp(4))/\mathbb{Z}_2.
\]

These three groups have the same universal cover \( SU(2) \times Sp(4) \), the same fundamental group \( \mathbb{Z}_2 \),
and the same center \( \mathbb{Z}_2 \). But the center \( \mathbb{Z}_2 \) is given by a different embedding in \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). Once again,
the bifundamental \((2, 4)\) representation of \( A_1 \oplus C_2 \) is only compatible with the last one.

Our convention for counting the multiplicity of representations is inspired by the geometry and
ease the comparison with the intersecting brane picture. In the case of the \( SU(2) \times SU(4) \)-model, the
matter representation contains the reducible quarternionic representation \((1, 4) \oplus (1, \overline{4})\) with the
multiplicity \( n_{1,4} = n_{1,\overline{4}} = -T(4K + S + 2T) \). The total multiplicity corresponds to the number
of intersection points between the divisor \( T \) supporting \( SU(4) \) and the irreducible component \( \Delta' \) of
the discriminant not supporting any gauge group. At collision the fiber \( I_4 \) enhances to an \( I_5 \), produc-
ing the weight \([0, 1, -1]\) of the fundamental representation \( 4 \) of \( su(4) \) and the weight \([-1, 1, 0]\) of
the anti-fundamental representation \( 4 \) of \( su(4) \). See Tables 13.2, 13.14, and 13.12. The representation
\((2, 1)\) is pseudo-real and \( n_{2,1} = -2S(4K + S + 2T) \), which is geometrically the number of intersection
\( S \cdot V(\tilde{b}_8) \).
<table>
<thead>
<tr>
<th>Models</th>
<th>Algebraic data</th>
<th># Flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_2^{ns}+I_4^{ns}$, $GW = \mathbb{Z}_2$</td>
<td>$F = y^2z - (x^3 + a_2x^2z + st^2xz^2)$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$\Delta = s^2t^4(a_2^2 - 4st^2)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$G = (SU(2) \times Sp(4))/\mathbb{Z}_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$R = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi = -4(9K^2 + 8K \cdot T + 3T^2)$</td>
<td></td>
</tr>
<tr>
<td>$I_2^{ns}+I_4^{ns}$, $MW = {1}$</td>
<td>$F = y^2z - (x^3 + a_2x^2z + \tilde{a}_4 st^2xz^2 + \tilde{a}_6 s^2t^4z^3)$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$\Delta = s^2t^4(4\tilde{a}_4^2\tilde{a}_6 - a_2^2\tilde{a}_4^2 - 18a_4\tilde{a}_4\tilde{a}_6st^2 + 4\tilde{a}_4^2st^2 + 27\tilde{a}_6^2t^4)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$G = SU(2) \times Sp(4)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$R = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5) \oplus (2, 1) \oplus (1, 4)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi = -2(30K^2 + 15K \cdot S + 30K \cdot T + 3S^2 + 8S \cdot T + 10T^2)$</td>
<td></td>
</tr>
<tr>
<td>$I_2^{ns}+I_4^{ns}$, $MW = \mathbb{Z}_2$</td>
<td>$I_2^{ns}+I_4^{ns}$, $MW = \mathbb{Z}_2$</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>$F = y^2z + a_3xyz - (x^3 + \tilde{a}_2 tx^2z + st^2xz^2)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Delta = s^2t^4(a_3^2 + 8\tilde{a}_2^2\tilde{a}_4 t + 16\tilde{a}_4^2 t^2 - 64st^2)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$G = (SU(2) \times SU(4))/\mathbb{Z}_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi = -12(3K^2 + 3K \cdot T + T^2)$</td>
<td></td>
</tr>
<tr>
<td>$I_2^{ns}+I_4^{ns}$, $MW = {1}$</td>
<td>$I_2^{ns}+I_4^{ns}$, $MW = {1}$</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>$F = y^2z + a_3xyz - (x^3 + \tilde{a}_2 tx^2z + \tilde{a}_4 st^2xz^2 + \tilde{a}_6 s^2t^4z^3)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Delta = s^2t^4(a_3^2 + 8\tilde{a}_2^2\tilde{a}_4 t + 16\tilde{a}_4^2 t^2 - 64st^2)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$G = SU(2) \times SU(4)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\oplus (2, 1) \oplus (1, 4) \oplus (1, 4)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi = -2(30K^2 + 15K \cdot S + 32K \cdot T + 3S^2 + 8S \cdot T + 10T^2)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 13.1: Weierstrass models, discriminant loci, gauge groups and representations. $F$ is the defining equation of the Weierstrass model, $\Delta$ is its discriminant, $G$ is the gauge group, $Z(G)$ is the center of $G$ (isomorphic to the Mordell-Weil group $MW$ of the elliptic fibration), $R$ is the matter representation, and $\chi$ is the Euler characteristic of a crepant resolution of a Calabi-Yau that is elliptically fibered with a defining equation $F = 0$. The column "# Flops" gives the number of distinct crepant resolutions, or equivalently, the number of chambers in the hyperplane arrangement $H(G, R)$. The number of flops also corresponds to the number of Coulomb phases of a five-dimensional supergravity theory with eight supercharges obtained by a compactification of $M$-theory on this elliptic fibration. The Euler characteristic of the models with trivial Mordell-Weil groups specializes to those of the models with $\mathbb{Z}_2$ Mordell-Weil groups after imposing the relation $S = -4K - 2T$. 
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<table>
<thead>
<tr>
<th>$G$</th>
<th>Adjoint</th>
<th>Bifundamental</th>
<th>Antisymmetric, Fundamental</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2$</td>
<td>$n_{3,3} = g_S$ $n_{1,10} = g_T$</td>
<td>$n_{1,4} = S \cdot T$</td>
<td>$n_{1,5} = g_T - 1 + \frac{1}{2}T \cdot V(a_2)$</td>
</tr>
<tr>
<td>SU(2) × Sp(4)</td>
<td>$n_{3,3} = g_S$ $n_{1,10} = g_T$</td>
<td>$n_{1,4} = S \cdot T$</td>
<td>$n_{1,5} = g_T - 1 + \frac{1}{2}T \cdot V(a_2)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{2,1} = S \cdot V(\tilde{b}_8)$,</td>
<td>$n_{1,4} = T \cdot V(\tilde{b}_8)$</td>
</tr>
<tr>
<td>$(\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2$</td>
<td>$n_{3,3} = g_S$ $n_{1,10} = g_T$</td>
<td>$n_{1,4} + n_{2,5} = S \cdot T$</td>
<td>$n_{1,6} = T \cdot V(a_t)$</td>
</tr>
<tr>
<td>SU(2) × SU(4)</td>
<td>$n_{3,3} = g_S$ $n_{1,10} = g_T$</td>
<td>$n_{1,4} + n_{2,5} = S \cdot T$</td>
<td>$n_{1,6} = T \cdot V(a_t)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{2,1} = S \cdot V(\tilde{b}_8)$,</td>
<td>$n_{1,6} = T \cdot V(\tilde{b}_8)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{1,4} + n_{2,5} = T \cdot V(\tilde{b}_8)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 13.2: Geometrical interpretation of the number of representations of the matter content. In the last column, $n_{1,5}$ is the number of traceless antisymmetric matter in Sp(4), $n_{1,4}$ is the number of antisymmetric matter in SU(4), $n_{1,5}$ is the fundamental representation of SU(4), and $n_{1,10}$ is the number of fundamental representation in SU(2). For SU(4) theories, we have \[ V(\tilde{b}_8) = 2(-4T - S - 2T) \]. In presence of a $\mathbb{Z}_2$, with our choice of Weierstrass models, we have $S = -4K - 2T$.

13.1 Summary of results

In this section, we summarize the results of this chapter.

13.1.1 Crepant resolutions

The models we consider in this chapter are given by the following Weierstrass models.

\[(\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2 : \quad y^2z - (x^3 + a_2x^2z + x^2z^2) = 0 \quad (13.5)\]
SU(2) × Sp(4): \[ y^2z - (x^3 + a_2x^2z + \tilde{a}_4st^2xz^2 + \tilde{a}_6s^2t^4z^3) = 0 \] (13.6)

(SU(2) × SU(4))/\mathbb{Z}_2: \[ y^2z + a_1xyz - (x^3 + \tilde{a}_2tx^2z + xt^2xz^2) = 0 \] (13.7)

SU(2) × SU(4): \[ y^2z + a_1xyz - (x^3 + \tilde{a}_2tx^2z + \tilde{a}_4st^2xz^2 + \tilde{a}_6s^2t^4z^3) = 0 \] (13.8)

Given a complete intersection \( Z \) of hypersurfaces \( Z_i = V(z_i) \) in a variety \( X \), we denote the blowup of \( \tilde{X} \to X \) along \( Z \) with exceptional divisor \( E = V(e) \) as

\[ \tilde{X} \leftarrow \left( z_1, \ldots, z_\ell | e \right) X. \]

We use the following sequence of blowups to determine a crepant resolution of each models.

<table>
<thead>
<tr>
<th>(SU(2) × Sp(4))/\mathbb{Z}_2</th>
<th>(SU(2) × SU(4))/\mathbb{Z}_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(2) × Sp(4)</td>
<td>SU(2) × SU(4)</td>
</tr>
<tr>
<td>(x,y,z</td>
<td>e)</td>
</tr>
<tr>
<td>( X_0 )</td>
<td>( X_0 )</td>
</tr>
<tr>
<td>( X_1 )</td>
<td>( X_1 )</td>
</tr>
<tr>
<td>( X_2 )</td>
<td>( X_2 )</td>
</tr>
<tr>
<td>( X_3 )</td>
<td>( X_3 )</td>
</tr>
<tr>
<td>( X_4 )</td>
<td>( X_4 )</td>
</tr>
</tbody>
</table>

Table 13.3: Sequence of blowups for crepant resolutions used in the chapter.

The class of the fibral divisors are given as follows.
Figure 13.1: This is the fiber structure of $G = (\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2$ until codimension two for the Calabi-Yau threefolds.

Figure 13.2: This is the fiber structure of $G = \text{SU}(2) \times \text{Sp}(4)$ until codimension two for the Calabi-Yau threefolds.
Figure 13.3: This is the fiber structure of $G = (\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2$ up to codimension two for the Calabi-Yau threefolds.

Figure 13.4: This is the fiber structure of $G = \text{SU}(2) \times \text{SU}(4)$ up to codimension two for the Calabi-Yau threefolds.
\[ (SU(2) \times Sp(4))/Z_2 \quad SU(2) \times Sp(4) \]
\[ (SU(2) \times SU(4))/Z_2 \quad SU(2) \times SU(4) \]

Table 13.4: Class of the fibral divisors

13.1.2 Euler characteristics

In view of Theorem 2.8.2, this Euler characteristic is independent of the choice of a crepant resolution. We compute the Euler characteristic for each model by considering a particular crepant resolution as listed in Table 13.3. For the models with Mordell-Weil group \( \mathbb{Z}_2 \), the divisors \( S \) and \( T \) satisfy the following linear relation since \( a_4 = st^2 \):

\[ 4L = S + 2T. \quad (13.9) \]

The generating function of the Euler characteristics are presented in Table 13.5, which produce the Euler characteristics for elliptic threefolds and fourfolds as listed in 13.8 and 13.9. The Calabi-Yau condition imposes \( L = -K \). For each model, we present the Euler characteristic of Calabi-Yau threefolds and fourfolds respectively in Table 13.6 and 13.7.
\[ (SU(2) \times Sp(4)) / \mathbb{Z}_2 \]
\[ \frac{4(2L^2(5T+3)+L(3-5(T-1)T-3T^2)}{(2L+1)(T+1)(4L-2T+1)} c[B] \]
\[ SU(2) \times Sp(4) \]
\[ \frac{2(T(-6L^2(5S+4)+L(2S-3)(5S+4)+S(7S+8)))}{(2L+1)(S+1)(T+1)(-6L+2S+4T-1)} c[B] \]
\[ + \frac{2(3(2L+1)(S^2-L(3S+2))+2T^2(2L(5S+4)+7S+5))}{(2L+1)(S+1)(T+1)(-6L+2S+4T-1)} c[B] \]
\[ (SU(2) \times SU(4)) / \mathbb{Z}_2 \]
\[ \frac{12(2LT+L-T^2)}{(T+1)(4L-2T+1)} c[B] \]
\[ SU(2) \times SU(4) \]
\[ \frac{4T^3(7S+5)+4T^2(14S^2-7(7S+5)L+6S^2-8)}{(S+1)(T+1)(S-4L+2T-1)(2S-6L+4T-1)} c[B] \]
\[ + \frac{2T(12(7S+5)L^2+(2-9S^2+S+43)2L+(7S(S+1)-8)S)}{(S+1)(T+1)(S-4L+2T-1)(2S-6L+4T-1)} c[B] \]
\[ + \frac{6(S-4L-1)(S^2-3SL-2L)}{(S+1)(T+1)(S-4L+2T-1)(2S-6L+4T-1)} c[B] \]

Table 13.5: Generating function for Euler Characteristics

<table>
<thead>
<tr>
<th>Models</th>
<th>Generating Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (SU(2) \times Sp(4)) / \mathbb{Z}_2 )</td>
<td>[ 4(2L^2(5T+3)+L(3-5(T-1)T-3T^2)}{(2L+1)(T+1)(4L-2T+1)} c[B] ]</td>
</tr>
<tr>
<td>( SU(2) \times Sp(4) )</td>
<td>[ \frac{2(T(-6L^2(5S+4)+L(2S-3)(5S+4)+S(7S+8)))}{(2L+1)(S+1)(T+1)(-6L+2S+4T-1)} c[B] ]</td>
</tr>
<tr>
<td>( (SU(2) \times SU(4)) / \mathbb{Z}_2 )</td>
<td>[ \frac{12(2LT+L-T^2)}{(T+1)(4L-2T+1)} c[B] ]</td>
</tr>
<tr>
<td>( SU(2) \times SU(4) )</td>
<td>[ \frac{4T^3(7S+5)+4T^2(14S^2-7(7S+5)L+6S^2-8)}{(S+1)(T+1)(S-4L+2T-1)(2S-6L+4T-1)} c[B] ]</td>
</tr>
</tbody>
</table>

Table 13.6: Calabi-Yau threefolds

<table>
<thead>
<tr>
<th>Models</th>
<th>Euler Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (SU(2) \times Sp(4)) / \mathbb{Z}_2 )</td>
<td>[ -4(9K^2+8K \cdot T+3T^2) ]</td>
</tr>
<tr>
<td>( SU(2) \times Sp(4) )</td>
<td>[ -2(30K^2+15K \cdot S+30K \cdot T+3S^2+8S \cdot T+10T^2) ]</td>
</tr>
<tr>
<td>( (SU(2) \times SU(4)) / \mathbb{Z}_2 )</td>
<td>[ -12 (3K^2+3K \cdot T+T^2) ]</td>
</tr>
<tr>
<td>( SU(2) \times SU(4) )</td>
<td>[ -2(30K^2+15K \cdot S+32K \cdot T+3S^2+8S \cdot T+10T^2) ]</td>
</tr>
<tr>
<td>Models</td>
<td>Euler Characteristics</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------------------------------------------</td>
</tr>
<tr>
<td>((\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2)</td>
<td>(-12\left(c_1K + 12K^3 + 16K^2T + 8KT^2 + T^3\right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{Sp}(4))</td>
<td>(-6\left(2c_1K + 60K^3 + 49K^2S + 98K^2T + 14KS^a + 56KST + 56KT^2 + S^3 + 8S^2T + 16ST^a + 10T^3\right))</td>
</tr>
<tr>
<td>((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2)</td>
<td>(-12\left(c_1K + 12K^3 + 17K^2T + 8KT^2 + T^3\right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{SU}(4))</td>
<td>(-6\left(2c_1K + 60K^3 + 49K^2S + 100K^2T + 14KS^a + 56KST + 56KT^2 + S^3 + 8S^2T + 16ST^a + 10T^3\right))</td>
</tr>
</tbody>
</table>

Table 13.7: Calabi-Yau fourfolds

<table>
<thead>
<tr>
<th>Models</th>
<th>Euler Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2)</td>
<td>(4\left(3c_1L - 12L^2 + 8LT - 3T^2\right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{Sp}(4))</td>
<td>(2\left(6c_1L - 36L^2 + 15LS + 30LT - 3S^a - 8ST - 10T^2\right))</td>
</tr>
<tr>
<td>((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2)</td>
<td>(12\left(c_1L - 4L^2 + 3LT - T^2\right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{SU}(4))</td>
<td>(2\left(6c_1L - 36L^2 + 15LS + 32LT - 3S^a - 8ST - 10T^2\right))</td>
</tr>
</tbody>
</table>

Table 13.8: Elliptic threefolds
Table 13.9: Elliptic fourfolds

<table>
<thead>
<tr>
<th>Models</th>
<th>Euler Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2)</td>
<td>(4 \left( -12c_1L^2 + 8c_1LT - 3c_1T^2 + 3c_2L + 48L^3 - 56L^2T + 27LT^2 - 3T^3 \right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{Sp}(4))</td>
<td>(2 \left( -36c_1L^2 + 15c_1LS + 30c_1LT - 3c_1S^2 - 8c_1ST - 10c_1T^2 + 6c_2L + 21L^3 - 162L^2S - 324L^2T + 45LS^2T + 176LS + 178LT^2 - 3S^3 - 24S^2T - 48ST^2 - 30T^3 \right))</td>
</tr>
<tr>
<td>((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2)</td>
<td>(12 \left( -4c_1L^2 + 3c_1LT - c_1T^2 + c_2L + 16L^3 - 20L^2T + 9LT^2 - T^3 \right))</td>
</tr>
<tr>
<td>(\text{SU}(2) \times \text{SU}(4))</td>
<td>(2 \left( -36c_1L^2 + 15c_1LS + 32c_1LT - 3c_1S^2 - 8c_1ST - 10c_1T^2 + 6c_2L + 21L^3 - 162L^2S - 332L^2T + 45LS^2 + 176LST + 178LT^2 - 3S^3 - 24S^2T - 48ST^2 - 30T^3 \right))</td>
</tr>
</tbody>
</table>

### 13.1.3 Hodge numbers for Calabi-Yau elliptic threefolds

Hodge numbers of \((\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2, \text{SU}(2) \times \text{Sp}(4), (\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2, \text{and SU}(2) \times \text{SU}(4)-\) models are given in Table 13.10.
Models | $h^{11}(Y)$ | $h^{23}(Y)$
--- | --- | ---
(SU(2) × Sp(4))/Z$_2$ | $14 - K^2$ | $17K^2 + 16K \cdot T + 6T^2 + 14$
SU(2) × Sp(4) | $14 - K^2$ | $29K^2 + 15K \cdot S + 30K \cdot T + 3S^3 + 8S \cdot T + 10T^2 + 14$
(SU(2) × SU(4))/Z$_2$ | $15 - K^2$ | $17K^2 + 18K \cdot T + 6T^2 + 15$
SU(2) × SU(4) | $15 - K^2$ | $29K^2 + 8T \cdot (4K + S) + 15K \cdot S + 3S^3 + 10T^2 + 15$

Table 13.10: Hodge Numbers

13.1.4 Hyperplane arrangements

Let $\mathfrak{g}$ be a semi-simple Lie algebra and $\mathbf{R}$ a representation of $\mathfrak{g}$. The kernel of each weight $\varpi$ of $\mathbf{R}$ defines a hyperplane $\varpi^\perp$ through the origin of the Cartan sub-algebra of $\mathfrak{g}$. The hyperplane arrangements of the considered models are given in Figures 13.5 to 13.7.

Figure 13.5: There are three chambers in $I_1^{\mathfrak{g}} + I_2^{\mathfrak{g}}$ model with a Mordell-Weil group $\mathbb{Z}_2$. Each chamber is noted as the signs of $[\varpi_1, \varpi_2]$ where $\varpi_1 = \varphi_1 - \psi_1$ and $\varpi_2 = \varphi_1 + \psi_1 - \varphi_2$. For chamber 1, $\varpi_1 < 0$, $\varpi_2 > 0$; for chamber 2, $\varpi_1 > 0$, $\varpi_2 > 0$; and for chamber 3, $\varpi_1 > 0$, $\varpi_2 < 0$. 
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The weights corresponding to the 9 entries are $v = (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4, \varepsilon_5, \varepsilon_6, \varepsilon_7, \varepsilon_8, \varepsilon_9)$,
where $\varepsilon_1 = [0; -1, 1, 0]$, $\varepsilon_2 = [0; 0, 1, -1]$, $\varepsilon_3 = [0; -1, 0, 1]$, $\varepsilon_4 = [1; -1, 1, 0]$, $\varepsilon_5 = [1; 0, -1, 1]$, $\varepsilon_6 = [-1; 1, 0, 0]$, $\varepsilon_7 = [-1; -1, 1, 0]$, $\varepsilon_8 = [-1; 0, -1, 1]$, $\varepsilon_9 = [-1; 0, 0, 1]$.

Figure 13.6: Chambers of the hyperplane arrangement $(\mathcal{A}_1, \mathcal{A}_2, \mathcal{R})$ with $\mathcal{R} = (3, 1) \oplus (1, 15) \oplus (1, 6) \oplus (2, 4) \oplus (2, 7) \oplus (1, 4) \oplus (1, 7)$. Each circle corresponds to a chamber. The label on the edge connecting two chambers is the wall separating them. In the sign vector, an entry $s$ means a sign $(-1)^{s+1}$ for the corresponding form, that is, $s = 0$ (resp. $s = 1$) means that the corresponding linear form is negative (resp. positive). For example, the chamber $2a^-$ corresponds to $(01001001)$, which gives the sign vector $(-1, 1, -1, -1, 1, -1, 1, -1)$. 
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The weights corresponding to the 7 entries are $v = \left( \varpi_3, \varpi_4, \varpi_5, \varpi_6, \varpi_7, \varpi_8, \varpi_9 \right)$, where

$\varpi_3 = [0; -1, 0, 1]$, $\varpi_4 = [1; -1, 1, 0]$, $\varpi_5 = [1; 0, -1, 1]$, $\varpi_6 = [-1; 1, 0, 0]$, $\varpi_7 = [-1; -1, 1, 0]$, $\varpi_8 = [-1; 0, -1, 1]$, $\varpi_9 = [-1; 0, 0, 1]$.

Figure 13.7: Chambers of the hyperplane arrangement $I(\mathcal{A}_1 \oplus \mathcal{A}_2, R)$ with $R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 7) \oplus (1, 6)$. Each circle corresponds to a chamber. The label on the edge connecting two chambers is the wall separating them. In the sign vector, an entry $s$ means a sign $(-1)^s$ for the corresponding form, that is, $s = 0$ (resp. $s = 1$) means that the corresponding linear form is negative (resp. positive). For example, the chamber $1a^-$ corresponds to $(010001001)$, which gives the sign vector $(-1, 1, -1, -1, -1, 1, -1, -1)$. 
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13.1.5 **Triple intersection numbers**

In contrast to the Euler characteristic, the triple intersection polynomial do depend on the choice of a crepant resolution. Those presented here corresponds to the crepant resolutions given by the sequence of blowups listed in Table 13.3. For each model, we compute the triple intersection numbers of the fibral divisors. We start with the Weierstrass models $\phi : Y \to B$ listed in Table 13.1 and consider the crepant resolution $f : \tilde{Y} \to Y$ induced by the sequence of blowups in Table 13.3. The crepant resolution produces fibral divisors $D'_a$ and $D''_a$ whose classes are listed in Table 13.4. Here, the index $a$ runs through $\{1, 2\}$ for Sp(4) and $\{1, 2, 3\}$ for SU(4). The class of the proper transform $\tilde{Y}$ of $Y$ is

$$(SU(2) \times Sp(4))/\mathbb{Z}_2, \; SU(2) \times Sp(4) : \quad [\tilde{Y}] = 3H + 6L - 2E_1 - 2W_1 - 2W_2,$$

$$(SU(2) \times SU(4))/\mathbb{Z}_2, \; SU(2) \times SU(4) : \quad [\tilde{Y}] = 3H + 6L - 2E_1 - 2W'_1 - W_2 - W'_3. \quad (13.11)$$

The triple intersection numbers are then given by

$$\mathcal{F}_{\text{trip}} = \phi \cdot f_* \left( \left( D'_1 \psi_1 + \sum_a D''_a \varphi_a \right)^3 [\tilde{Y}] \right). \quad (13.12)$$

The pushforwards are computed using theorems 5.0.1 and 5.0.4. We specialize to the Calabi-Yau case by imposing the condition $L = -K$ which ensures that the canonical class of $Y$ is trivial. The triple intersection polynomial of the Calabi-Yau threefold obtained by the resolutions listed in Table 13.3...
are

\[ \mathcal{F}_{\text{trip}}(SU(2)\times Sp(4))/Z_2 = -8(T + 3K)(T + 2K)\psi_1^3 - 8T^5\phi_1^3 - 4T(K + T)\phi_1^4 - 12KT\phi_1^2\phi_2^2 + 6T(T + 2K)\phi_1^2\phi_2^2 + 12T(T + 2K)\psi_1(2\phi_1^2 - 2\phi_2\phi_1 + \phi_2^2) . \]  

(13.13)

\[ \mathcal{F}_{\text{trip}} SU(2)\times Sp(4) = -2S(S - 2K)\psi_1^3 - 8T^6\phi_1^3 + 2T(2K + S)\phi_1^4 + 6T(S + T)\phi_1^2\phi_2^2 - 6T\phi_1^2\phi_2^2 - 6ST\psi_1(2\phi_1^2 - 2\phi_2\phi_1 + \phi_2^2) . \]  

(13.14)

\[ \mathcal{F}_{\text{trip}}(SU(2)\times SU(4))/Z_2 = -8(6K^2 + 5KT + T^2)\psi_1^3 - 4T(K + T)\phi_1^4 + 2T(K + 2T)\phi_1^8 + 6KT\phi_1^2\phi_3^2 - 6KT\phi_1^2\phi_3^2 + 3T(T + 2K)\phi_2^4 \left( \phi_1 + \phi_3 \right) - 3KT\phi_2^4 \left( \phi_1^2 + \phi_3^2 \right) - 12T(T + 2K)\psi_1 \left( \phi_1^2 - \phi_2\phi_1 + \phi_2^2 + \phi_3^2 - \phi_2\phi_3 \right) . \]  

(13.15)

\[ \mathcal{F}_{\text{trip}} SU(2)\times SU(4) = -2S(S - 2K)\psi_1^3 - 4T(K + T)\phi_1^4 + 2T(S + 2K)\phi_2^4 - 2T(K + 2T)\phi_1^8 + 6KT\phi_1^2\phi_3^2 \left( \phi_1 + \phi_2 \right) + 3T(3K + S + 2T)\phi_2^2 \left( \phi_1^2 + \phi_3^2 \right) + 6ST\psi_1 \left( \phi_1^2 - \phi_2\phi_1 + \phi_2^2 + \phi_3^2 - \phi_2\phi_3 \right) . \]  

(13.16)
13.1.6 The prepotential of the five-dimensional theories

Following Intrilligator, Morrison, and Seiberg [176], we compute the quantum contribution to the prepotential of a five-dimensional gauge theory (\(\mathcal{F}_{\text{IMS}}\)) with the matter fields in the representations \(R_i\) of the gauge group. Let \(\varphi\) be in the Cartan subalgebra of a Lie algebra \(g\). We denote by
\[
\varphi = \{\psi_1, \varphi_1, \varphi_2\}
\]
for the cases with \(g = \mathfrak{su}(2) + \mathfrak{sp}(4)\), and we denote by
\[
\varphi = \{\psi_1, \varphi_1, \varphi_2, \varphi_3\}
\]
for the cases with \(g = \mathfrak{su}(2) + \mathfrak{su}(4)\). The weights are in the dual space of the Cartan subalgebra. We denote the evaluation of a weight on \(\varphi\) as a scalar product \(\langle \mu, \varphi \rangle\). We recall that the roots are the weights of the adjoint representation of \(g\). Denoting the fundamental roots by \(\alpha\) and the weights of \(R_i\) by \(\omega\) we have

\[
\mathcal{F}_{\text{IMS}} = \frac{1}{12} \left( \sum_{\alpha} |\langle \alpha, \varphi \rangle|^3 - \sum_{R_i} \sum_{\omega \in W_i} n_{R_i} |\langle \omega, \varphi \rangle|^3 \right). \tag{13.17}
\]

The representations \(R\) for each group are determined geometrically by using the splittings of the curves. The prepotential is computed in a particular chamber of the five-dimensional theory that matches with the crepant resolution in which the triple intersection polynomial is computed.

For the case of \(G = (\mathfrak{su}(2) \times \mathfrak{sp}(4))/\mathbb{Z}_2\), we first determine that matching chamber is given by

\[
\text{Chamber } [-, +] : 2\varphi_2 > 2\varphi_1 > \varphi_2 > 0 \land \psi_1 > \varphi_1,\]
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which is the left chamber in Figure 13.5. The prepotential in this chamber \([-, +]\) is given by

\[
\mathcal{F}_{\text{IMS}} = -4(n_{2,4} + 2n_{1,4} - 2)\varphi_1^3 - 8(n_{1,10} - 1)\varphi_1^3 + (-8n_{1,10} - n_{1,5} + 8)\varphi_2^3 \\
- 3\varphi_2^3 \varphi_2 (4n_{1,10} + n_{1,5} - 4) + 3(6n_{1,10} + n_{1,5} - 6)\varphi_1^2 \varphi_2^2 \\
+ \varphi_1 (-12n_{2,4} \varphi_1^2 + 12n_{2,4} \varphi_1^2 \varphi_2^1 - 6n_{2,4} \varphi_2^1). \tag{13.18}
\]

For the case of \(G = \text{SU}(2) \times \text{Sp}(4)\), we find the matching chamber to be

\[
\text{Chamber} \quad [\cdot, +] : 2\varphi_2 > 2\varphi_1 > \varphi_2 > 0 \land \varphi_1 > \varphi_1,
\]

which is the very same chamber with the one above with a trivial Mordell-Weil group. Due to its
different representations, the prepotential is given by

\[
\mathcal{F}_{\text{IMS}} = -(n_{2,1} - 4n_{2,4} + 8n_{1,4} - 8)\varphi_1^3 - 8(n_{1,10} + n_{1,5} - 1)\varphi_1^3 - (8n_{1,10} + n_{1,4} - 8)\varphi_2^3 \\
- 3\varphi_2^3 \varphi_2 (4n_{1,10} + n_{1,4} - 4n_{1,5} - 4) + 3(6n_{1,10} + n_{1,4} - 2n_{1,5} - 6)\varphi_1^2 \varphi_2^2 \\
+ \varphi_1 (-12n_{2,4} \varphi_1^2 + 12n_{2,4} \varphi_1^2 \varphi_2^1 - 6n_{2,4} \varphi_2^1). \tag{13.19}
\]

For the case of \(G = (\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2\), we find the matching chamber to be

\[
\text{Chamber} \quad 5ab+ : \varphi_1 > \varphi_2 > 0 \land \varphi_1 > \varphi_1 \land \varphi_1 > \varphi_1 > \varphi_2 - \varphi_1, \tag{13.20}
\]
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which is a chamber on the top right of Figure 13.7. The prepotential in this chamber is given by

\begin{align}
6\mathcal{F}_{\text{IMS}} = & -4(n_{2,4} + n_{2,\overline{4}} + 2n_{3,1} - 2)\psi^1_1 - 8(n_{1,15} - 1)\phi_1^3 - (8n_{1,15} - 8)\phi_2^3 \\
& - 2(4n_{1,15} + n_{1,6} - 4)\phi_3^3 - 6n_{1,6}\phi_1^3\phi_3 + 6n_{1,6}\phi_1\phi_2\phi_3 + \frac{3}{2}(4n_{1,15} - 2n_{1,6} - 4)\phi_2^3(\phi_1 + \phi_3) \\
& - \frac{3}{2}(-2n_{1,6})\phi_2(\phi_1^2 + \phi_2^2) - 6(n_{2,4} + n_{2,\overline{4}})\psi_1(\phi_1^2 - \phi_1\phi_2 + \phi_2^2 + \phi_3^2 - \phi_2\phi_3) .
\end{align}

(13.21)

For the case of \( G = SU(2) \times SU(4) \), we find the matching chamber to be

\begin{equation}
\text{Chamber } 5b+: 2\phi_1 > \phi_2 > 0 \wedge \phi_2 > \phi_3 > \phi_1 \wedge \psi_1 > \phi_3 ,
\end{equation}

(13.22)

which is represented in Figure 13.6. The prepotential in this chamber is given by

\begin{align}
6\mathcal{F}_{\text{IMS}} = & -(n_{3,1} + 4(n_{2,4} + n_{2,\overline{4}} + 2n_{3,1} - 2))\psi_1^3 - 8(n_{1,15} - 1)\phi_1^3 \\
& - (8n_{1,15} + n_{1,4} + n_{1,\overline{4}} - 8)\phi_2^3 - 2(4n_{1,15} + n_{1,6} - 4)\phi_3^3 - 6n_{1,6}\phi_1^3\phi_3 + 6n_{1,6}\phi_1\phi_2\phi_3 \\
& + \frac{3}{2}(4n_{1,15} + n_{1,4} + n_{1,\overline{4}} - 2n_{1,6} - 2)\phi_2^3(\phi_1 + \phi_3) - \frac{3}{2}(n_{1,4} + n_{1,\overline{4}} - 2n_{1,6})\phi_2(\phi_1^2 + \phi_3^2) \\
& - 6(n_{2,4} + n_{2,\overline{4}})\psi_1(\phi_1^2 - \phi_1\phi_2 + \phi_2^2 + \phi_3^2 - \phi_2\phi_3) .
\end{align}

(13.23)
13.1.7 **Number of charged hypermultiplets.**

The number of charged hypermultiplets under each representation is obtained by comparing the triple intersection numbers and the one-loop prepotential:

\[ F_{\text{trip}} = 6F_{\text{IMS}}. \]  

(13.24)

The comparison is enough to completely determine the number \( n_{R_i} \) for the models with a \( \mathbb{Z}_2 \) Mordell-Weil group, that is, \((\text{SU}(2) \times \text{Sp}(4))/\mathbb{Z}_2\) and \((\text{SU}(2) \times \text{SU}(4))/\mathbb{Z}_2\). We see that the introduction of a \( \mathbb{Z}_2 \) Mordell-Weil group removes the fundamental representation, but does not affect the (traceless) antisymmetric representation, the adjoint, or bifundamental matters since they are self-dual representations. However, for the models \( \text{SU}(2) \times \text{Sp}(4) \) and \( \text{SU}(2) \times \text{SU}(4) \), comparing the triple intersection numbers and the one-loop prepotential is not enough to fix all the multiplicities and we are left with some linear relations between the number of representations. This is because without the \( \mathbb{Z}_2 \), we get additional matter content but the non-zero triple intersection numbers are unchanged. The remaining linear relations can be solved in many ways. For example, we can use Witten’s genus formula to count the number of adjoint matters as the genus of the curve supporting the gauge group [306]. Another possibility is to direct count the number of bi-fundamental representations as intersection numbers between the divisors \( S \) and \( T \). We can also use the vanishing of anomalies in the six dimensional uplift to fix the remaining linear equations. For example, the gravitational anomaly or the vanishing of the terms \( \text{tr} F_4^2 \) are enough in addition to the linear relations left
from the triple intersection numbers. The result is spelled out in Table 13.2.

13.2 \((SU(2) \times Sp(4))/\mathbb{Z}_2\)-model

The fiber geometry of the collision of \(I_{ns}^2\) and \(I_{ns}^4\) is described in detail. The Weierstrass equation of \(I_{ns}^2 + I_{ns}^4\) is given by

\[
y^2z = x^3 + a_s x^2 z + s t^2 x^2, \tag{13.25}
\]

where \(S = V(s)\) is the divisor supporting \(I_{ns}^2\) and \(T = V(t)\) is the divisor supporting \(I_{ns}^4\). The discriminant of this model is

\[
\Delta = 16 s^2 t^4 (a_s^2 - 4 s t^2). \tag{13.26}
\]

The proper transform is

\[
y^2 = e_1 w_1 w_2 x^3 + a_s x^2 + s t^2 w_1 x, \tag{13.29}
\]

The following sequence of blowups gives a crepant resolution of the elliptic fibration:

\[
X_0 \leftarrow (x,y,e|a) \leftarrow (x,y,d|m) \leftarrow (x,y,|w) \leftarrow X_3. \tag{13.28}
\]
and the relative projective “coordinates” are

\[ [e_1w_1w_2^3x : e_1w_1^2w_2^2y : z = 1] [w_1w_2^2x : w_1w_2^2y : s] [w_2x : w_2y : t] [x : y : w_1]. \] (13.30)

To show that we have a resolution of singularities, it is enough to assume that \( V(a_2), V(s), \) and \( V(t) \) are smooth divisors intersecting transversally. In particular, working in patches using \((x, y, a_2)\) as a part of the local coordinates, the absence of singularities follows from the Jacobian criterion. From applying the adjunction formula after each blowup, we conclude that the resolution is crepant.

### 13.2.1 Fiber structure and representations

We denote by \( D_i^s (i = o, 1), D_j^t (j = o, 1, 2) \) the fibral divisors; by \( C_i^s (i = 0, 1) \) and \( C_j^t (j = 0, 1, 2) \) the generic fibers of \( D_i^s \) over \( S \) and \( D_j^t \) over \( T \), respectively. The fibral divisors for this model are

\[
\begin{aligned}
D_0^s & : s = y^2 - e_1w_1w_2^2x^3 - a_2x^2 = o, \\
D_1^s & : e_1 = y^2 - a_2x^2 - st^2w_1x = o, \\
D_0^t & : t = y^2 - e_1w_1w_2^2x^3 - a_2x^2 = o, \\
D_1^t & : w_1 = y^2 - a_2x^2 = o, \text{ (two roots } C_i^s = C_i^s^+ + C_i^s^-), \\
D_2^t & : w_2 = y^2 - a_2x^2 - st^2w_1x = o.
\end{aligned}
\] (13.31)

The only components that touch the generator of \( \mathbb{Z}_2 \) are \( C_1^s \) and \( C_2^t \). The only sections that touch the zero section are \( D_0^s \) and \( D_0^t \).
Over $S = V(s)$, we have a generic fiber of type $I_{2}^{\text{ns}}$ with two geometric components $C_{0}^{s}$ and $C_{1}^{s}$.

The fiber $I_{2}^{\text{ns}}$ specializes to a fiber of type III over $V(a_{2})$. Over $T = V(t)$, on the other hand, we have a generic fiber of type $I_{4}^{\text{ns}}$, whose geometric components are $C_{0}^{t}$, $C_{1}^{t+}$, $C_{1}^{t-}$, and $C_{2}^{t}$. The fiber $I_{4}^{\text{ns}}$ further enhances over $V(a_{2})$, where two non-split curves $C_{1}^{t\pm}$ degenerate, which is represented on the right side of Figure 13.8.

At the collision of $S$ and $T$, we produce the following curves:

\[
\begin{align*}
C_{0}^{s} \cap C_{0}^{t} : s &= t = y^{2} - e_{1}w_{1}w_{2}x^{3} - a_{2}x^{2} = 0 \rightarrow \eta^{oo}, \\
C_{1}^{s} \cap C_{0}^{t} : e_{1} &= t = y^{2} - a_{2}x^{2} = 0 \rightarrow \eta^{10\pm}, \text{ (two roots for each curve,)} \\
C_{1}^{s} \cap C_{1}^{t} : e_{1} &= w_{1} = y^{2} - a_{2}x^{2} = 0 \rightarrow \eta^{11\pm}, \text{ (two roots for each curve,)} \\
C_{1}^{s} \cap C_{2}^{t} : e_{1} &= w_{2} = y^{2} - a_{2}x^{2} - st^{2}w_{1}x = 0 \rightarrow \eta^{12}.
\end{align*}
\]

(13.32)

The fiber structure is represented in Figure 13.8. As expected, the collision of the divisors of the two fibers (type $I_{2}^{\text{ns}}$ and $I_{4}^{\text{ns}}$) is naturally enhanced into an $I_{6}^{\text{ns}}$.

The fibers of the collisions can be described from the splitting of the curves $C_{i}^{s}$ ($i = 0, 1$) and $C_{i}^{t}$ ($i = 0, 1, 2$) from $I_{2}^{\text{ns}}$ and $I_{4}^{\text{ns}}$, respectively:

\[
\begin{align*}
C_{0}^{s} &\rightarrow \gamma^{oo}, \quad C_{1}^{s} \rightarrow \gamma^{10+} + \gamma^{10-} + \gamma^{11+} + \gamma^{11-} + \gamma^{12}, \\
C_{0}^{t} &\rightarrow \gamma^{oo} + \gamma^{10+} + \gamma^{10-}, \quad C_{1}^{t} \rightarrow \gamma^{11+} + \gamma^{11-}, \quad C_{2}^{t} \rightarrow \gamma^{12}.
\end{align*}
\]

(13.33)

From these splittings of the curves, we compute the intersection numbers between the curves and
the fibral divisors of $I_{2}^{ns}$ and $I_{4}^{ns}$ on the collision to be

<table>
<thead>
<tr>
<th></th>
<th>$D_{0}^{e}$</th>
<th>$D_{1}^{e}$</th>
<th>$D_{0}'$</th>
<th>$D_{1}'$</th>
<th>$D_{2}'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta^{00}$</td>
<td>$-2$</td>
<td>$2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\eta^{10^+} + \eta^{10^-}$</td>
<td>$2$</td>
<td>$-2$</td>
<td>$-2$</td>
<td>$2$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\eta^{10\pm}$</td>
<td>$1$</td>
<td>$-1$</td>
<td>$-1$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\eta^{II^+} + \eta^{II^-}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$2$</td>
<td>$-4$</td>
<td>$2$</td>
</tr>
<tr>
<td>$\eta^{II\pm}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$-2$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\eta^{12}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$2$</td>
<td>$-2$</td>
</tr>
</tbody>
</table>

(13.34)

The physical weight are minus the intersection numbers. We recall that the curve $\eta^{10\pm}$ carries the weight $[1]$ on the $\mathfrak{su}(2)$ side and the weight $[-1, 0]$ on the $\mathfrak{sp}(4)$ side. This gives $[1; -1, 0]$, which yields the representation $(2, 4)$. These non-split curves join together to produce $\eta^{10^+} + \eta^{10^-}$ with weight $[2; -2, 0]$, and the corresponding representation is $(3, 10)$. Hence, the representation for the $I_{2}^{ns} + I_{4}^{ns}$-model with Mordell-Weil group $\mathbb{Z}_{2}$ is $R = (3, 1) \oplus (1, 10) \oplus (3, 10) \oplus (2, 4) \oplus (1, 5)$.

We note that for the case of threefolds, the curves $\eta^{10\pm}$ are always split since all curve can split over a codimension-two point. Hence, the bi-adjoint $(3, 10)$ does not show up geometrically. Hence for the Calabi-Yau threefolds, the representation is then

$$R = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5).$$

(13.35)
The only group that is consistent with this representation $R$ is

$$G = (SU(2) \times Sp(4))/\mathbb{Z}_2,$$  \hspace{1cm} (13.36)

where $\mathbb{Z}_2$ is minus the identity.

The representations with respect to $(\mathfrak{su}(2), \mathfrak{sp}(4))$ from this $I_2^{ns} + I_4^{ns}$-model with the Mordell-Weil group $\mathbb{Z}_2$ are summarized in Table 13.11 below. Here we denoted weights as $[\psi; \phi_1, \phi_2]$ where $[\psi]$ is the weight for the $\mathfrak{su}(2)$ and $[\phi_1, \phi_2]$ is the weight for the $\mathfrak{sp}(4)$.

<table>
<thead>
<tr>
<th>Locus</th>
<th>$tw_1w_2 = 0$</th>
<th>$sc_1 = tw_1w_2 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curves</td>
<td>$C^+_{1}$</td>
<td>$\eta^{0\pm}$</td>
</tr>
<tr>
<td>Weights</td>
<td>$[0; 2, -1]$</td>
<td>$[1; -1, 0]$</td>
</tr>
<tr>
<td>Representations</td>
<td>$(1, 5)$</td>
<td>$(2, 4)$</td>
</tr>
</tbody>
</table>

Table 13.11: Weights and representations for the $I_2^{ns} + I_4^{ns}$-model with a Mordell-Weil group $\mathbb{Z}_2$
13.2.2 Coulomb phases

In this section, we show that the $I_{2}^{ns} + I_{4}^{ns}$-model with a Mordell-Weil group $\mathbb{Z}_2$ has three chambers.

Denote $\mathfrak{su}(2)$ by $[\psi]$ and $\mathfrak{sp}(4)$ by $[\varphi_1, \varphi_2, \varphi_3]$. Then the Weyl chamber of the $I_{2}^{ns} + I_{4}^{ns}$-model with...
\( Z_2 \) is defined with three hyperplanes given by

\[
\psi_1 > 0, \quad \varphi_2 - \varphi_1 > 0, \quad 2\varphi_1 - \varphi_2 > 0.
\]

(13.37)

In addition, the subchambers are defined by the weights of the representation \((2, 4)\),

\[
\varpi_1 = \varphi_1 - \psi_1, \quad \varpi_2 = \psi_1 + \varphi_1 - \varphi_2,
\]

(13.38)

where the summation of these is positive from the first two hyperplanes in equation (13.37):

\[
\varpi_1 + \varpi_2 = (2\varphi_1 - \varphi_2) + \psi_1 > 0.
\]

(13.39)

Hence, \( \varpi_1 \) and \( \varpi_2 \) cannot be both negative. It follows there are a total of three chambers, which are denoted by the signs of \([\varpi_1, \varpi_2]\):

\[
[-, +] : \varphi_1 > 0 \land \frac{\varphi_1}{2} < \varphi_2 < \varphi_1 \land \psi_1 > \varphi_1,
\]

(13.40)

\[
[+, +] : \varphi_2 > 0 \land \frac{\varphi_2}{2} < \varphi_1 < \varphi_2 \land \varphi_1 - \varphi_1 < \psi_1 < \varphi_1,
\]

(13.41)

\[
[+, -] : \varphi_1 > 0 \land \varphi_1 < \varphi_2 < 2\varphi_1 \land o < \psi_1 < \varphi_2 - \varphi_1.
\]

(13.42)

The chambers are flop related by \( \varpi_1 \) and \( \varpi_2 \), as shown in Figure 13.5.
The triple intersection polynomial is computed for the $I^m_2 + I^m_4$-model with the Mordell-Weil group $\mathbb{Z}_2$ in the crepant resolution:

$$
F_{\text{trip}} = -8(T - 3L)(T - 2L)\psi_1^3 - 8T^2\phi_1^1 + 4T(L - T)\phi_2^1 + 12LT\phi_2^2\phi_2^3 + 6T(T - 2L)\phi_1\phi_2^3 \\
+ \psi_1(24T(T - 2L)\phi_2^3 - 24T(T - 2L)\phi_2\phi_1 + 12T(T - 2L)\phi_2^3) \\
- 8\psi_0^3(3L - 2T)(2L - T) + 6T(2L - T)\phi_2^0(\phi_1 - 2\psi_1) - 4LT\phi_0^3 \\
+ 2\phi_0(6T\psi_1^3(T - 2L) + 12T\psi_1\phi_1(2L - T) + 6T\phi_2^3(T - L)) \\
+ \psi_0^2(2(8\psi_1^3(3L - 2L - T) - 4\psi_1(2L - T)(3L - T)) + 12T\phi_0(T - 2L) \\
+ \psi_0^2(2(8\psi_1^3(2L - T)(3L - T) - 4\psi_1^3(3L - 2L)(2L - T)) - 24T\psi_1\phi_0(T - 2L)).
$$

For Calabi-Yau threefolds, the representation for this $I^m_2 + I^m_4$-model is geometrically computed as

$$
R = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5).
$$

Using these representations, the 5d prepotential in the chamber $[-, +]$ is

$$
6F_{\text{IMS}} = -4(n_{2,4} + 2n_{3,1} - 2)\psi_1^3 - 8(n_{1,10} - 1)\phi_1^1 + (-8n_{1,10} - n_{1,5} + 8)\phi_2^3 \\
- 3\phi_1^2\phi_1(4n_{1,10} + n_{1,5} - 4) + 3(6n_{1,10} + n_{1,5} - 6)\phi_1\phi_2^3 \\
+ \psi_1(-12n_{2,4}\phi_1^2 + 12n_{2,4}\phi_2\phi_1 - 6n_{2,4}\phi_2^3).
$$
Using the triple intersection polynomials that are independent from $\psi_0$ and $\phi_0$ to match the potential, the numbers of representations $n_R$ are computed to be

$$
\begin{align*}
n_{3,1} &= 6L^2 - 7LT + 2T^2 + 1 = g_5, \\
n_{2,4} &= -2T(T - 2L) = 2(-4g_T + T^2 + 4), \\
n_{1,5} &= \frac{1}{2}(LT + T^2) = -g_T + T^2 + 1, \\
n_{1,10} &= \frac{1}{2}(-LT + T^2 + 2) = g_T.
\end{align*}
$$

(13.46)

13.2.4 6d $\mathcal{N} = (1, 0)$ anomaly cancellation

In this section, we consider an $\text{I}^\text{ns}_2 + \text{I}^\text{ns}_4$-model with the Mordell-Weil group $\mathbb{Z}_2$. Then, the gauge algebra is given by

$$
g = A_1 + C_2,$$

(13.47)

and the representation is geometrically computed in Section 13.2 to be

$$
\mathbf{R} = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5).
$$

(13.48)

Then the number of vector multiplets $n_{V}^{(6)}$, tensor multiplets $n_T$, and hypermultiplets $n_H$ are computed to be

$$
\begin{align*}
n_{V}^{(6)} &= 13, \\
n_T &= 9 - K^2, \\
n_H &= b^{+4}(Y) + 1 + n_{3,1}(3 - 1) + n_{2,4}(10 - 2) + n_{1,5}(5 - 1) + n_{1,10}(10 - 2) \\
&= 17K^2 + 16KT + 6T^2 + 14.
\end{align*}
$$

(13.49)
We recall the number of representations from the earlier subsection:

\[ n_{3,1} = (2K + T)(3K + 2T) + 1, \quad n_{2,4} = -2T(2K + T), \]
\[ n_{1,5} = \frac{1}{2}T(T - K), \quad n_{4,10} = \frac{1}{2}(KT + T^2 + 2). \]

Thus, we see that

\[ n_H - n^{(6)}_V + 29n_T - 273 = 0, \]

which means that the pure gravitational anomalies are canceled.

By using the trace identities for SU(2), we first compute the SU(2) side of the anomaly polynomials. First, we can determine that

\[ n_3 = n_{3,1}, \quad n_2 = 4n_{2,4}. \]

For SU(2) with the adjoint representation 3 and the fundamental representation \( F = 2 \) as the reference representation,

\[ \text{tr}_3 F_1^2 = 4\text{tr}_2 F_1^2, \quad \text{tr}_3 F_1^8 = 8(\text{tr}_2 F_1^8)^2, \quad \text{tr}_2 F_1^8 = \frac{1}{2}(\text{tr}_2 F_1^8)^2. \]

Hence, \( X^{(2)}_1 \) and \( X^{(4)}_1 \) are given by

\[ X^{(2)}_1 = (A_3(1 - n_3) - n_2A_2) \text{tr}_1 F_1^8 = -12K(2K + T)\text{tr}_1 F_1^8 \]
\[ X^{(4)}_1 = (B_3(1 - n_3) - n_2B_2) \text{tr}_2 F_1^8 + (C_3(1 - n_3) - n_2C_2) (\text{tr}_2 F_1^8)^2 \]
\[ = -12(2K + T)^2(\text{tr}_2 F_1^8)^2. \]
Now consider the $\text{Sp}(4)$ side of the anomaly cancellation by using the trace identities for $\text{Sp}(4)$. We first determine that

\begin{equation}
\begin{aligned}
n_{10} &= n_{1,10}, \quad n_4 = n_{1,5}, \quad n_4 = 2n_{2,4}.
\end{aligned}
\end{equation}

The trace identities for $\text{Sp}(4)$ is given by

\begin{equation}
\begin{aligned}
\text{tr}_{10} F_2^a &= 6\text{tr}_4 F_2^a, \\
\text{tr}_{10} F_4^a &= 12\text{tr}_4 F_2^a + 3(\text{tr}_4 F_2^a)^2, \\
\text{tr}_5 F_2^a &= 2\text{tr}_4 F_2^a, \\
\text{tr}_5 F_4^a &= -4\text{tr}_4 F_2^a + 3(\text{tr}_4 F_2^a)^2.
\end{aligned}
\end{equation}

Hence, $X_2^{(2)}$ and $X_2^{(4)}$ are given by

\begin{equation}
X_2^{(2)} = (A_{10}(1 - n_{10}) - n_4 A_5 - n_4 A_4) \text{tr}_4 F_2^a = 6KT\text{tr}_4 F_2^a
\end{equation}

\begin{equation}
X_2^{(4)} = (B_{10}(1 - n_{10}) - n_4 B_5 - n_4 B_4) \text{tr}_4 F_2^a + (C_{10}(1 - n_{10}) - n_4 C_5 - n_4 C_4) (\text{tr}_4 F_2^a)^2
\end{equation}

\begin{equation}
= -3T^a(\text{tr}_4 F_2^{a})^2.
\end{equation}

Now we further include on both the $\text{SU}(2)$ and $\text{Sp}(4)$ sides the additional mixed term

\begin{equation}
Y_{12} = n_{2,4} \text{tr}_2 F_1^a \text{tr}_4 F_2^a
\end{equation}

this is necessary to fully consider the bifundamental representation $(2, 4)$. Then the full anomaly
polynomial is given by

\[ I_8 = \frac{9 - nT}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_1^{(2)} + X_2^{(2)}) \text{tr} R^2 - \frac{2}{3} (X_1^{(4)} + X_2^{(4)}) + 4Y_{12} \]

\[ = \frac{1}{8} (K \text{tr} R^2 - 16K \text{tr} F_2^2 - 8 \text{tr} F_2^2 + 4 \text{tr} F_1^2)^2, \]  

(13.61)

which is a perfect square. This means that the total anomalies are canceled.

13.3 \( \text{SU}(2) \times \text{Sp}(4) \)-model

In this section we consider the I\(_{\text{ns}}^2 + \text{I}_{\text{ns}}^4\)-model with a trivial Mordell-Weil group. The Weierstrass model is

\[ y^2z = x^3 + a_2x^2z + \tilde{a}_4st^2zx^3 + \tilde{a}_6s^2t^4z^3. \]  

(13.62)

The discriminant is

\[ \Delta = -16s^4t^4 (4a_2^2a_6 - a_2^2a_4^2 - 18a_2\tilde{a}_4\tilde{a}_6st^2 + 4a_4^2st^2 + 27\tilde{a}_6^2s^2t^4). \]  

(13.63)

The corresponding simply connected group \( G \) and the representation \( R \), which is computed geometrically in the next section, are

\[ G = \text{SU}(2) \times \text{Sp}(4), \quad R = (3, 1) \oplus (1, 10) \oplus (2, 1) \oplus (2, 4) \oplus (1, 5) \oplus (2, 1) \oplus (1, 4). \]  

(13.64)
The following sequence of blowups is a crepant resolution of the Weierstrass model:

\[ X_0 \leftarrow X_1 \leftarrow X_2 \leftarrow X_3. \]  

(13.65)

The proper transform is

\[ y^2 = e_1 w_1 w_2^2 x^3 + a_2 x^2 + \bar{a}_4 s^2 w_1 x + \bar{a}_6 s^2 t^4, \]  

(13.66)

and the relative projective coordinates are

\[ [e_1 w_1 w_2^2 x : e_1 w_1 w_2^2 y : z = 1] [w_1 w_2^2 x : w_1 w_2^2 y : s] [w_2 x : w_2 y : t] [x : y : w_1]. \]  

(13.67)

To prove that this is a crepant resolution, it is enough to assume that \( V(a_2), V(\bar{a}_6), S = V(s), \) and \( T = V(t) \) are smooth divisors intersecting two by two transversally.
13.3.1 Fiber structure and representations

The fibral divisors for this model are

\[
\begin{align*}
D_s^0 & : s = y^2 - x^2(e_1w_1w_2^2x + a_2) = o, \\
D_s^1 & : e_1 = y^2 - a_2x^2 - \tilde{a}_4s^2w_1x - \tilde{a}_6s^4w_2^2 = o, \\
D_t^0 & : t = y^2 - x^2(e_1w_1w_2^2x + a_2) = o, \\
D_t^1 & : w_1 = y^2 - a_2x^2 = o, \\
D_t^2 & : w_2 = y^2 - a_2x^2 - \tilde{a}_4s^2w_1x - \tilde{a}_6s^4w_2^2 = o.
\end{align*}
\]  

(13.68)

The fiber \( I_{2a}^n \) specializes to a fiber of type III over \( V(a_2) \) and a fiber of type \( I_{ns}^3 \) over \( V(a_2\tilde{a}_6 - 4\tilde{a}_4^2) \) as the generic fiber of \( D_s^1 \) degenerates into two lines \( C_{s^\pm} \). The intersection numbers between the curves and the fibral divisors of \( I_{2a}^n \) are

\[
\begin{array}{c|cccccc}
& D_s^0 & D_s^1 & D_t^0 & D_t^1 & D_t^2 \\
\hline
C_0 & -2 & 2 & 0 & 0 & 0 \\
C_{s^\pm} & 1 & -1 & 0 & 0 & 0 \\
C_{t^+} + C_{t^-} & 2 & -2 & 0 & 0 & 0
\end{array}
\]  

(13.69)

We get the weight \([-1]\) from each copy of \( C_{s^\pm} \). This is in the representation \( 2 \) of \( A_1 \) and uncharged from \( sp(4) \) as it is away from its locus. Hence, the charged matter is in the representation \( (2,1) \).

Over \( T = V(t) \), we have a generic fiber of type \( I_{4a}^n \), whose geometric components are \( C_0, C_{t^\pm}, \)
The curve $C^\prime_2$ is a conic that splits into two lines over $V(4a_2a_6 - \tilde{a}_4^2)$,

$$C^\prime_2 \rightarrow C^\prime_{2+} + C^\prime_{2-},$$  \hspace{1cm} (13.70)

which results in the degeneration $I^\text{ns}_4 \rightarrow I^\text{ns}_5$. Then we get an enhancement of type $I^\text{ns}_5$, which is represented in Figure 13.9. Based on the splitting of the curve $C^\prime_2$, with $C^\prime_0$, $C^\prime_1$, and $C^\prime_3$ remaining the same, the intersection numbers between these curves and the fibral divisors of $I^\text{ns}_4$ are computed to find the weights of the new curves:

<table>
<thead>
<tr>
<th></th>
<th>$D^\prime_0$</th>
<th>$D^\prime_1$</th>
<th>$D^\prime_0$</th>
<th>$D^\prime_1$</th>
<th>$D^\prime_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^\prime_0$</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$C^\prime_{1+}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>$C^\prime_{2+}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$C^\prime_{2-}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$C^\prime_{1-}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>1</td>
</tr>
</tbody>
</table>

(13.71)

From the new splittings of the curves, each produce the weight $[-1, 1]$, which corresponds to the representation 4 of $\mathfrak{sp}(4)$. Since this is away from the locus of $\mathfrak{se}_4 = 0$, the weight produced is simply $[0; -1, 1]$. Thus, the charged matter is in the representation $(1, 4)$ of $(\mathfrak{su}(2), \mathfrak{sp}(4))$. 
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At the collision of \( S \) and \( T \), we get the following curves:

\[
\begin{align*}
C_0 \cap C'_0 : s = t &= y^2 - x^2 (e_1 w_1 w_2 x + a_2) = 0 \rightarrow \eta^{00}, \\
C_0 \cap C'_1 : \epsilon_1 = \epsilon_2 &= y^2 - a_2 x^2 = 0 \rightarrow \eta^{10\pm}, \text{ (two roots for each curve,)} \\
C_1 \cap C'_1 : \epsilon_1 = w_1 = y^2 - a_2 x^2 = 0 \rightarrow \eta^{11\pm}, \text{ (two roots for each curve,)} \\
C_1 \cap C'_2 : \epsilon_1 = w_2 = y^2 - a_2 x^2 - \alpha_6 t^2 w_1 x - \alpha_6 t^4 w_1 = 0 \rightarrow \eta^{12}.
\end{align*}
\]

The fiber structure is presented in Figure 13.9. As expected, we get a natural enhancement of an \( \text{I}^6_{\text{ns}} \).

The fibers of the collisions can be described from the splitting of the curves \( C_a^i (i = 0, 1) \) from \( \text{I}^6_{\text{ns}} \) and the curves \( C_i^i (i = 0, 1, 2) \) from \( \text{I}^4_{\text{ns}} \). From these splittings of the curves, we compute the intersection numbers between the curves and the fibral divisors of \( \text{I}^6_{\text{ns}} \) and \( \text{I}^4_{\text{ns}} \). The splitting of the curves \( C_a^* \) and their intersection numbers with the fibral divisors are computed to be

\[
\begin{array}{cccccc}
\eta^{00} & D_0^* & D_1^* & D_0' & D_1' & D_2' \\
2 & -2 & 0 & 0 & 0 & 0 \\
\eta^{10+} + \eta^{10-} & 2 & -2 & -2 & 2 & 0 \\
\eta^{10\pm} & 1 & -1 & -1 & 1 & 0 \\
\eta^{11+} + \eta^{11-} & 0 & 0 & 2 & -4 & 2 \\
\eta^{12\pm} & 0 & 0 & 1 & -2 & 1 \\
\eta^{12} & 0 & 0 & 0 & 2 & -2
\end{array}
\]

\[
\begin{align*}
C_0^* \rightarrow \eta^{00} \\
C_1^* \rightarrow \eta^{10+} + \eta^{10-} + \eta^{11+} + \eta^{11-} + \eta^{12} \\
C_0' \rightarrow \eta^{00} + \eta^{10+} + \eta^{10-} \\
C_1' \rightarrow \eta^{11+} + \eta^{11-} \\
C_2' \rightarrow \eta^{12}
\end{align*}
\]
The curve $\eta^{10\pm}$ yields the representation $(2, 4)$. These nonsplit curves together $\eta^{10+} + \eta^{10-}$ produce the weight $[2; -2, 0]$, the corresponding representation is $(3, 10)$. Hence, the representation for the $I_2^{\text{ns}} + I_4^{\text{ns}}$-model with a trivial Mordell-Weil group is $R = (3, 1) \oplus (1, 10) \oplus (3, 10) \oplus (2, 4) \oplus (1, 5) \oplus (2, 1) \oplus (1, 4)$. We note that for the case of threefolds, the curves $\eta^{10\pm}$ are always split since all curve can split over a codimension-two point. Hence, the bi-adjoint $(3, 10)$ does not show up geometrically, and the representation is then

$$R = (3, 1) \oplus (1, 10) \oplus (2, 4) \oplus (1, 5) \oplus (2, 1) \oplus (1, 4).$$

(13.74)

We summarize the representations and the weights of this model with their locus in Table 13.12.

<table>
<thead>
<tr>
<th>Locus</th>
<th>$tw_1w_2 = 0$</th>
<th>$se_1 = tw_1w_2 = 0$</th>
<th>$se_1 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curves</td>
<td>$C_1'$</td>
<td>$C_{1 \pm}$</td>
<td>$\eta^{10\pm}$</td>
</tr>
<tr>
<td>Weights</td>
<td>$[0; 2, -1]$</td>
<td>$[0; -1, 1]$</td>
<td>$[1; -1, 0]$</td>
</tr>
<tr>
<td>Representations</td>
<td>$(1, 5)$</td>
<td>$(1, 4)$</td>
<td>$(2, 4)$</td>
</tr>
</tbody>
</table>

Table 13.12: Weights and representations for the $I_2^{\text{ns}} + I_4^{\text{ns}}$-model with a trivial Mordell-Weil group.

When $a_2 = 0$, $\eta^{10\pm}$ becomes a degenerate node $\eta^{10'}$ with degeneracy two and $\eta^{\pm\pm}$ also degenerates into a single node $\eta^{\pm'}$ of degeneracy two:

$$\eta^{10\pm} \rightarrow \eta^{10'}, \quad \eta^{\pm\pm} \rightarrow \eta^{\pm'},$$

(13.75)
where the two new types of the curves are given by

\[ \eta^{10'} : e_1 = t = y = 0, \text{ and } \eta^{11'} : e_1 = w_1 = y = 0. \] (13.76)

This new fiber structure for \( a_2 = 0 \) is the bottom left diagram of Figure 13.9. When \( \tilde{a}_4 - 2a_6 = 0 \) instead, \( \eta^{12} \) is geometrically reducible, and thus becomes two nonsplit curves

\[ \eta^{12} \to \eta^{12+} + \eta^{12-}. \] (13.77)

Therefore, we get the bottom right diagram in Figure 13.9. When \( a_2 = \tilde{a}_4 = 0 \), \( \eta^{12} \) geometrically reduces into two nonsplit curves

\[ \eta^{12} \to \eta^{12+''} + \eta^{12-''} : c_1 = w_2 = y^2 - \tilde{a}_6 t^4 w_1^2 = 0, \] (13.78)

whereas from the other specialization when \( \tilde{a}_4 - 2a_6 = \tilde{a}_4 = 0 \),

\[
\begin{align*}
\eta^{10} & \to \eta^{10'}, \\
\eta^{11} & \to \eta^{11'}, \\
\eta^{12} & \to \eta^{12+''} + \eta^{12-''}.
\end{align*}
\] (13.79)
When $a_2 = \tilde{a}_4 = \tilde{a}_6 = 0$, the nonsplit fibers become $\eta^{12'''}$ with degeneracy two:

$$\eta^{12\pm''} \rightarrow \eta^{12'''} : c = w_2 = y = 0, \quad (13.80)$$

which gives the fiber structure to be the very bottom diagram in Figure 13.9.
Figure 13.9: Fiber structure of $I_{12}^{ns} + I_{14}^{ns}$ with a trivial Mordell-Weil group. The diagrams on the top are the Kodaira fibers of type $I_{12}^{ns}$ and $I_{14}^{ns}$. When $\alpha_2 = 0$, $I_{12}^{ns}$ specializes to III as seen in the middle left diagram, and $I_{14}^{ns}$ specializes to the diagram on the middle right. When $I_{12}^{ns}$ and $I_{14}^{ns}$ collide on the locus $s = 0$, we get the fiber structure as an hexagon drawn in the middle. This enhancement has two newly split curves $\eta^{0+}$ and $\eta^{0-}$ that are of non-split type. When $\alpha_2 = 0$, this hexagon further specializes to the diagram on the bottom left, but when $\bar{a}_2 - a_4 = 0$, the hexagon becomes a heptagon.
13.3.2 Coulomb phases

The groups SU(2) and Sp(4) individually have a unique Coulomb chamber. Their product with
the bifundamental representation introduces an interior wall inside the Weyl chamber, which yields
three chambers. Since we have the same Lie algebra with the bifundamental representation (2, 4),
the chamber structure does not change under the change of the Mordell-Weil group.

13.3.3 $dN = 1$ prepotentials and the triple intersection polynomials

The $I^a_2 + I^a_4$ model with a trivial Mordell-Weil group has the identical blowups with the nonsplit
model with the Mordell-Weil group $\mathbb{Z}_2$, and the fiber structure in codimension two is the same for
the hexagon. Hence, the triple intersection polynomial and the prepotential are the same with the
$I^a_2 + I^a_4$ model with the $\mathbb{Z}_2$, without the relation between two divisors of class $S$ and $T$. Thus, the
triple intersection polynomial is given by

$$
\mathcal{F}_{\text{trip}} = -2S(2L + S)\phi_1^3 - 8T^e\phi_3^3 - 2T(2L - S)\phi_2^3
$$

$$
+ 6T(S + 2T - 2L)\phi_1^2\phi_2 - 6T(-2L + S + T)\phi_1\phi_2^2 - 6ST\phi_1 \left(2\phi_1^2 - 2\phi_2\phi_1 + \phi_2^3\right)
$$

$$
+ 6T\phi_0^2 \left(S + 2L - 2L \phi_1 - S\phi_1\right) + 6T\phi_0\left(2L - S\phi_1 - S\left(\psi_0 - \psi_1\right)^2 + 2S\psi_1\phi_1\right)
$$

$$
- 2T(-2L + S + 2T)\phi_0^3 + 4S\phi_0^3 \left(L - S\right) + 6S(2L - 2L)\phi_2^2\phi_1 + 12LS\phi_0\psi_1^2.
$$

(13.81)
The representations we achieve geometrically are
\[ R = (3, 1) \oplus (2, 1) \oplus (2, 4) \oplus (1, 4) \oplus (1, 5) \oplus (1, 10). \] (13.82)

Using these representations, the 5d prepotential is computed for chamber 1, which is \([- , +\)], to be
\[ 6F_{\text{ IMS}} = - (n_{2,1} - 4n_{2,4} + 8n_{1,1} - 8)\psi_1^3 - 8(n_{1,10} + n_{1,5} - 1)\phi_1^3 - (8n_{1,10} + n_{1,4} - 8)\phi_2^3 \]
\[ - 3\phi_1^2 \phi_2^2 (4n_{1,10} + n_{1,4} - 4n_{1,5} - 4) + 3(6n_{1,10} + n_{1,4} - 2n_{1,5} - 6)\phi_1 \phi_2^2 \]
\[ + \psi_1 \left( -12n_{2,4} \phi_1^2 + 12n_{2,4} \phi_1 \phi_2 - 6n_{2,4} \phi_2^2 \right) \] (13.83)

The triple intersection numbers that are independent from \( \psi_0 \) and \( \phi_0 \), which are the first two lines of the equation (13.81), are matched with the 5d prepotential term by term. This fixes the linear combination of the number of representations \( n_R \):
\[ 8n_{1,1} + n_{2,1} = 2S(2L + S - 2T) + 8, \] (13.84)
\[ 8n_{1,10} + n_{1,4} = 2(2LT - ST + 4), \quad n_{1,10} + n_{1,5} = T^e + 1. \]

However, we need further information in order to fix the number of representations.

Using the fact that the charged matter in the representation \((1, 4)\) is from the splittings of the curve \( C' \to C_{24} + C_{2-} \) when \( 4a_2\tilde{a}_6 - \tilde{a}_4 = 0 \), whose class is given by twice of \( [\tilde{a}_4] = (4L - S - 2T) \), in the locus of \( tw_1w_2 = 0 \), we can safely see that this gives the class \( n_{1,4} = 2T(4L - S - 2T) \). With this specified \( n_{1,4} \), we can fix the number of representations for \( n_{1,5} \) and \( n_{1,10} \). Moreover, \( n_{2,1} \) and \( n_{3,1} \)
terms are both only in $\psi^3$ term. In order to fix these representations, we look into the specialization of the curve $C_s \rightarrow C_{s1} + C_{s1}^-$ that produces the charged matter in the representation $(2, 1)$. This specialization was when $4a_2a_6 - a_4^2 = 0$, whose class is then the same as twice the class of $[\widetilde{a}_4] = 4L - S - 2T$. Since the splittings happen when $s_c = 4a_2a_6 - a_4^2 = 0$, we can safely see that this gives the class $n_{2,1} = 2S(4L - S - 2T)$. Hence, the number of representations $n_R$ can all be computed, which are listed below:

$$\begin{align*}
n_{3,1} &= \frac{1}{2} (-LS + S^2 + 2), \quad n_{2,1} = 2S(4L - S - 2T), \quad n_{2,4} = ST, \\
n_{1,4} &= 2T(4L - S - 2T), \quad n_{1,5} = \frac{1}{2} T(L + T), \quad n_{1,10} = \frac{1}{2} (-LT + T^e + 2).
\end{align*}$$

(13.85)

When we impose the Calabi-Yau condition, $L = -K$, $n_{3,1} = g_S$ and $n_{1,10} = g_T$.

13.3.4 6d $\mathcal{N} = (1, 0)$ ANOMALY CANCELLATION

To compute the number of hypermultiplets, we recall the number of representations from Section 13.3.2:

$$\begin{align*}
n_{3,1} &= \frac{1}{2} (KS + S^2 + 2), \quad n_{2,1} = -2S(4K + S + 2T), \quad n_{2,4} = ST, \\
n_{1,4} &= -2T(4K + S + 2T), \quad n_{1,5} = -\frac{1}{2} (KT - T^e), \quad n_{1,10} = \frac{1}{2} (KT + T^e + 2).
\end{align*}$$

(13.86)
The number of vector multiplets $n_{V}^{(6)}$, tensor multiplets $n_{T}$, and hypermultiplets $n_{H}$ are

$$n_{V}^{(6)} = 13, \quad n_{T} = 9 - K^2,$$

$$n_{H} = b^{31}(Y) + 1 + n_{2,1}(2 - \alpha) + n_{3,1}(3 - 1) + n_{2,4}(8 - \alpha) + n_{4,4}(4 - \alpha)$$

$$+ n_{3,3}(5 - 1) + n_{1,10}(10 - 2) = 29K^2 + 25. \quad (13.87)$$

The coefficients of the $\tr R^4$ vanishes as $n_{H} - n_{V}^{(6)} + 29n_{T} - 273 = 0$, so we can conclude that the pure gravitational anomalies are canceled out.

The terms $X_1^{(2)}$, $X_2^{(2)}$, $X_1^{(4)}$, $X_2^{(4)}$, and $Y_{12}$ are obtained as

$$X_1^{(2)} = (A_1 - n_3) - n_2 A_2) \tr_2 F_1^2 = 6K \tr_2 F_1^2, \quad (13.88)$$

$$X_2^{(2)} = (A_{10}(1 - n_{10}) - n_3 A_4 - n_4 A_4) \tr_4 F_2^2 = 6K \tr_4 F_2^2, \quad (13.89)$$

$$Y_{12} = n_{3,4} \tr_3 F_3 \tr_4 F_2^2 = 5T \tr_3 F_2^2 \tr_4 F_2^2, \quad (13.90)$$

$$X_1^{(4)} = (B_1(1 - n_3) - n_2 B_2) \tr_2 F_1^2 + (C_1(1 - n_3) - n_2 C_2) (\tr_2 F_1^2)^2 = -3S^4 (\tr_2 F_1^2)^2, \quad (13.91)$$

$$X_2^{(4)} = (B_{10}(1 - n_{10}) - n_3 B_4 - n_4 B_4) \tr_4 F_2^2$$

$$+ (C_{10}(1 - n_{10}) - n_3 C_4 - n_4 C_4) (\tr_4 F_2^2)^2 = -3T^4 (\tr_4 F_2^2)^2, \quad (13.92)$$

$^{1}$A key point of the computation is that along SU(2), a hypermultiplet transforming in the representation $(2, 4)$ is seen as $4$ hypermultiplets in the representation $2$ of SU(2). In the same way, the same hypermultiplet in the representation $(2, 4)$ is seen from the group Sp(4) as $2$ hypermultiplets in the representation $4$ of Sp(4). It follows that we use

$$n_3 = n_{3,1}, \quad n_2 = n_{2,1} + 4n_{2,4}, \quad n_{10} = n_{1,10}, \quad n_4 = n_{1,4} + 2n_{2,4}.$$
Since we have a theory with two quartic Casimirs, to satisfy the anomaly cancellation conditions, the coefficients of the $\text{tr}_2 P_4^1$ and $\text{tr}_4 P_4^2$ must vanish. These terms are coming from $X^{(4)}_1$ and $X^{(4)}_2$. We can observe from the equations above that the coefficients of $\text{tr}_2 P_4^1$ and $\text{tr}_4 P_4^2$ indeed vanish.

Using the terms above, we compute the anomaly polynomial as

$$I_8 = \frac{1}{2} \left( \frac{1}{2} K \text{tr} R^2 + 2 \text{tr}_4 P_4^2 + 2 T \text{tr}_4 P_4^2 \right)^2,$$

which is a perfect square. Hence we conclude that the anomalies are all canceled when lifted to the six-dimensional theories.

13.4 (SU(2) × SU(4))/$\mathbb{Z}_2$-MODEL

In this section, we study the $I_2^\text{ns} + I_4^\text{s}$ with a $\mathbb{Z}_2$ Mordell-Weil group. The Weierstrass model is

$$y^2 z + a_4 xyz = x^3 + \tilde{a}_2 tx^2 z + st^2 xz^2.$$

The discriminant for this model is

$$\Delta = s^4 t^4 \left( a_4^4 + 8a_4^2 \tilde{a}_2 t + 16\tilde{a}_2^2 t^2 - 64s^2 t^2 \right).$$
The corresponding simply connected group $G$ and the representation $R$, which is computed geometrically in the next section, are

$$G = \left( \text{SU}(2) \times \text{SU}(4) \right) / \mathbb{Z}_2, \quad R = (3,1) \oplus (1,15) \oplus (1,6) \oplus (2,4) \oplus (2,\bar{4}). \quad (13.97)$$

We consider the following sequence of blowups for a crepant resolution:

$$X_0 \xrightarrow{\begin{pmatrix} x, y, s \end{pmatrix}} X_1 \xrightarrow{\begin{pmatrix} x, y, t \end{pmatrix}} X_2 \xrightarrow{\begin{pmatrix} y, w_1 \end{pmatrix}} X_3 \xrightarrow{\begin{pmatrix} x, w_3 \end{pmatrix}} X_4. \quad (13.98)$$

The proper transform is

$$w_2 y^2 + a_1 x y = w_3 x \left( e_1 w_1^2 x^2 + \bar{a}_3 w_3 t x + s t^2 \right), \quad (13.99)$$

where the relative projective coordinates are given by

$$[e_1, w_2 w_1^2 x : e_1, w_1 w_2^2 y : z = 1] [w_1 w_2 w_3^2 x : w_1 w_2^2 w_3^2 y : s] [w_3 x : w_2 w_1 y : t] [y : w_3] [x : w_1]. \quad (13.100)$$
13.4.1 Fiber structure

This model has the following fibral divisors that corresponds to their curves:

\[
\begin{align*}
D_s^0 & : s = w_2y^2 + a_3xy - w_1w_3x^2(e_1w_3x + \tilde{a}_2st) = 0, \\
D_s^1 & : e_1 = w_2y^2 + a_3xy - w_1tx(\tilde{a}_2w_3x + st) = 0, \\
D_t^0 & : t = w_2y^2 + a_3xy - e_1w_2w_3x^3 = 0, \\
D_t^1 & : w_1 = w_2y + a_3x = 0 \\
D_t^2 & : w_2 = w_2y^2 + x(a_1y - w_2st^2) = 0 \\
D_t^3 & : w_2 = a_1y - w_1(e_1w_3x^2 + \tilde{a}_2w_3tx + st^2) = 0.
\end{align*}
\]  

The fiber of type $\Gamma_s^a$ consists of two curves $C_s^i (i = 0, 1)$ with their intersection point given by

\[
C_s^0 \cap C_s^1 : s = e_1 = w_2y^2 + a_3xy - \tilde{a}_2stw_1w_3x^2 = 0. 
\]  

Hence it specializes to a type III fiber over $V(a_1^2 + 4\tilde{a}_2st)$.

On the other hand, over $T = V(t)$, we have a generic fiber of type $\Gamma_s^a$ with its geometric components $C_s^0, C_s^1, C_s^2$, and $C_s^3$. This fiber $\Gamma_s^a$ enhances into a fiber of type $\Gamma_s^{a_1}$ over $V(a_1)$, which is presented in Figure 13.10. The curve $C_s^1$ specializes into the central node $C_{13}^s$ where

\[
C_s^1 \rightarrow C_{13}^s : w_1 = w_2 = 0. 
\]
The curve $C_t^3$ splits into three curves $C_t^{12}$, which is the central node, and $C_t'^{3\pm}$, which is given by the
two roots of the curve:

$$
C_t' \rightarrow C_t^{13} + C_t'^{3+} + C_t'^{3-} \quad (C_{t^\pm} : w_2 = c_1 w_2^3 x^3 + \tilde{a}_2 tw_2 x + st^2 = 0). \tag{13.104}
$$

From this specialization, we can compute the weights of the curves to see what charged matter we
have in the five-dimensional theory.

<table>
<thead>
<tr>
<th></th>
<th>$D_0^2$</th>
<th>$D_1^2$</th>
<th>$D_0'$</th>
<th>$D_1'$</th>
<th>$D_2'$</th>
<th>$D_1'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0^t$</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 $C_{t^3}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$C_2^t$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>$C_t'^{3+} + C_t'^{3-}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>-2</td>
<td></td>
</tr>
</tbody>
</table>

For the curve $C_t^{13}$, the weight is computed to be $[2, -1, 0]$, and this corresponds to the representation
15, which is the adjoint representation of $\mathfrak{su}(4)$. The curves $C_t'^{3\pm}$ each carries the weight $[-1, 0, 1]$ that corresponds to the representation 6, which is the antisymmetric representation of $\mathfrak{su}(4)$. Since these two curves are nonsplit, when we compute the weight of them together as $C_t' = C_t'^{3+} + C_t'^{3-}$, the representation is $20'$. Since the locus is away from $s_{C_t} = 0$, it is uncharged on the side for $\mathfrak{su}(2)$ and hence the representation for the whole product group $\mathfrak{su}(2) \times \mathfrak{su}(4)$ is $(1, 6)$. 
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At the collision of both $S$ and $T$,

\[
\begin{align*}
C_s^0 \cap C_t^0 : & \quad s = t = w_2 y^2 + \ldots \rightarrow \eta^{00}, \\
C_s^1 \cap C_t^0 : & \quad e_1 = t = w_3 y + a_1 x = o \rightarrow \eta^{10}, \\
& \quad e_1 = t = y = o \rightarrow \eta^{10y}, \\
C_s^1 \cap C_t^1 : & \quad e_1 = w_1 = w_2 y + a_1 x = o \rightarrow \eta^{11}, \\
C_s^1 \cap C_t^2 : & \quad e_1 = w_3 = w_3 y^2 + x(a_1 y - w_5 st^2) = o \rightarrow \eta^{12}, \\
C_s^1 \cap C_t^3 : & \quad e_1 = w_2 = a_1 y - w_1 t(a_2 w_3 x + st) = o \rightarrow \eta^{13}.
\end{align*}
\]

The fiber structure for this collision is an $I_6^8$ fiber, as depicted in Figure 13.10.

In order to compute the weights for this collision of $su(2) \times su(4)$, we need to investigate the splittings of the curves from $C_i^i (i = 0, 1)$ and $C_i^i (i = 0, 1, 2, 3)$. We find that

\[
\begin{align*}
C_s^0 \rightarrow & \quad \eta^{00}, \\
C_s^1 \rightarrow & \quad \eta^{10} + \eta^{01} + \eta^{12} + \eta^{13}, \\
C_t^0 \rightarrow & \quad \eta^{00} + \eta^{10} + \eta^{10y}, \\
C_t^1 \rightarrow & \quad \eta^{11}, \\
C_t^2 \rightarrow & \quad \eta^{12}, \\
C_t^3 \rightarrow & \quad \eta^{13}.
\end{align*}
\]
Using linear relations, the intersection numbers between the curves and the Cartan divisors are computed below. Since $\eta^{00}$, $\eta^{11}$, $\eta^{12}$, and $\eta^{13}$ are obtained directly from $C_{s_0}$, $C_{t_1}$, $C_{t_2}$, and $C_{t_3}$ without modifications, the only curves in consideration are $\eta^{10}$ and $\eta^{10'}$ and we get

\[
\begin{array}{cccccccc}
& D_0' & D_1' & D_0 & D_1 & D_2 & D_3 & D_4 \\
\eta^{00} & -2 & 2 & 0 & 0 & 0 & 0 & 0 \\
\eta^{10} & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
\eta^{10'} & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
\eta^{11} & 0 & 0 & 1 & -2 & 1 & 0 & 0 \\
\eta^{12} & 0 & 0 & 0 & 1 & -2 & 1 & 0 \\
\eta^{13} & 0 & 0 & 1 & 0 & 1 & -2 & 0 \\
\end{array}
\]

Note that for $\mathfrak{su}(2)$, we only get the weight $[i]$, which is in the representation $2$. On the other hand, for $\mathfrak{su}(4)$, $\eta^{10}$ gives the weight $[-1, 0, 0]$ and $\eta^{10'}$ gives the weight $[0, 0, -1]$. These are in representations $\mathbf{3}$ and $\mathbf{4}$ respectively. Thus, we get the bifundamentals $(2, 4) \oplus (2, \mathbf{4})$ for our product group $\mathfrak{su}(2) \times \mathfrak{su}(4)$.

The representations with respect to $(\mathfrak{su}(2), \mathfrak{su}(4))$ from this $I_2^{31} + I_4^3$-model with the Mordell-Weil group $\mathbb{Z}_2$ are summarized in Table 13.13 below. Here we denoted weights as $[\psi; \phi_1, \phi_2, \phi_3]$, where $[\psi]$ is the weight for the $\mathfrak{su}(2)$ and $[\phi_1, \phi_2, \phi_3]$ is the weight for the $\mathfrak{su}(4)$. 
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Locus \( tw_1w_2 = 0 \)  

<table>
<thead>
<tr>
<th>Curves</th>
<th>( C_{13} )</th>
<th>( C_{3}^{'} )</th>
<th>( \eta^{10} )</th>
<th>( \eta^{10'y} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weights</td>
<td>([0; 2, -1, 0])</td>
<td>([0; -1, 0, 1])</td>
<td>([1; -1, 0, 0])</td>
<td>([1; 0, 0, -1])</td>
</tr>
<tr>
<td>Representations</td>
<td>((1, 15))</td>
<td>((1, 6))</td>
<td>((2, 4))</td>
<td>((2, 4))</td>
</tr>
</tbody>
</table>

Table 13.13: Weights and representations for the \( l^{ns}_2 + l^{4}_4 \)-model with the Mordell-Weil group \( \mathbb{Z}_2 \).

We have identified the charged matters for the product group \( g = su(2) \times su(4) \) to be

\[
R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6). \tag{13.109}
\]

When \( a_1 = 0 \), \( \eta^{10} \) and \( \eta^{13} \) split and \( \eta^{11} \) produces a curve that intersects with three curves. The splittings of the curves when \( a_1 = 0 \) is

\[
\begin{align*}
\eta^{10} & \rightarrow \eta^{103} + \eta^{10'y}, \\
\eta^{11} & \rightarrow \eta^{113}, \\
\eta^{13} & \rightarrow \eta^{103} + \eta^{113} + \eta^{13'},
\end{align*}
\]

\[
\begin{align*}
\eta^{103} : e_1 = t = w_2 = 0, & \quad \eta^{10'y} : e_1 = t = y = 0, \\
\eta^{113} : e_1 = w_1 = w_2 = 0, & \quad \eta^{11'y} : e_1 = w_2 = \bar{a}_2w_3x + st = 0.
\end{align*}
\]

This new fiber structure when \( a_1 = 0 \) is the diagram in the third row of Figure 13.10. The intersection numbers between the new curves of this enhancement and the fibral divisors of \( l^{ns}_2 \) and \( l^{4}_4 \) are
The weight of the curve $\eta^{103}$ is $[0; -1, 0, 1]$, which corresponds to the representation $(1, 6)$. The
curve $\eta^{10y}$ is the same as before but with a degeneracy of two, with the weight $[1; 0, 0, -1]$ that cor-
responds to the representation $(2, 4)$. The curve $\eta^{113}$ carries the same weight as the curve $\eta^{12}$ earlier
due to the linear relation, yielding the weight $[0; 2, -1, 0]$, which corresponds to the representation
$(1, 15)$. The weight of the curve $\eta^{13'}$ is then computed as $[0; -1, 0, 1]$, which corresponds to the rep-
resentation $(1, 6)$. Interestingly, all the new curves are in the adjoint representation of $\mathfrak{su}(4)$ and
uncharged under $\mathfrak{su}(2)$. Consider when $a_1 = \tilde{a}_2 = 0$, which produces a codimension-four special-
ization. The only curve that transforms is

$$\eta^{13'} \to \eta^{103} : c_1 = t = w_2 = 0,$$  \hspace{1cm} (13.112)

which changes the geometry into the bottom diagram of Figure 13.10.
Figure 13.10: Fiber structure of $I_{12}^4 + I_{14}^4$ with a Mordell-Weil group $\mathbb{Z}_2$. The diagrams on the top are the Kodaira fibers of type $I_{12}^4$ and $I_{14}^4$. When they collide on the locus $w_1 = tw_2w_3w_4 = 0$, we get the fiber structure of the collision of $I_{12}^4$ and $I_{14}^4$ as a hexagon drawn in the middle. This enhancement has two newly split curves $g^{20}$ and $g^{103}$ that give the representations $(2, 4) \oplus (2, 3)$. When $a_1 = 0$, this hexagon further specializes to the diagram on the third row. When $a_1 = 2a_2 = 0$, this further specializes into the diagram on the bottom.
13.4.2 Coulomb phases

We determine the chamber structures by considering the weights that are sign indefinite. First we find the weights that constrain the chamber structures. Denote \( \mathfrak{su}(2) \) by \( \psi \) and denote \( \mathfrak{su}(4) \) by \( [\phi_1, \phi_2, \phi_3] \). For \((1, 6)\), there is nothing charged under \( \mathfrak{su}(2) \) and thus we only have one relation coming from the representation 6:

\[-\phi_1 + \phi_3. \quad (13.113)\]

From the representation \((2, 4)\), we have the following relations:

\begin{align*}
\psi - \phi_1 + \phi_2, & \quad \psi - \phi_2 + \phi_3, & \quad \psi - \phi_3, & \quad -\psi + \phi_1, & \quad -\psi - \phi_1 + \phi_2, & \quad -\psi - \phi_2 + \phi_3. \quad (13.114) \\
\end{align*}

Lastly, the representation \((2, 4)\) gives the following relations:

\begin{align*}
\psi + \phi_2 - \phi_3, & \quad \psi + \phi_1 - \phi_2, & \quad \psi - \phi_1, & \quad -\psi + \phi_3, & \quad -\psi + \phi_2 - \phi_3, & \quad -\psi + \phi_1 - \phi_2. \quad (13.115) \\
\end{align*}

Compositing all these relations, we have a total of seven independent relations that are given by

\begin{align*}
-\phi_1 + \phi_3, & \quad \psi - \phi_1 + \phi_2, & \quad \psi - \phi_2 + \phi_3, & \quad -\psi + \phi_1, & \quad -\psi - \phi_1 + \phi_2, & \quad -\psi - \phi_2 + \phi_3, & \quad -\psi + \phi_3. \quad (13.116) \\
\end{align*}

We can compute the region of the Weyl chamber from the Cartan Matrix:
Thus the Weyl chamber is defined by the hyperplanes

$$
\begin{align*}
\psi > 0, & \quad 2\phi_1 - \phi_2 > 0, & \quad -\phi_1 + 2\phi_2 - \phi_3 > 0, & \quad -\phi_2 + 2\phi_3 > 0. \\
\end{align*}
$$

(13.117)

The weights corresponding to the seven entries in equation (13.116) are composited into a vector

$$
\nu = (\nu_3, \nu_4, \nu_5, \nu_6, \nu_7, \nu_8, \nu_9),
$$

(13.118)

where each weight is written in the form of a sign vector \([\psi; \phi_1, \phi_2, \phi_3]\):

\[
\begin{align*}
\nu_3 &= [0; -1, 0, 1], & \nu_4 &= [1; -1, 1, 0], & \nu_5 &= [1; 0, -1, 1], & \nu_6 &= [-1; 1, 0, 0], \\
\nu_7 &= [-1; -1, 1, 0], & \nu_8 &= [-1; 0, -1, 1], & \nu_9 &= [-1; 0, 0, 1],
\end{align*}
\]

(13.119)

(13.120)

with 1 denoting the entry to be positive and 0 denoting the entry to be negative. Then we get total
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twelve different chambers, which are denoted by their weight vector:

\[
\begin{align*}
5ab^- (0110000) & & 5ab^+ (1110000) \\
4ab^- (0111000) & & 4ab^+ (1110001) \\
3ab^- (0110101) & & 3ab^+ (1110101) \\
2ab^- (0111001) & & 2ab^+ (1111001) \\
1a^- (0001001) & & 1b^- (0101101) \\
1b^- (0101001) & & 1b^+ (1101101) \\
1a^+ (1111111)
\end{align*}
\]

\textbf{Figure 13.11:} This is the chamber structure of the $I_{12}^{(1)} + I_{4}^{(1)}$-model with a Mordell-Weil group $\mathbb{Z}_2$ in a planar diagram.
The triple intersection polynomial is computed for the $\Pi_2^{2\ast}+\Pi_4^{4\ast}$-model with the Mordell-Weil group $\mathbb{Z}_2$ in the crepant resolution that we geometrically obtained earlier. We note that the triple intersection is identical to the one we computed for the $\Pi_2^{2\ast}+\Pi_4^{4\ast}$-model with a trivial Mordell-Weil group:

$$F_{\text{trip}} = -8 (6L^2 - 5LT + T^2) \psi_1^3 + 4 T(L - T) \left( \phi_1^1 + \phi_2^1 \right) + 2T(L - 2T) \phi_3^3$$

$$+ 3T(T - 2L) \phi_2^2 \left( \phi_1 + \phi_3 \right) + 3LT \phi_2 \left( \phi_2^2 + \phi_3^2 \right)$$

$$- 6LT \phi_1 \phi_3 + 6LT \phi_2 \phi_2 \phi_3 + 12T(T - 2L) \phi_1 \left( \phi_2^2 - \phi_2 \phi_1 + \phi_3^2 + \phi_3 - \phi_2 \phi_3 \right)$$

$$- 8(2L - T)(3L - 2T) \psi_0^3 - 24(2L - T)(T - L) \psi_0 \psi_1 \psi_3 + 24L(2L - T) \psi_0 \psi_2 - 4LT \phi_0^3$$

$$+ 3T \phi_0 \left( 2 \phi_1 \left( L \phi_3 + 2(2L - T) \psi_1 \right) + (2T - 3L) \phi_2^2 + (2T - 3L) \phi_3^2 - 4(2L - T) \left( \psi_0 - \psi_1 \right)^2 \right)$$

$$+ 12T(2L - T) \phi_0 \phi_1 \phi_3 + (2L - T) \phi_0^2 \left( -4 \psi_1 + \phi_1 + \phi_3 \right).$$

(13.122)

For this split model with $\mathbb{Z}_2$, the representation is

$$R = (3, 1) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6) \oplus (1, 15).$$

(13.123)
Then the prepotential for this model in the chamber $5ab^+$ is given as

$$6\mathcal{F}_{\text{IMS}} = -8(n_{1,15} - 1)\phi_1^3 - (8n_{1,15} - 8)\phi_2^3 - 2(4n_{1,15} + n_{1,6} - 4)\phi_3^3$$

$$- 4(n_{2,4} + n_{2,\bar{4}} + 2n_{3,1} - 2)\psi_1^3 + \frac{3}{2}(4n_{1,15} - 2n_{1,6} - 4)\phi_2^5(\phi_1 + \phi_3)$$

$$- \frac{3}{2}(-2n_{1,6})\phi_2(\phi_1^5 + \phi_3^5) - 6n_{1,6}\phi_1^3\phi_3 - 6n_{1,6}\phi_1\phi_2\phi_3$$

$$- 6(n_{2,4} + n_{2,\bar{4}})\psi_1(\phi_1^5 - \phi_1\phi_2 + \phi_2^5 + \phi_3^5 - \phi_2\phi_3).$$

(13.124)

In order to compute the number of representations $n_R$, we take the triple intersection number to be the same as the prepotential. This fixes every $n_R$ except $n_{2,4}$ and $n_{2,\bar{4}}$, as only their sum is fixed by

$$n_{2,4} + n_{2,\bar{4}} = ST.$$  

(13.125)

Using the fact that $n_{2,4} = n_{2,\bar{4}}$, we conclude the number of representations to be

$$n_{3,1} = \frac{1}{4}(2LS + S^2 - 2ST + 4) = 6L^2 - 7LT + 2T^2 + 1, \quad n_{2,4} = n_{2,\bar{4}} = \frac{1}{2}ST = T(2L - T),$$

$$n_{1,6} = -3LT + ST + 2T^2 = LT, \quad n_{1,15} = \frac{1}{2}(-LT + T^2 + 2).$$

(13.126)

When the Calabi-Yau condition, $L = -K$,

$$n_{3,1} = gS, \quad n_{1,15} = gT.$$  

(13.127)
13.4.4 $6d \mathcal{N} = (1, 0)$ ANOMALY CANCELLATION

In this section, we consider an $I_5^m + I_4^n$-model with the Mordell-Weil group $\mathbb{Z}_2$. Then, the gauge algebra is given by

$$\mathfrak{g} = A_1 + A_3,$$  \hspace{1cm} (13.128)

and the representation is geometrically computed in Section 13.4 to be

$$\mathbf{R} = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6).$$  \hspace{1cm} (13.129)

Then, the number of vector multiplets $n_{V'}^{(6)}$, tensor multiplets $n_T$, and hypermultiplets $n_H$ are

$$n_{V'}^{(6)} = 18, \quad n_T = 9 - K^2,$$

$$n_H = b^2(1) + 1 + n_{3,3}(3 - 1) + n_{2,4}(8 - 0) + n_{2,3}(8 - 0) + n_{1,6}(6 - 0) + n_{1,15}(15 - 3)$$

$$= 17K^2 + 18KT + 6T^2 + 15.$$  \hspace{1cm} (13.130)

We see that

$$n_H - n_{V'}^{(6)} + 29n_T - 273 = 0.$$  \hspace{1cm} (13.131)
so we can conclude that the pure gravitational anomalies are canceled. We recall that the number of representations are

\[
n_{3,1} = (2K + T)(3K + 2T) + 1, \quad n_{2,4} = n_{2,4} = -T(2K + T), \quad n_{1,6} = -KT, \quad n_{1,15} = \frac{1}{2}(KT + T^2 + 2).
\]

We use the trace identities for SU(2), given by equations (13.53), and the trace identities for SU(4) to compute the remainder terms of the anomaly polynomial. For SU(4), the trace identities are given by

\[
\begin{align*}
\text{tr}_{15} F^a_2 &= 8 \text{tr}_4 F^a_2, \\
\text{tr}_{15} F^a_4 &= 8 \text{tr}_4 F^a_2 + 6(\text{tr}_4 F^a_2)^2, \\
\text{tr}_6 F^a_2 &= 2 \text{tr}_4 F^a_2, \\
\text{tr}_6 F^a_4 &= -4 \text{tr}_4 F^a_2 + 3(\text{tr}_4 F^a_2)^2.
\end{align*}
\]

We first compute the SU(2) side contribution of the anomaly polynomials. The number of representations \( n_R \) are then identified as

\[
n_3 = n_{3,1}, \quad n_2 = 4(n_{2,4} + n_{2,4}).
\]

Hence, \( X^{(2)}_1 \) and \( X^{(4)}_1 \) are given by

\[
X^{(2)}_1 = (A_3(1 - n_3) - n_2 A_2) \text{tr}_2 F^a_2 = -12K(2K + T)\text{tr}_2 F^a_2
\]
\[
X_i^{(4)} = (B_j (1 - n_j) - n_2 B_2) \text{tr}_2 F_i^2 + (C_j (1 - n_j) - n_2 C_2) (\text{tr}_2 F_i^2)^2
\]
\[
= -12 (2K + T)^2 (\text{tr}_2 F_i^2)^2.
\]

Now consider the contribution from the SU(4) side of the anomaly cancellation. We determine the number of representations to be

\[
n_4 = 2(n_{2,4} + n_{2,\bar{4}}), \quad n_6 = n_{6,1}, \quad n_{15} = n_{15,1}.
\]

Hence, \(X_2^{(2)}\) and \(X_2^{(4)}\) are given by

\[
X_2^{(2)} = (A_{15} (1 - n_{15}) - n_6 A_6 - n_4 A_4) \text{tr}_4 F_2^2 = 6 KT \text{tr}_4 F_2^2
\]
\[
X_2^{(4)} = (B_{15} (1 - n_{15}) - n_6 B_6 - n_4 B_4) \text{tr}_4 F_2^2 + (C_{15} (1 - n_{15}) - n_6 C_6 - n_4 C_4) (\text{tr}_4 F_2^2)^2
\]
\[
= -3 T^2 (\text{tr}_4 F_2^2)^2
\]

Since we have a semisimple group with two simple components, we must include the additional mixed term

\[
Y_{12} = (n_{2,4} + n_{2,\bar{4}}) \text{tr}_2 F_1^2 \text{tr}_4 F_2^2
\]

(13.140)

to fully consider the bifundamental representation \((2, 4)\). As a result, the full anomaly polynomial is
given by

\[ I_8 = \frac{9 - nT}{8} \left( \text{tr} R^2 \right)^2 + \frac{1}{6} \left( X_1^{(2)} + X_2^{(2)} \right) \text{tr} R^2 - \frac{2}{3} \left( X_1^{(4)} + X_2^{(4)} \right) + 4Y_{12} \]

\[ = \frac{1}{8} \left( K \text{tr} R^2 - 16Ktr_4F_2^8 - 8tr_4F_2^8 + 4tr_4F_1^8 \right)^2, \tag{13.141} \]

which is a perfect square. Hence, we can conclude that the anomalies are all canceled when uplifted to a six-dimensional \( \mathcal{N} = (1, 0) \) theory.

### 13.5 SU(2) × SU(4)-model

We consider an SU(2) × SU(4)-model with a trivial Mordell-Weil group. The Weierstrass equation for \( I_{ns}^2 + I_4^4 \) is

\[ y^2 + a_1xyz = x^3 + \tilde{a}_2t^2x + \tilde{a}_4t^4xz^3 + \tilde{a}_6t^6x^3. \tag{13.142} \]

The discriminant for this model is

\[ \Delta = -s^2t^4 \left[ \left( a_1^2 + 4\tilde{a}_2t \right)^2(a_1^2\tilde{a}_4 + 4\tilde{a}_2\tilde{a}_6t - \tilde{a}_4^2) - 8st^2(9a_1^2\tilde{a}_4\tilde{a}_6 + 36\tilde{a}_2\tilde{a}_4\tilde{a}_6t - 8\tilde{a}_4^3 - 54\tilde{a}_2^2s^2t^2) \right]. \tag{13.143} \]

The corresponding gauge group \( G \) and the representation \( R \) are respectively

\[ G = \text{SU}(2) \times \text{SU}(4), \quad R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (1, 6) \oplus (2, 1) \oplus (1, 4) \oplus (1, 4). \tag{13.144} \]
The representation $R$ is derived geometrically in the next subsection. The following sequence of
blowups gives a crepant resolution:

\[
X_0 \leftarrow (x,y,t|e_1) X_1 \leftarrow (x,y,t|w_1) X_2 \leftarrow (y,w_1|w_2) X_3 \leftarrow (x,w_2|w_3) X_4. \tag{13.145}
\]

Note that unlike other models, this required one more blowup to fully resolve the singularities. The
proper transform is

\[
w_2y^2 + a_1xy = w_1(e_1w_2^3x^3 + \tilde{a}_2w_3tx^2 + \tilde{a}_4st^2x + \tilde{a}_6w_1w_2^2t^4), \tag{13.146}
\]

where the relative projective coordinates are given by

\[
[e_1w_1w_2w_3^3 : e_1w_1w_2^3w_3^2y : z = 1][w_1w_2w_3^3 : w_1w_2^3w_3^2y : s][w_3x : w_2w_3y : t][y : w_1][x : w_2]. \tag{13.147}
\]
13.5.1 Fiber structure

This model has the following fibral divisors that correspond to their curves:

\[
\begin{align*}
D'_0 & : s = w_2y^2 + a_1 xy - w_1 w_3 x^2(e_1 w_3 x + \bar{a}_1 t) = 0, \\
D'_1 & : e_1 = w_2 y^2 + a_1 xy - w_1 t(\bar{a}_2 w_3 x^3 + \bar{a}_4 s t x + \bar{a}_6 w_1 w_2 s^2 t) = 0, \\
D'_2 & : t = w_2 y^2 + a_1 xy - e_1 w_3 x^3 = 0, \\
D'_3 & : w_1 = w_2 y + a_1 x = 0, \\
D'_4 & : w_3 = w_2 y^2 + a_1 xy - w_5 s t^2(\bar{a}_4 x + \bar{a}_6 w_1 w_2 s t^2) = 0, \\
D'_5 & : w_2 = a_1 y - w_1 (e_1 w_3 x^2 + \bar{a}_2 w_3 t x + \bar{a}_4 t^2) = 0.
\end{align*}
\]

The generic fiber of \(D^*_1\) is a conic that degenerates into two lines over its discriminant locus \(V(a^*_2 \bar{a}_6 + 4 \bar{a}_2 \bar{a}_4 t - \bar{a}_4^2)\). The the resulting fiber is of type \(I_{1^n}^*\) and the curves \(C^*_1 \to C^*_1 + C^*_1\) yield weights of the fundamental representation of \(A_1\). The intersection numbers between the curves and the fibral divisors of \(I_{1^n}^*\) are

\[
\begin{array}{c|cccccc}
C^*_1 & C^*_1 & C^*_1 & C^*_1 & C^*_1 & C^*_1 & C^*_1 \\
-2 & 2 & 0 & 0 & 0 & 0 & 0 \\
C^*_{1\pm} & 1 & -1 & 0 & 0 & 0 & 0 \\
C^*_1 + C^*_1 & 2 & -2 & 0 & 0 & 0 & 0 \\
\end{array}
\]
At the intersection of $S$ and $T$, we get a fiber of type $I^6_s$. Its components are

\[
\begin{align*}
C_0 \cap C_1' & : t = w_1 = w_3y + a_4x = 0, \\
C_1' \cap C_2' & : w_1 = w_3 = w_2y + a_4x = 0, \\
C_2' \cap C_3' & : w_2 = w_3 = a_4y - \tilde{a}_4w_3t^2 = 0, \\
C_3' \cap C_0' & : t = w_2 = a_4y - \varepsilon_1w_1w_3^2x^2 = 0.
\end{align*}
\]

This specializes to an $I^6_s$ when $a_1 = 0$, just like the other model (with the Mordell-Weil group $\mathbb{Z}_2$) in the previous section. The curve $C_3'$ specializes into the central node $C_{13}$ where

\[
C_{13}' : w_1 = w_2 = 0.
\]

The curve $C_3'$ splits into the three curves $C_{13}$, which is the central node, and $C_{3\pm}'$, which is given by the two roots of the curve

\[
C_{3\pm}' : w_2 = \varepsilon_1w_1^2x^2 + \tilde{a}_2w_3tx + \tilde{a}_4t^2 = 0.
\]

Thus we establish a Kodaira fiber of type $I^{6\ast}_s$ when $a_1 = 0$. This is expected as this is exactly the specialization under the same condition from the other model.

Since the locus of this specialization happens when $tw_1w_2w_3 = 0$ but away from the locus of $s\varepsilon_1 = 0$, there is no charged matter under $su(2)$. Then we can compute the intersection numbers.
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between the curves and the fibral divisors of $I_3^*$, from the splitting of the curves

\[
\begin{aligned}
C_i' & \rightarrow C_{i3}', \\
C_3' & \rightarrow C_{i3} + C_{3+}' + C_{3-}',
\end{aligned}
\]

(13.153)

where $C_{3\pm}'$ are of a non-split type:

<table>
<thead>
<tr>
<th></th>
<th>$D_0^s$</th>
<th>$D_1^s$</th>
<th>$D_0^t$</th>
<th>$D_1^t$</th>
<th>$D_2^t$</th>
<th>$D_3^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0'$</td>
<td>o</td>
<td>o</td>
<td>-2</td>
<td>1</td>
<td>o</td>
<td>1</td>
</tr>
<tr>
<td>$C_{13}'$</td>
<td>o</td>
<td>o</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>o</td>
</tr>
<tr>
<td>$C_2'$</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>1</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>$C_{3+}' + C_{3-}'$</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>2</td>
<td>o</td>
<td>-2</td>
</tr>
</tbody>
</table>

For the curve $C_{13}'$, the weight is computed to be $[2, -1, 0]$, which corresponds to the representation $15$. The curves $C_{3\pm}'$ each carries the weight $[-1, 0, 1]$ that yields the representation $6$, which is the fundamental representation of $\mathfrak{so}(6)$. Since these two curves are nonsplit, when we compute the weight of them together as $C_1' = C_{3+}' + C_{3-}'$, the weight is given by $[-2, 0, 2]$; the representation is then computed as $20'$. Since the locus is away from $\mathcal{S}_1 = 0$, it is uncharged on the side for $\mathfrak{su}(2)$ and hence the representation for the whole product group $\mathfrak{su}(2) \times \mathfrak{su}(4)$ is $(1, 6)$. It is important to note that the representation we get from the specialization to an $I_0^{*\nu}$ is the same for all $6$, $15$, and $20'$ with the previous model (with the Mordell-Weil group $\mathbb{Z}_2$). This has a codimension-three specialization.
when \( a_1 = \tilde{a}_4 = 0 \). The curves split as

\[
\begin{align*}
\{ & C'_2 \rightarrow C_{23} + C'_{2\pm}, \\
& C'_{3\pm} \rightarrow C_{23} + C'_3, \}
\end{align*}
\]

where the new curves are given by

\[
\begin{align*}
C'_{23} &: w_2 = w_3 = 0, \\
C'_{2\pm} &: w_3 = y^2 - \tilde{a}_6 w_1^2 s^6 t^4 = 0, \\
C'_3 &: w_2 = e_i w_3 x + \tilde{a}_2 t = 0.
\end{align*}
\]

This gives the codimension three enhancement, which has a different fiber structure as presented in Figure 13.12. Using these splittings of the curve, we compute the intersection numbers between the curves and the fibral divisors of \( I_{14} \) to be

<table>
<thead>
<tr>
<th>( D'_0 )</th>
<th>( D'_1 )</th>
<th>( D'_0' )</th>
<th>( D'_1' )</th>
<th>( D'_2' )</th>
<th>( D'_3' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C'_0 )</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>( C'_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>( 2 , C'_{13} )</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-4</td>
<td>0</td>
</tr>
<tr>
<td>( 2 , C'_{23} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>( C'<em>{2+} + C'</em>{2-} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
</tr>
</tbody>
</table>

(13.156)
The new curves are $C'_t$, which gives the weight $[-2, 0, 2]$, $C_{t23}$, which gives the weight $[0, -1, 1]$, and $C'_{t\pm}$, which individually gives the weight $[0, 1, -1]$. They respectively correspond to the representations $20', 4$, and $4$. When we consider the two non-split type curves together as $C'_t = C'_{t+} + C'_{t-}$, the weight is then $[0, 2, -2]$ which yields the representation $20$.

This model with a trivial Mordell-Weil group has an additional specialization from $I_{s4}$ to an $I_{s5}$ when $\tilde{a}_1\tilde{a}_6 - \tilde{a}_4^2 = 0$. Under this condition, the curve $C'_t$ splits into two curves $C''_t$ and $C'''_t$ as

$$\begin{cases}
C'_t : w_3 &= w_2y^2 + a_1xy - w_1st^2(\tilde{a}_4x + \tilde{a}_6w_1w_2st^2) \\
&= \frac{1}{a_1}(a_1y - \tilde{a}_4w_1st^2)(a_2w_2y + a_1^2x - w_1w_2st^2) = 0; \\
C''_t : w_3 &= a_1y - \tilde{a}_4w_1st^2 = 0, \\
C'''_t : w_3 &= a_2w_2y + a_1^2x - w_1w_2st^2 = 0.
\end{cases}$$

(13.157)

Thus, the fiber structure becomes an $I_{s1}^4$, which is represented in Figure 13.12.

Based on the splitting of the curve $C'_t$ where $C'_0$, $C'_1$, and $C'_3$ remain the same, the intersection numbers between the curves and the fibral divisors of $I_{s4}^1$ are computed to determine the weights of the new curves:
The weights of the curves are $[\mathbb{-1}, 1, 0]$ for the curve $C'_2$ and $[0, 1, -1]$ for the curve $C''_2$. They give the representations 4 and $\overline{7}$ respectively. Since this collision is away from the locus of $se_1 = 0$, where the divisors of $\mathfrak{su}(2)$ sit, there is no matter is charged under $\mathfrak{su}(2)$. We therefore get $(1, 4) \oplus (1, 7)$ for the charged matter.

In order to consider the collision of two types of Kodaira fibers, we need to enforce both $se_1 = tw, w_2 = 0$. Then we can get the following curves:

$$
\begin{align*}
\left\{ \begin{array}{l}
C_0 \cap C'_0 : & s = w_2y^2 + a_4xy - e_1w_1w_2^2x^3 = 0 \to \eta^{00}, \\
C'_0 \cap C_0 : & e_1 = t = w_3y + a_4x = 0 \to \eta^{10}, \\
C'_1 \cap C_1 : & e_1 = w_1 = w_2y + a_4x = 0 \to \eta^{11}, \\
C'_1 \cap C'_2 : & e_1 = w_1 = w_2y^2 + a_4xy - w_1st^2(\bar{a}_4x + \bar{a}_6w_1w_2st^2) = 0 \to \eta^{12}, \\
C'_1 \cap C'_3 : & e_1 = w_1 = a_4y - w_1t(\bar{a}_2w_3x + \bar{a}_4st) = 0 \to \eta^{13}.
\end{array} \right.
\end{align*}
(13.158)
$$
The fiber structure is given by the diagram in the second row of Figure 13.12. This has identical structure to the $I_{2}^{m} \cap I_{4}^{d}$-model with the $\mathbb{Z}_{2}$ Mordell-Weil group.

The representations with respect to $(\mathrm{su}(2), \mathrm{su}(4))$ from this $I_{2}^{m} \cap I_{4}^{d}$-model with a trivial Mordell-Weil group are summarized in Table 13.14 below. Here we denote weights as $[\psi; \varphi_1, \varphi_2, \varphi_3]$, where $[\psi]$ is the weight for the $\mathrm{su}(2)$ and $[\varphi_1, \varphi_2, \varphi_3]$ is the weight for the $\mathrm{su}(4)$.

<table>
<thead>
<tr>
<th>Locus</th>
<th>$tw_1w_2 = 0$</th>
<th>$sc_1 = tw_1w_2 = 0$</th>
<th>$sc_1 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curves</td>
<td>$C_3$</td>
<td>$C_{15}^{15}$</td>
<td>$C_2'$</td>
</tr>
<tr>
<td>Weights</td>
<td>$[0; 2, -1, 0]$</td>
<td>$[0; 2, 1, -1]$</td>
<td>$[0; -1, 1, 0]$</td>
</tr>
<tr>
<td>Rep</td>
<td>$(1, 15)$</td>
<td>$(1, 6)$</td>
<td>$(1, 4)$</td>
</tr>
</tbody>
</table>

Table 13.14: Weights and representations for the $I_{2}^{m} \cap I_{4}^{d}$-model with a trivial Mordell-Weil group.

This model has an additional $(2, 1) \oplus (1, 4) \oplus (1, 4)$ compared to the representations of the $I_{2}^{m} \cap I_{4}^{d}$-model with the $\mathbb{Z}_{2}$ Mordell-Weil group:

$$R = (3, 1) \oplus (1, 15) \oplus (2, 4) \oplus (2, 4) \oplus (1, 6) \oplus (2, 1) \oplus (1, 4) \oplus (1, 4).$$

When $a_1 = 0$, $R^0$ and $R^{15}$ split and $R^m$ produces a curve that intersects with three curves. The
splittings of the curves when \( a_1 = 0 \) are

\[
\begin{align*}
\eta^{10} & \rightarrow \eta^{103} + \eta^{10y}, \\
\eta^{11} & \rightarrow \eta^{113}, \\
\eta^{13} & \rightarrow \eta^{103} + \eta^{113} + \eta^{13'},
\end{align*}
\]

(13.160)

where the new fibers are given by

\[
\begin{align*}
\eta^{103} : e_1 = t = w_2 = 0, \\
\eta^{10y} : e_1 = t = y = 0, \\
\eta^{113} : e_1 = w_1 = w_2 = 0, \\
\eta^{13'} : e_1 = w_2 = \tilde{a}_2 w y x + \tilde{a}_4 t = 0.
\end{align*}
\]

(13.161)

This new fiber structure when \( a_1 = 0 \) is the diagram in the third row of Figure 13.12 as it is the same with the \( I_{2}^{2}+I_{4}^{4} \)-model with the Mordell-Weil group \( \mathbb{Z}_2 \).

Consider when \( a_1 = \tilde{a}_2 = 0 \), which produces a codimension-four specialization. The only curve that transforms is

\[
\eta^{13'} \rightarrow \eta^{103} : e_1 = t = w_2 = 0,
\]

(13.162)

thus changing the geometry into the bottom left diagram of Figure 13.12.

Consider when \( a_1 = \tilde{a}_4 = 0 \), which produces a codimension-four specialization. The only curve
that transforms is

\[ \eta^{13} \rightarrow \eta^{123}, \quad \text{and} \quad \eta^{13} \rightarrow \eta^{123} + \eta^{12} + \eta^{12''}, \]  
(13.163)

where the three new curves are given by

\[ \eta^{123}: e_1 = w_2 = w_3 = 0, \quad \eta^{12} : e_1 = w_3 = y + w_{1st}^2 = 0, \quad \eta^{12''} : e_1 = w_3 = y - w_{1st}^2 = 0. \]
(13.164)

thus changing the geometry into the bottom right diagram of Figure 13.12.
Figure 13.12: Fiber structure of \( I_{ns}^2 + I_{ns}^4 \) with a trivial Mordell-Weil group. This is the Ćber structure of the collision of \( I_{ns}^2 \) and \( I_{ns}^4 \), which are drawn on the top, with a trivial Mordell-Weil group. The hexagon on the locus \( s_1 = tw_1w_2w_3 = 0 \) from the \( I_{ns}^2 + I_{ns}^4 \)-model with the Mordell-Weil group \( \mathbb{Z}_2 \) is identical to the hexagon for this model. This enhancement has two newly split curves \( \eta_{10} \) and \( \eta_{10}y \), giving the representations \((2, 4) \oplus (2, 2)\). When \( a_1 = 0 \), this hexagon specializes to the diagram on the third row. When \( a_1 = \tilde{a}_2 = 0 \), this further specializes into the diagram on the bottom left. When \( a_1 = \tilde{a}_4 = 0 \), we get the diagram on the bottom right.
13.5.2 Coulomb phases

Using the notation of \([\psi; \phi_1, \phi_2, \phi_3]\), the nine independent weights for these representations are given by

\[
\begin{align*}
\varpi_1 &= [0; -1, 1, 0], & \varpi_2 &= [0; 0, 1, -1], & \varpi_3 &= [0; -1, 0, 1], \\
\varpi_4 &= [1; -1, 1, 0], & \varpi_5 &= [1; 0, -1, 1], & \varpi_6 &= [-1; 1, 0, 0], \\
\varpi_7 &= [-1; -1, 1, 0], & \varpi_8 &= [-1; 0, -1, 1], & \varpi_9 &= [-1; 0, 0, 1].
\end{align*}
\] (13.165)

The first two weights are from \((1, 4) \oplus (1, 4)\), the third weight is from \((1, 6)\), and the remaining six weights are from \((2, 4) \oplus (2, 4)\). More specifically, the first weight is \((1, 4)\), the second weight is \((1, 4)\), the third weight is \((1, 6)\), the fourth to eighth weights are \((2, 4)\), and the ninth weight is \((2, 4)\).

For convenience, we denote these relations as a vector of weights \(v\),

\[
v = (-\phi_1 + \phi_2, \phi_2 - \phi_3, -\phi_1 + \phi_3, \psi_1 - \phi_1 + \phi_2, \psi_1 - \phi_1 + \phi_3, \\
- \psi_1 + \phi_1, -\psi_1 - \phi_1 + \phi_2, -\psi_1 - \phi_2 + \phi_3, -\psi_1 + \phi_3).
\] (13.166)

The chambers structures of these are computed, which is drawn in Figure 13.6. There are in total 20 chambers. The chambers are denoted as a set of signs of the nine relations that determine the chamber, where 1 denotes the relation to be positive and \(-1\) denotes the relation to be negative.
Figure 13.13: This is the chamber structure of the $l_2^{\infty}+l_1^3$-model with a trivial Mordell-Weil group in a planar diagram.
13.5.3 $\mathcal{N} = 1$ Prepotentials and the Triple Intersection Polynomials

The triple intersection polynomial is computed for the $\text{I}^{\mathfrak{a}}_{2} + \text{I}^{\mathfrak{b}}_{8}$-model with a trivial Mordell-Weil group defined by the crepant resolution we determined earlier [REF]:

\[\mathcal{F}_{\text{trip}} = -2S(2L + S)\varphi^1_0 + 4T(L - T)\varphi^1_1 + 2T(S - 2L)\varphi^1_2 + 2T(L - 2T)\varphi^1_3
+ 3T(2L - S - T)\varphi^2_0 \left( \varphi_1 + \varphi_3 \right)
+ 3T(-3L + S + 2T)\varphi_2 \left( \varphi^2_1 + \varphi^2_3 \right)
- 6LT\varphi^2_0 \varphi^3_0 + 6LT\varphi^1_1 \varphi^2_3 - 6ST\varphi_1 \left( \varphi^2_1 - \varphi^2_2 \varphi_1 + \varphi^2_3 - \varphi_2 \varphi^3_1 \right)
+ 4S(L - S)\varphi^3_0 + 6S(S - 2L)\varphi^3_0 \varphi^1_1 + 12LS\varphi_0 \varphi^3_1
- 2T(-2L + S + 2T)\varphi^3_0
+ 3T\varphi_0 \left( 2\varphi_1 \left( L\varphi_3 + S\varphi_1 \right) + \varphi^1_0(L - S) + \varphi^3_1(L - S) - 2S(\varphi_0 - \varphi_1)^2 + 2S\varphi_1 \varphi_3 \right)
+ \varphi^2_0 \left( 3T \left( \varphi_1 + \varphi_3 \right) \left( -2L + S + T \right) - 6ST\varphi_1 \right)\].

(13.167)

The bottom three lines have terms depending on $\psi_0$ and $\varphi_0^1$, which will not be contributing to the prepotential term that is computed below, and the prepotential is compared with the triple intersection polynomial explicitly. The triple intersection number is different for different crepant resolutions, so the correct chamber has to be identified.

The Intrilligator-Morrison-Seiberg prepotential is computed in the same chamber that corresponds to $3b+$ in Figure 13.6. This is determined from the weights computed from the curves, which is summarized in Table 13.14. The chamber that we geometrically computed has positive relations for the first three entries of the sign vector $v$ in Figure 13.6. Also, the sixth entry is negative and the ninth
entry is negative in the sign vector \( v \) as well. The only chamber that satisfies \( v = (111xx0xx0) \), where \( x \) denotes an unknown sign, is the chamber \( 5b+ \), which has \( v = (11111000) \). Using the representation for this split model with \( \mathbb{Z}_2 \),

\[
R = (3, 1 \oplus (1, 15)) \oplus (2, 4) \oplus (2, 3) \oplus (1, 6) \oplus (2, 1) \oplus (1, 4) \oplus (1, 3),
\]

the prepotential in the chamber \( 5b+ \) is

\[
6\mathcal{F}_{\text{IMS}} = -8(n_{1,15} - 1)\varphi_1^1 - (8n_{1,15} + n_{1,4} + n_{1,3} - 8)\varphi_2^1 - 2(4n_{1,15} + n_{1,6} - 4)\varphi_3^1
- (n_{2,4} + 4(n_{2,4} + n_{2,3} + 2n_{3,4} - 2))\varphi_1^1 + \frac{3}{2}(4n_{1,15} + n_{1,4} + n_{1,3} - 2n_{1,6} - 4)\varphi_2^1(\varphi_1 + \varphi_3)
- \frac{3}{2}(n_{1,4} + n_{1,3} - 2n_{1,6})\varphi_2^1(\varphi_1^2 + \varphi_3^2) - 6n_{1,6}\varphi_2^1\varphi_3 + 6n_{1,6}\varphi_1\varphi_2^1\varphi_3
- 6(n_{2,4} + n_{2,3})\psi_1(\varphi_1^2 - \varphi_1\varphi_2^1 + \varphi_2^2 + \varphi_3^2 - \varphi_2\varphi_3).
\]

(13.169)

Using the dictionary that the triple intersection polynomial is identical to the prepotential, we can fix \( n_{1,6} \) and \( n_{1,3} \) completely, and determine the following linear relations for the remainder \( n_R \):

\[
n_{1,4} + n_{1,3} = 2T(4L - S - 2T); \quad n_{2,4} + n_{2,3} = ST; \quad n_{2,1} + 8n_{3,1} = 2S(2L + S - 2T) + 8.
\]

(13.170)

In order to compute individual \( n_R \), we recall that the representation \( (2, 1) \) was computed from the splittings of the curve \( C_1^* \rightarrow C_{1+}^* + C_{1-}^* \) in Section 13.5. These splittings are from the condition of the coefficients such that \( a_1^*\tilde{a}_6 + 4\tilde{a}_2\tilde{a}_6t - \tilde{a}_4^2 = 0 \). The class of this condition is then twice that of the
class of $\tilde{a}_4$, which is $2(4L - S - 2T)$. Then these splittings happen when $s = a_1^2\tilde{a}_6 + 4\tilde{a}_2\tilde{a}_6t - \tilde{a}_4^2 = 0$, which yields the class $2S(4L - S - 2T)$. Hence, $n_{2,1} = 2S(4L - S - 2T)$. Moreover, we also use $n_{1,4} = n_{1,4}$ and $n_{2,4} = n_{2,4}$. Thus, we can now fix all the $n_R$ to be

$$
n_{1,1} = \frac{1}{2}(-LS + S^e + 2), \quad n_{2,1} = 2S(4L - S - 2T), \quad n_{2,4} = n_{2,4} = \frac{1}{2}ST,
n_{1,6} = LT, \quad n_{1,6} = \frac{1}{2}(-LT + T^e + 2), \quad n_{1,4} = n_{1,4} = T(4L - S - 2T).$$

(13.171)

Using the genus of the curve, let $g_S$ and $g_T$ be the curves such that $2 - 2g_S = S(L - S)$ and $2 - 2g_T = T(L - T)$. Also we use the Calabi-Yau condition $L = -K$. Then we can interpret the prepotential in terms of these genus as

$$
\mathcal{F}_{\text{trip}} = -(8 - 8g_S + 6S^e)\psi_1^3 + (8 - 8g_T)\phi_1^3 + \left(-8 + 8g_T + 2T(S - 2T)\phi_3^3 - 2(2g_T + T^e - 2)\phi_3^3
\right.
\left.+ 3(-4g_T - ST + T^e + 4)\phi_2^2\left(\phi_1 + \phi_3\right) + 3(6g_T + T(S - T) - 6)\phi_2\left(\phi_1^2 + \phi_3^2\right)
\right.
\left.- 6(-2g_T + T^e + 2)\phi_1\phi_3 + 6(-2g_T + T^e + 2)\phi_1\phi_2\phi_3
\right.
\left.- 6ST\psi_1\left(\phi_1^2 - \phi_2\phi_1 + \phi_2^2 + \phi_3^2 - \phi_2\phi_3\right)\right).
\left(13.172\right)
$$
In this section, we consider an $\text{I}^a + \text{I}^4$-model with the trivial Mordell-Weil group. Then, the gauge algebra and the representations, which are computed geometrically in Section 13.5, are given by

\[ g = A_1 + A_3, \quad R = (3, 1) \oplus (2, 4) \oplus (2, \bar{4}) \oplus (1, 4) \oplus (1, \bar{4}) \oplus (1, 6) \oplus (1, 15). \]  

(13.173)

The number of representations are computed above:

\[ n_{3,1} = \frac{1}{2} (K S + S^2 + 2) = g_S, \quad n_{2,1} = -2S(4K + S + 2T), \quad n_{2,4} = n_{2,\bar{4}} = \frac{1}{2} ST \]  

(13.174)

\[ n_{1,6} = -KT, \quad n_{1,15} = \frac{1}{2} (K T + T^2 + 2) = g_T, \quad n_{1,4} = n_{1,\bar{4}} = -T(4K + S + 2T). \]

Then, the number of vector multiplets $n_V^{(6)}$, tensor multiplets $n_T$, and hypermultiplets $n_H$ are

\[ n_V^{(6)} = 18, \quad n_T = 9 - K^2, \]

\[ n_H = b^{x,y}(Y) + 1 + n_{3,1}(3 - 1) + n_{2,1}(2 - 0) + n_{2,4}(8 - 0) + n_{2,\bar{4}}(8 - 0) \]

\[ + n_{1,6}(6 - 0) + n_{1,15}(15 - 3) + n_{1,4}(4 - 0) + n_{1,\bar{4}}(4 - 0) = 30 + 29K^2. \]  

(13.175)

Then we see that

\[ n_H - n_V^{(6)} + 29n_T - 273 = 0, \]  

(13.176)

which vanishes. The pure gravitational anomalies are thus canceled.

In order to check the remainder terms of the anomaly polynomial, the number of representations
are then identified as

\[ n_3 = n_{3,1}, \quad n_2 = n_{2,1} + 4(n_{2,4} + n_{2,\bar{4}}), \]

\[ n_4 = n_{4,1} + n_{4,\bar{4}} + 2(n_{2,4} + n_{2,\bar{4}}), \quad n_6 = n_{6,1}, \quad n_{15} = n_{15,1}. \]  

(13.177)

Hence, using the trace identities of SU(2) and SU(4) given by the equations (13.53) and (13.133), \( X_i^{(2)}, X_i^{(4)}, \) and \( Y_{ab} \) are given by

\[ X_i^{(2)} = (A_i(1 - n_i) - n_i A_{2,4}) \text{tr}_2 F_i^2 = 6K T \text{tr}_2 F_i^2 \]  

(13.178)

\[ X_i^{(4)} = (B_i(1 - n_i) - n_i B_{2,4}) \text{tr}_4 F_i^2 + (C_i(1 - n_i) - n_i C_{2,4}) (\text{tr}_2 F_i^2)^2 \]

\[ = -3 T^2 (\text{tr}_2 F_i^2)^2 \]  

(13.179)

\[ X_i^{(2)} = (A_i(1 - n_i) - n_i A_{6,4} - n_4 A_{4,4}) \text{tr}_4 F_i^2 = 6K S \text{tr}_4 F_i^2 \]  

(13.180)

\[ X_i^{(4)} = (B_i(1 - n_i) - n_i B_{6,4} - n_4 B_{4,4}) \text{tr}_4 F_i^2 + (C_i(1 - n_i) - n_i C_{6,4} - n_4 C_{4,4}) (\text{tr}_4 F_i^2)^2 \]

\[ = -3 S^2 (\text{tr}_4 F_i^2)^2 \]  

(13.181)

\[ Y_{12} = (n_{2,4} + n_{2,\bar{4}}) \text{tr}_2 F_1^2 \text{tr}_4 F_2^2 = S \text{tr}_2 F_1^2 \text{tr}_4 F_2^2. \]

(13.182)

The remainder terms of anomaly polynomial are then given by

\[ I_6 = \frac{9 - n_T}{8} (\text{tr} R^2)^2 + \frac{1}{6} (X_1^{(2)} + X_2^{(2)}) \text{tr} R^2 - \frac{5}{3} (X_1^{(4)} + X_2^{(4)}) + 4 Y_{12} \]

\[ = \frac{1}{8} (K \text{tr} R^2 + 4 \text{tr}_2 F_i^2 + 4 T \text{tr}_4 F_i^2)^2, \]

(13.183)

which is a perfect square. Hence, all the six-dimensional anomalies are canceled.
Part VI

Entanglement Entropy, Holography, and

Infinite-dimensional von Neumann

Algebra
Introduction

Quantum error correcting codes with finite dimensional Hilbert spaces have yielded new insights on bulk reconstruction in AdS/CFT. In this part of the thesis, we discuss the formalism to understand holography in the context of infinite-dimensional Hilbert spaces with Reeh-Shlieder theorem in mind. We use infinite-dimensional von Neumann Algebra to characterise a causal spacetime.

In Chapter 14, we prove that in the context of quantum error correction with infinite-dimensional Hilbert spaces, the equivalence of bulk and boundary relative entropies is a necessary and sufficient condition for entanglement wedge reconstruction.

Along the way, we show that the bulk and boundary modular operators act on the code subspace in the same way. For holographic theories with a well-defined entanglement wedge, this result provides a well-defined notion of holographic relative entropy. See Chapter 14 for the proof and discussions.

In Chapter 15, we give an explicit construction of a quantum error correcting code where the code and physical Hilbert spaces are infinite dimensional. We define a type II, von Neumann algebra acting on the code Hilbert space and show how it is mapped to a von Neumann algebra of type II, acting on the physical Hilbert space. This toy model demonstrates the equivalence of entanglement wedge reconstruction and the exact equality of bulk and boundary relative entropies in infinite-dimensional Hilbert spaces. In particular, we first show that our QECC satisfies entanglement wedge reconstruction for a particular choice of von Neumann algebras acting on the code and physical Hilbert spaces, and then we invoke Theorem 1.1 in [185] to argue that our QECC also
satisfies the JLMS formula.

Furthermore, we show that relative entropies defined with respect to the infinite-dimensional von Neumann algebras we consider can be expressed as limits of relative entropies defined with respect to finite-dimensional subalgebras. Thus, another way to see that our QECC satisfies the JLMS formula is to note that our QECC satisfies the JLMS formula with respect to finite-dimensional von Neumann algebras. The JLMS formula for finite-dimensional algebras is studied in [159].

The technical assumptions that connect entanglement wedge reconstruction and the JLMS formula are presented in Theorem 3.0.1 in Chapter 14.
Holographic Relative Entropy in Infinite-dimensional Hilbert Spaces

We reformulate entanglement wedge reconstruction in the language of operator-algebra quantum error correction with infinite-dimensional physical and code Hilbert spaces. Von Neumann algebras are used to characterize observables in a boundary subregion and its entanglement wedge. Assum-
ing that the infinite-dimensional von Neumann algebras associated with an entanglement wedge and its complement may both be reconstructed in their corresponding boundary subregions, we prove that the relative entropies measured with respect to the bulk and boundary observables are equal. We also prove the converse: when the relative entropies measured in an entanglement wedge and its complement equal the relative entropies measured in their respective boundary subregions, entanglement wedge reconstruction is possible. This is presented more precisely in Theorem 3.0.1.

14.1 The Main Theorem: Bulk Reconstruction and Relative Entropy

The following Theorem 3.0.1 provides in a setting of the infinite-dimensional Hilbert space that the two statements are equivalent: the bulk reconstruction and the equivalence of the relative entropy between the boundary and the bulk. We define cyclic and separating states in Definitions 3.5.1 and 3.5.2, and relative entropy in Definition 3.5.6.

Theorem 3.0.1. Let \( u : \mathcal{H}_{\text{code}} \rightarrow \mathcal{H}_{\text{phys}} \) be an isometry\(^1\) between two Hilbert spaces. Let \( M_{\text{code}} \) and \( M_{\text{phys}} \) be von Neumann algebras on \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \) respectively. Let \( M'_{\text{code}} \) and \( M'_{\text{phys}} \) respectively be the commutants of \( M_{\text{code}} \) and \( M_{\text{phys}} \). Suppose that the set of cyclic and separating vectors with respect to \( M_{\text{code}} \) is dense in \( \mathcal{H}_{\text{code}} \). Also suppose that if \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \) is cyclic and separating with respect to \( M_{\text{code}} \), then \( u |\Psi\rangle \) is cyclic and separating with respect to \( M_{\text{phys}} \). Then the following two statements are equivalent:

\(^1\)This means that \( u \) is a norm-preserving map. The map \( u \) need not be a bijection. In general, \( u^\dagger u \) is the identity on \( \mathcal{H}_{\text{code}} \) and \( uu^\dagger \) is a projection on \( \mathcal{H}_{\text{phys}} \).
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1. Bulk reconstruction

\[ \forall O \in \mathcal{M}_{\text{code}} \\forall O' \in \mathcal{M}'_{\text{code}}, \exists \tilde{O} \in \mathcal{M}_{\text{phys}} \exists \tilde{O}' \in \mathcal{M}'_{\text{phys}} \text{ such that} \]

\[ \forall |\Theta\rangle \in \mathcal{H}_{\text{code}} \]

\[
\begin{aligned}
&uO |\Theta\rangle = \tilde{O}u |\Theta\rangle , & uO' |\Theta\rangle = \tilde{O}'u |\Theta\rangle , \\
&uO^\dagger |\Theta\rangle = \tilde{O}^\dagger u |\Theta\rangle , & uO'^\dagger |\Theta\rangle = \tilde{O}'^\dagger u |\Theta\rangle .
\end{aligned}
\]

2. Boundary relative entropy equals bulk relative entropy

For any \(|\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}}\) with \(|\Psi\rangle\) cyclic and separating with respect to \(\mathcal{M}_{\text{code}}\),

\[ S_{\Psi|\Phi}(\mathcal{M}_{\text{code}}) = S_{u|\Psi\rangle u\Phi\rangle}(\mathcal{M}_{\text{phys}}), \text{ and } S_{\Psi|\Phi}(\mathcal{M}'_{\text{code}}) = S_{u|\Psi\rangle u\Phi\rangle}(\mathcal{M}'_{\text{phys}}) , \]

where \(S_{\Psi|\Phi}(M)\) is the relative entropy.

The proof of Theorem 3.0.1 requires two parts: statement 1 implies statement 2, and statement 2 implies statement 1 as well. Unlike the other direction, our proof that statement 1 implies statement 2 does not require all of the assumptions of the theorem. We highlight this by presenting Theorem 14.1.1:

**Theorem 14.1.1.** Let \(u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}}\) be an isometry between two Hilbert spaces. Let \(\mathcal{M}_{\text{code}}\) and \(\mathcal{M}_{\text{phys}}\) be von Neumann algebras on \(\mathcal{H}_{\text{code}}\) and \(\mathcal{H}_{\text{phys}}\) respectively. Let \(\mathcal{M}'_{\text{code}}\) and \(\mathcal{M}'_{\text{phys}}\) respectively be the commutants of \(\mathcal{M}_{\text{code}}\) and \(\mathcal{M}_{\text{phys}}\).

Suppose that

- There exists some state \(|\Omega\rangle \in \mathcal{H}_{\text{code}}\) such that \(u |\Omega\rangle \in \mathcal{H}_{\text{phys}}\) is cyclic and separating with
respect to $M_{\text{phys}}$. 

\[ \forall O \in M_{\text{code}} \forall O' \in M'_{\text{code}}, \exists \tilde{O} \in M_{\text{phys}} \exists \tilde{O}' \in M'_{\text{phys}} \text{ such that} \]

\[ \forall |\Theta\rangle \in H_{\text{code}} \]

\[ \begin{cases} 
  uO |\Theta\rangle = \hat{O}u |\Theta\rangle , & uO' |\Theta\rangle = \hat{O}'u |\Theta\rangle , \\
  uO^\dagger |\Theta\rangle = \hat{O}^\dagger u |\Theta\rangle , & uO'^\dagger |\Theta\rangle = \hat{O}'^\dagger u |\Theta\rangle . 
\end{cases} \]

Then, for any $|\Psi\rangle, |\Phi\rangle \in H_{\text{code}}$ with $|\Psi\rangle$ cyclic and separating with respect to $M_{\text{code}}$,

\[ \times \]

\[ u |\Psi\rangle \text{ is cyclic and separating with respect to } M_{\text{phys}} \text{ and } M'_{\text{phys}}, \]

\[ S_{\Psi|\Phi}(M_{\text{code}}) = S_{u|u\Phi}(M_{\text{phys}}), \quad S_{\Psi|\Phi}(M'_{\text{code}}) = S_{u|u\Phi}(M'_{\text{phys}}), \]

where $S_{\Psi|\Phi}(M)$ is the relative entropy.

Theorem 3.0.1, our main result, has a natural interpretation in the context of AdS/CFT. As the notation suggests, $H_{\text{code}}$ may be interpreted as a code subspace of the physical Hilbert space $H_{\text{phys}}$ that consists of states with semi-classical bulk duals. The von Neumann algebra $M_{\text{phys}}$ denotes an algebra of boundary operators associated with a subregion on the boundary, and $M_{\text{code}}$ denotes an algebra of bulk operators associated with the dual entanglement wedge. The commutant algebra $M'_{\text{phys}}$ is associated with the complementary boundary subregion, and $M'_{\text{code}}$ is associated with the complement of the entanglement wedge of $M_{\text{code}}$.

Theorem 3.0.1 provides a necessary and sufficient criterion for a subalgebra of bulk operators and its commutant to respectively be reconstructed in a subregion in the boundary and its complement.
We need [178] to argue that $M_{\text{code}}$ and $M'_{\text{code}}$ are associated with entanglement wedges. While Theorem 3.0.1 may not come as a surprise to readers familiar with [102, 159], we emphasize that studying the infinite-dimensional case can potentially yield new physical insights in AdS/CFT. As an example in quantum field theory, the Reeh–Schlieder Theorem [265] cannot be anticipated by studying a finite-dimensional spin-lattice model where the Hilbert space factorizes as $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \cdots \otimes \mathcal{H}_N$ where $\mathcal{H}_i$ denotes the finite-dimensional Hilbert space at each site.

While proving Theorem 14.1.1, we show in equation (14.35) that the modular operators associated with the bulk and boundary subregions act the same way on $\mathcal{H}_{\text{code}}$. Furthermore, while proving bulk reconstruction in Theorem 3.0.1, we explicitly show how to define a boundary operator that represents a given bulk operator on the code subspace. In Section 14.4, we discuss the implications of the Reeh–Schlieder Theorem for infinite- and finite-dimensional quantum error correction and make contact with the results of [159].

An outline of our proof of Theorem 14.1.1 is the following.

- We prove that for any $|\Psi\rangle \in \mathcal{H}_{\text{code}}$ which is cyclic and separating with respect to $M_{\text{code}}$, $u |\Psi\rangle$ is cyclic and separating with respect to $M_{\text{phys}}$. If such is false, the relative entropy between $u |\Psi\rangle$ and $u |\Phi\rangle$ would not be possible to be defined, as the relative modular operator requires that $u |\Psi\rangle$ be cyclic and separating with respect to $M_{\text{phys}}$.

- Using the fact that $M_{\text{phys}}$ and $M'_{\text{phys}}$ are commutants of each other, we show that for any $\mathcal{P} \in M_{\text{phys}}, u^\dagger \mathcal{P} u \in M_{\text{code}}$.

---

\footnote{This is because we may act with an operator in $M_{\text{code}}$ to send $|\Psi\rangle$ to a vector arbitrarily close to $|\Omega\rangle$, and we may act with an operator in $M_{\text{phys}}$ to send $u |\Omega\rangle$ arbitrarily close to any vector in $\mathcal{H}_{\text{phys}}$.}
Let $S_{\Psi|\Phi}$ and $S_{\nu\Psi|\nu\Phi}$ denote relative Tomita operators defined with respect to $M_{\text{code}}$ and $M_{\text{phys}}$ respectively. We relate $S_{\Psi|\Phi}$ and $S_{\nu\Psi|\nu\Phi}$ and derive $uS_{\Psi|\Phi} = S_{\nu\Psi|\nu\Phi}u$ for generically unbounded operators. In particular, we show that their domains are equal and $S_{\nu\Psi|\nu\Phi}$ restricted to the vector space $(\text{Im} \ u)^\perp$ has a range contained within $(\text{Im} \ u)^\perp$.

We derive a relation for the relative modular operators associated with $S_{\Psi|\Phi}$ and $S_{\nu\Psi|\nu\Phi}$. This is related to the physical notion that bulk modular flow is dual to boundary modular flow. Likewise, we show that $\Delta_{\nu\Psi|\nu\Phi}$ restricted to the vector space $(\text{Im} \ u)^\perp$ has a range contained within $(\text{Im} \ u)^\perp$.

Using the spectral theorem, we show that the spectral projections commute with the projector $uu^\dagger$. We derive that the spectral projections of $\Delta_{\Psi|\Phi}$ are given by $u^\dagger P_{\Omega}u$, where $P_{\Omega}$ denotes the spectral projections of $\Delta_{\nu\Psi|\nu\Phi}$.

Any function of $\Delta_{\nu\Psi|\nu\Phi}$ or $\Delta_{\Psi|\Phi}$ can be constructed once the spectral projections are known. It follows that $\langle \Psi | \log \Delta_{\Psi|\Phi} | \Psi \rangle = \langle u \Psi | \log \Delta_{\nu\Psi|\nu\Phi} | u \Psi \rangle$, and thus the relative entropies are equal.

We note that Theorem 14.1.1 dictates that statement 1 of Theorem 3.0.1 implies statement 2 of Theorem 3.0.1. A sketch of our proof of the converse is the following. This completes the proof of Theorem 3.0.1.

\[ \text{With the relation for the Tomita operators we derived above, we obtain a relation for the relative modular operators } \Delta_{\Psi|\Phi} \text{ and } \Delta_{\nu\Psi|\nu\Phi} \text{ to be } u\Delta_{\Psi|\Phi} = \Delta_{\nu\Psi|\nu\Phi}u. \]

\[ \text{We apply the spectral theorem separately for the restriction of } \Delta_{\nu\Psi|\nu\Phi} \text{ to } \text{Im} \ u \text{ and } (\text{Im} \ u)^\perp. \]

\[ \text{We use the relation } \Delta_{\Psi|\Phi} = u^\dagger \Delta_{\nu\Psi|\nu\Phi}u. \text{ For the projections, } \Omega \text{ denotes a measurable subset of } \mathbb{R}. \]
• For any $|\Phi\rangle \in H_{\text{code}}$ that is cyclic and separating with respect to $M_{\text{code}}$, and for any unitary $U' \in M'_{\text{code}}$, the properties of relative entropy and the assumptions of the theorem imply that $0 = S_{|\Phi\rangle \langle \Phi|_{\text{code}}} (M_{\text{code}}) = S_{|uU\Phi\rangle \langle uU\Phi|_{\text{phys}}} (M_{\text{phys}})$.

• Following the logic of [307], one may show that $\langle uU' \Phi| P u U' \Phi \rangle = \langle u \Phi| P |u \Phi\rangle$ for all $P \in M_{\text{phys}}$. Using the assumption that cyclic and separating states with respect to $M_{\text{code}}$ are dense in $H_{\text{code}}$, it follows that $u^\dagger P u U' = U' u^\dagger P u$. The same logic also implies that for $P' \in M'_{\text{phys}}$ and any unitary $U \in M_{\text{code}}$, $u^\dagger P' u U = U u^\dagger P' u$.

• We define a linear map $X^\Phi U' : H_{\text{phys}} \to H_{\text{phys}}$ by $X^\Phi U' P |\Phi\rangle := P u U' |\Phi\rangle \forall P \in M_{\text{phys}}$, and we show that $X^\Phi U'$ is unitary and that $X^\Phi U' \in M'_{\text{phys}}$.

• Since $u^\dagger X^\Phi U' u U = U u^\dagger X^\Phi U' u$ and any operator in $M_{\text{code}}$ may be written as a linear combination of four unitary operators in $M_{\text{code}}$, we show that $u^\dagger X^\Phi U' u = U'$. We also show that $X^\Phi U'$ maps the vector space $\text{Im } u \to \text{Im } u$. Hence, $X^\Phi U' u = u U'$.

• Using similar methods, we then show that $(X^\Phi U')^\dagger u = u (U')^\dagger$. Thus, the unitary operator $U' \in M_{\text{code}}$ may be reconstructed as $X^\Phi U'$ for some choice of $|\Phi\rangle \in H_{\text{code}}$ that is cyclic and separating with respect to $M_{\text{code}}$.

• Since any operator in $M_{\text{code}}$ may be written as a linear combination of four unitary operators in $M_{\text{code}}$, we have a way to represent any operator in $M_{\text{code}}$ as an operator in $M_{\text{phys}}$. The same logic applies to show that any operator in $M'_{\text{code}}$ may be represented as an operator in $M'_{\text{phys}}$.

The rest of this chapter is summarized as follows. In Section 2, we define von Neumann algebras...
and functions of operators, and we review the spectral theorem (for unbounded operators). In Section 3, we review the relative modular operator from Tomita-Takesaki theory, and define the relative entropy. In Section 4, we prove that when the bulk reconstruction is satisfied, the relative entropy is equivalent between the boundary and the bulk (Theorem 14.1.1). In Section 14.3, we prove the converse, completing the proof of Theorem 3.0.1. In Section 14.4, we physically interpret Theorem 3.0.1 and relate our work to previous work on finite-dimensional quantum error correction and holography.

14.2 Proof of Theorem 14.1.1

This section contains the proof of Theorem 14.1.1. In Lemma 14.2.1, we show that cyclic and separating states in \( \mathcal{H}_{\text{code}} \) are mapped to cyclic and separating states in \( \mathcal{H}_{\text{phys}} \). In Lemma 14.2.2, we relate operators in \( M_{\text{phys}} \) to operators in \( M_{\text{code}} \). In Section 14.2.1, we consider Theorem 14.1.1 in a special case where the relative Tomita operators are bounded. In Section 14.2.2, we prove Theorem 14.1.1 in full generality.

**Lemma 14.2.1.** Under the assumptions of Theorem 14.1.1, for every \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \) that is cyclic and separating with respect to \( M_{\text{code}} \), \( u|\Psi\rangle \) is cyclic and separating with respect to \( M_{\text{phys}} \).

**Proof.** Let \( |\Omega\rangle \) be defined as in Theorem 14.1.1. We will first show that \( u|\Psi\rangle \) is cyclic with respect to \( M_{\text{phys}} \). That is, we can act on \( u|\Psi\rangle \) with an operator in \( M_{\text{phys}} \) to get a state arbitrarily close to any state in \( \mathcal{H}_{\text{phys}} \). Given any \( |\Phi\rangle \in \mathcal{H}_{\text{phys}} \) and \( \varepsilon > 0 \), we need to choose \( \mathcal{P} \in M_{\text{phys}} \) such that

\[
\| |\Phi\rangle - \mathcal{P} u |\Psi\rangle | < \varepsilon.
\]

Choose \( \mathcal{P} \in M_{\text{phys}} \) such that

\[
\| \mathcal{P} u |\Omega\rangle - |\Phi\rangle | < \frac{\varepsilon}{2} \quad \text{and} \quad \mathcal{P} \neq 0.
\]

Since
|Ψ⟩ is cyclic with respect to $M_{\text{code}}$, choose $O \in M_{\text{code}}$ such that $||O|Ψ⟩ - |Ω⟩|| < \frac{\epsilon}{2||\hat{P}||}$. Let $\tilde{O} \in M_{\text{phys}}$ be an operator that satisfies $\tilde{O}u|\Theta⟩ = uO|\Theta⟩ \forall |\Theta⟩ \in H_{\text{code}}$. Then, note that

$$|Φ⟩ - \hat{P}\tilde{O}u|Ψ⟩ = |Φ⟩ - \hat{P}u|Ω⟩ = |Φ⟩ - \hat{P}u(O|Ψ⟩ - |Ω⟩). \quad (14.1)$$

By the triangle inequality,

$$|||Φ⟩ - \hat{P}\tilde{O}u|Ψ⟩|| \leq |||Φ⟩ - \hat{P}u|Ω⟩|| + ||\hat{P}|| \cdot ||O|Ψ⟩ - |Ω⟩||. \quad (14.2)$$

By choosing $P = \hat{P}\tilde{O}$, we see that $u|Ψ⟩$ is cyclic with respect to $M_{\text{phys}}$. The same logic shows that $u|Ψ⟩$ is cyclic with respect to $M'_{\text{phys}}$ and hence separating for $M_{\text{phys}}$.

**Lemma 14.2.2.** Under the assumptions of Theorem 14.1.1, for any $P \in M_{\text{phys}}$, $u^\dagger Pu \in M_{\text{code}}$.

**Proof.** Choose any $O' \in M'_{\text{code}}$. For any $|Ψ⟩, |Φ⟩ \in H_{\text{code}}$, we have that

$$\langle Ψ|u^\dagger PuO'|Φ⟩ = \langle Ψ|u^\dagger P\tilde{O}'u|Φ⟩ = \langle Ψ|u^\dagger \tilde{O}'Pu|Φ⟩ = \langle \tilde{O}'uΨ|Pu|Φ⟩ = \langle \tilde{O}'uΨ|Pu|Φ⟩. \quad (14.3)$$

Hence, $u^\dagger Pu \in M''_{\text{code}} = M_{\text{code}}$.

**14.2.1 Special case of bounded relative Tomita operator**

We will first prove Theorem 14.1.1 in the special case where the relative Tomita operators with respect to $M_{\text{code}}$ and $M_{\text{phys}}$, denoted respectively by $S_{Ψ|Φ}^c$ and $S_{Ψ|Φ}^p$, are bounded operators. In this special
case, we do not have to keep track of their domains. The proof of the general case is similar, but technically more complicated.

For any $O \in M_{\text{code}}$,

$$uS_{\Psi|\Phi}O|\Psi\rangle = uO^\dagger |\Phi\rangle = \hat{O}^\dagger u |\Phi\rangle = S_{\Psi|u\Phi}^\dagger u|\Psi\rangle = S_{\Psi|u\Phi}uO|\Psi\rangle,$$  \hspace{1cm} (14.4)

Hence

$$\left(uS_{\Psi|\Phi} - S_{\Psi|u\Phi}u\right)O|\Psi\rangle = 0.$$  \hspace{1cm} (14.5)

$(uS_{\Psi|\Phi} - S_{\Psi|u\Phi}u)$ is a bounded operator that annihilates a dense subspace of $H_{\text{code}}$, since $|\Psi\rangle$ is cyclic with respect to $M_{\text{code}}$. It follows from the fact that the kernel of $(uS_{\Psi|\Phi} - S_{\Psi|u\Phi}u)$ is closed that

$$uS_{\Psi|\Phi} = S_{\Psi|u\Phi}u.$$  \hspace{1cm} (14.6)

Likewise, for any $P \in M_{\text{phys}}$,

$$u^\dagger S_{\Psi|\Phi}^P P |u\Psi\rangle = u^\dagger P^\dagger u |\Phi\rangle = S_{\Psi|\Phi}^P u^\dagger u|\Psi\rangle,$$  \hspace{1cm} (14.7)

$$\left(u^\dagger S_{\Psi|\Phi}^P - S_{\Psi|\Phi}u^\dagger u\right)P |u\Psi\rangle = 0.$$  \hspace{1cm} (14.8)

As $u |\Psi\rangle$ is cyclic with respect to $M_{\text{phys}}$ by assumption, we have that

$$u^\dagger S_{\Psi|\Phi}^P = S_{\Psi|\Phi}^P u^\dagger, \quad S_{\Psi|\Phi}^P u^\dagger u = uS_{\Psi|\Phi}^P.$$  \hspace{1cm} (14.9)
Equations (14.6) and (14.9) imply that the subspace $\text{Im } \nu$ is mapped to itself under $S^\nu_\Psi|\nu\Phi$ and $S^\nu_\Psi|\nu\Phi$. Thus, the subspace $\text{Im } \nu$ is mapped to itself under $\Delta^\nu_\Psi|\nu\Phi$. From the fact that $\Delta^\nu_\Psi|\nu\Phi$ is self-adjoint and bounded, it follows that the subspace $(\text{Im } \nu)\perp$ is mapped to itself under $\Delta^\nu_\Psi|\nu\Phi$.

Equations (14.6) and (14.9) also imply that

$$\Delta_\Psi|\Phi = \nu \Delta^\nu_\Psi|\nu\Phi \nu^\dagger. \quad (14.10)$$

Note that $\Delta^\nu_\Psi|\nu\Phi$ and $\Delta^\nu_c_\Psi|\nu\Phi$ are positive, self-adjoint, bounded operators. Thus, we may use the spectral theorem to study them. We will apply the spectral theorem to $(\Delta^\nu_\Psi|\nu\Phi)|\text{Im } \nu$ and $(\Delta^\nu_\Psi|\nu\Phi)|(|\text{Im } \nu)\perp$ separately.\(^6\) We write

$$(\Delta^\nu_\Psi|\nu\Phi)|\text{Im } \nu = \int_\mathbb{R} \lambda \, d(P^\text{Im } \nu), \quad (\Delta^\nu_\Psi|\nu\Phi)|(|\text{Im } \nu)\perp = \int_\mathbb{R} \lambda \, d(P^{\text{Im } \nu}\perp). \quad (14.11)$$

For a Borel set $\Omega \subset \mathbb{R}$, the projections $P^\text{Im } \nu_\Omega$ and $P^{\text{Im } \nu}\perp_\Omega$ commute with $\nu \nu^\dagger$ because $\nu \nu^\dagger$ is the projection onto $\text{Im } \nu$. The spectral decomposition of $\Delta^\nu_\Psi|\nu\Phi$ is given by

$$\Delta^\nu_\Psi|\nu\Phi = \int_\mathbb{R} \lambda \, d(P_\lambda). \quad (14.12)$$

By the uniqueness of the spectral decomposition, we have that $P^\nu_\Omega = P^\text{Im } \nu_\Omega + P^{\text{Im } \nu}\perp_\Omega$. Thus, $P^\nu_\Omega$ denotes the restriction of $\Delta^\nu_\Psi|\nu\Phi$ to the closed subspace $\text{Im } \nu$.\(^6\)}

\(^6\)($\Delta^\nu_\Psi|\nu\Phi)|\text{Im } \nu$ denotes the restriction of $\Delta^\nu_\Psi|\nu\Phi$ to the closed subspace $\text{Im } \nu$.\(^7\)
commutes with \( uu^\dagger \). Let \( \Omega_1 \) and \( \Omega_2 \) be two Borel sets. Then

\[
 u^\dagger P^\rho_{\Omega_1} uu^\dagger P^\rho_{\Omega_2} u = u^\dagger P^\rho_{\Omega_1} P^\rho_{\Omega_2} u. \tag{14.13}
\]

One can then check that the family of projections \( u^\dagger P^\rho u = u^\dagger P_{\Omega}^\rho u \) is a projection valued measure on \( \mathcal{H}_{\text{code}} \). We will now show that this is the projection valued measure associated with \( \Delta^c_{\Psi|\Phi} \). From equation (14.10), it follows that for any \( |\Theta\rangle \in \mathcal{H}_{\text{code}} \), we have that

\[
 \Delta^c_{\Psi|\Phi} |\Theta\rangle = u^\dagger \Delta^c_{\Psi|\Phi} u |\Theta\rangle = \int_{\mathbb{R}} \lambda d(\langle u^\dagger P^\rho_{\lambda} u |\Theta\rangle). \tag{14.14}
\]

By the uniqueness of the spectral decomposition of \( \Delta^c_{\Psi|\Phi} \), we conclude that \( u^\dagger P^\rho_{\Omega} u \) is the projection valued measure associated with \( \Delta^c_{\Psi|\Phi} \). It follows that

\[
 - \langle \Psi | \log(\Delta^c_{\Psi|\Phi}) |\Psi\rangle = - \int_{0}^{\infty} \log(\lambda) d(\langle \Psi | u^\dagger P^\rho_{\lambda} u |\Psi\rangle)
\]

\[
 = - \int_{0}^{\infty} \log(\lambda) d(\langle u\Psi | P^\rho_{\lambda} u |\Psi\rangle) = - \langle u\Psi | \log(\Delta^c_{\Psi|\Phi}) |u\Psi\rangle. 
\tag{14.15}
\]

The same logic can be applied to the commutant algebras \( M'_{\text{code}} \) and \( M'_{\text{phys}} \). Hence,

\[
 S_{\Psi|\Phi}(M_{\text{code}}) = S_{u\Psi|u\Phi}(M_{\text{phys}}), \quad S_{\Psi|\Phi}(M'_{\text{code}}) = S_{u\Psi|u\Phi}(M'_{\text{phys}}). \tag{14.16}
\]
Lemma 14.2.3. Let $S_{\Psi|\Phi}$ denote the relative Tomita operator defined with respect to $M_{\text{code}}$. Let $S_{\Psi|\Phi}$ denote the relative Tomita operator defined with respect to $M_{\text{phys}}$. Let $S'_{\Psi|\Phi}$ and $S'_{\Psi|\Phi}$ denote the relative Tomita operators defined with respect to $M'_{\text{code}}$ and $M'_{\text{phys}}$. Then $uS_{\Psi|\Phi} = S'_{\Psi|\Phi}u\Psi$ and $uS'_{\Psi|\Phi} = S'_{\Psi|\Phi}u\Psi$.

Proof. $D(S_{\Psi|\Phi})$ is given by all $|x\rangle \in \mathcal{H}_{\text{code}}$ that may be written as

$$|x\rangle = \lim_{n \to \infty} O_n |\Psi\rangle \quad (14.17)$$

for some sequence $\{O_n\} \in M_{\text{code}}$ such that the limit

$$|y\rangle := \lim_{n \to \infty} O_n^\dagger |\Phi\rangle \quad (14.18)$$

exists. By definition, $S_{\Psi|\Phi} |x\rangle := |y\rangle$. Given $|x\rangle$ and $|y\rangle$ defined as above, it follows that

$$u |x\rangle = \lim_{n \to \infty} \tilde{O}_n u |\Psi\rangle, \quad u |y\rangle = \lim_{n \to \infty} \tilde{O}_n^\dagger u |\Phi\rangle. \quad (14.19)$$

Hence, $u |x\rangle \in D(S'_{\Psi|\Phi})$. It follows that for all $|x\rangle \in D(S_{\Psi|\Phi})$,

$$uS_{\Psi|\Phi} |x\rangle = S'_{\Psi|\Phi}u |x\rangle,$$
which means that \( S^\rho_{u\Psi|\Phi}u \) is an extension of \( uS_{\Psi|\Phi} \). To see that \( S^\rho_{u\Psi|\Phi}u \) is not a proper extension, suppose \( |w\rangle \in D(S^\rho_{u\Psi|\Phi}u) \). Then \( u |w\rangle \in D(S^\rho_{u\Psi|\Phi}u) \), meaning that there exists a sequence \( \{P_n\} \in M_{phys} \) such that

\[
\begin{align*}
    u |w\rangle &= \lim_{n \to \infty} P_n |u\Psi\rangle, \\
    \lim_{n \to \infty} P_n^\dagger |u\Phi\rangle &\exists.
\end{align*}
\]  

(14.20)

We may also write

\[
|w\rangle = \lim_{n \to \infty} u^\dagger P_n |u\Psi\rangle.
\]

From Lemma 14.2.2, \( u^\dagger P_n u \in M_{calc} \). Hence, \( |w\rangle \in D(S_{\Psi|\Phi}) \); so we may write \( uS_{\Psi|\Phi} = S^\rho_{u\Psi|\Phi}u \) as an operator equality because the operators on both sides have the same domain and act the same way on vectors in the domain. The same logic establishes that \( uS_{\Psi|\Phi} = S^\rho_{u\Psi|\Phi}u \).

**Lemma 14.2.4.** Let \( \Delta^\rho_{u\Psi|\Phi} := S^\rho_{u\Psi|\Phi}S^\rho_{u\Psi|\Phi} \) be the relative modular operator associated with \( S^\rho_{u\Psi|\Phi} \). Then,

\[
\begin{itemize}
  \item \( \Delta^\rho_{u\Psi|\Phi} \) maps the vector space \((Im \ u) \cap D(\Delta^\rho_{u\Psi|\Phi})\) into \((Im \ u)\), and \((\Delta^\rho_{u\Psi|\Phi})(Im \ u)\) is densely defined on \((Im \ u)\).
  
  \item \( \Delta^\rho_{u\Psi|\Phi} \) maps the vector space \((Im \ u)^\perp \cap D(\Delta^\rho_{u\Psi|\Phi})\) into \((Im \ u)^\perp\), and \((\Delta^\rho_{u\Psi|\Phi})(Im \ u)^\perp\) is densely defined on \((Im \ u)^\perp\).
\end{itemize}
\]

**Proof.** Let \( |x\rangle \in D(S^\rho_{u\Psi|\Phi}) \). Then there exists a sequence \( \{P_n\} \in M_{phys} \) such that

\[
\begin{align*}
    |x\rangle &= \lim_{n \to \infty} P_n |u\Psi\rangle, \\
    \lim_{n \to \infty} P_n^\dagger |u\Phi\rangle &\exists.
\end{align*}
\]  

(14.21)
Then $u^\dagger |x\rangle \in D(S_{\Psi|\Phi})$. We may write

$$S_{\Psi|\Phi} u^\dagger |x\rangle = u^\dagger S_{u^\dagger \Psi|u^\dagger \Phi} |x\rangle. \quad (14.22)$$

The fact that $u^\dagger |x\rangle \in D(S_{\Psi|\Phi})$ and Lemma 14.2.3 together imply that $uu^\dagger |x\rangle \in D(S_{u^\dagger \Psi|u^\dagger \Phi})$.

We may uniquely decompose $|x\rangle$ into the sum

$$|x\rangle = |a\rangle + |b\rangle \quad (14.23)$$

where $|a\rangle \in \text{Im } u$ and $|b\rangle \in (\text{Im } u)^\perp$. We know that $|a\rangle = uu^\dagger |x\rangle \in D(S_{u^\dagger \Psi|u^\dagger \Phi})$. As $D(S_{u^\dagger \Psi|u^\dagger \Phi})$ is a vector space, this implies that $|b\rangle \in D(S_{u^\dagger \Psi|u^\dagger \Phi})$.

It follows from the above that

$$D(S_{u^\dagger \Psi|u^\dagger \Phi}) = \text{Im } u \cap D(S_{u^\dagger \Psi|u^\dagger \Phi}) \oplus (\text{Im } u)^\perp \cap D(S_{u^\dagger \Psi|u^\dagger \Phi}). \quad (14.24)$$

From equation (14.22),

$$uu^\dagger S_{u^\dagger \Psi|u^\dagger \Phi} |b\rangle = 0, \quad (14.25)$$

which means that $S_{u^\dagger \Psi|u^\dagger \Phi}$ maps the vector space $(\text{Im } u)^\perp \cap D(S_{u^\dagger \Psi|u^\dagger \Phi}) \rightarrow (\text{Im } u)^\perp$.

From Lemma 14.2.3 we may write, for all $|x\rangle \in D(S_{u^\dagger \Psi|u^\dagger \Phi})$,

$$uu^\dagger S_{\Psi|\Phi} u^\dagger |x\rangle = S_{u^\dagger \Psi|u^\dagger \Phi} uu^\dagger |x\rangle. \quad (14.26)$$
It follows from $uu^\dagger |x\rangle = |a\rangle$ that

$$uS_{\mathcal{V}|\Phi} u^\dagger |x\rangle = S^p_{u\mathcal{V}|\Phi} |a\rangle. \quad (14.27)$$

It follows from $u^\dagger |b\rangle = 0$ that

$$uS_{\mathcal{V}|\Phi} u^\dagger |a\rangle = S^p_{u\mathcal{V}|\Phi} |a\rangle, \quad (14.28)$$

which means that $S^p_{u\mathcal{V}|\Phi}$ maps the vector space $(\text{Im } u) \cap D(S^p_{u\mathcal{V}|\Phi}) \rightarrow (\text{Im } u)$.

We will now show that $(\text{Im } u) \cap D(S^p_{u\mathcal{V}|\Phi})$ is dense in $(\text{Im } u)$. Given any $|A\rangle \in (\text{Im } u)$, choose $|X\rangle \in \mathcal{H}_{\text{phys}}$ such that $uu^\dagger |X\rangle = |A\rangle$. Next, choose a sequence $\{ |x_n\rangle \} \in D(S^p_{u\mathcal{V}|\Phi})$ that converges to $|X\rangle$. We then have that $\lim_{n \to \infty} uu^\dagger |x_n\rangle = |A\rangle$. Since $|x_n\rangle \in D(S^p_{u\mathcal{V}|\Phi})$, we know from earlier that $uu^\dagger |x_n\rangle \in D(S^p_{u\mathcal{V}|\Phi})$. Hence, $(\text{Im } u) \cap D(S^p_{u\mathcal{V}|\Phi})$ is dense in $(\text{Im } u)$. The same logic shows that $(\text{Im } u) \perp \cap D(S^p_{u\mathcal{V}|\Phi})$ is dense in $(\text{Im } u) \perp$.

Furthermore, $(S^p_{u\mathcal{V}|\Phi})|_{(\text{Im } u)}$ is a closed operator because $(\text{Im } u)$ is a closed subspace.

We can apply all of the above logic to the commutant algebras. To summarize,

- $S^p_{u\mathcal{V}|\Phi}$ maps the vector space $(\text{Im } u) \perp \cap D(S^p_{u\mathcal{V}|\Phi}) \rightarrow (\text{Im } u) \perp$, and $(S^p_{u\mathcal{V}|\Phi})|_{(\text{Im } u)}$ is closed and densely defined on $(\text{Im } u) \perp$.

- $S^p_{u\mathcal{V}|\Phi}$ maps the vector space $(\text{Im } u) \cap D(S^p_{u\mathcal{V}|\Phi}) \rightarrow (\text{Im } u)$, and $(S^p_{u\mathcal{V}|\Phi})|_{(\text{Im } u)}$ is closed and densely defined on $(\text{Im } u)$.

- $S^{p'}_{u\mathcal{V}|\Phi}$ maps the vector space $(\text{Im } u) \perp \cap D(S^{p'}_{u\mathcal{V}|\Phi}) \rightarrow (\text{Im } u) \perp$, and $(S^{p'}_{u\mathcal{V}|\Phi})|_{(\text{Im } u)}$ is defined on $(\text{Im } u) \perp$. 
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closed and densely defined on \((\text{Im } u)\)⊥.

\[ S'_{\psi' u\Phi} \text{ maps the vector space } (\text{Im } u) \cap D(S'_{u\Psi|\psi\Phi}) \rightarrow (\text{Im } u), \text{ and } (S'_{u\Psi|\psi\Phi})|_{(\text{Im } u)} \text{ is closed and densely defined on } (\text{Im } u). \]

It directly follows that the above statements also hold for the adjoints \(S_{\psi u\Phi}^\dagger\) and \(S'_{\psi u\Phi}^\dagger\). Recall that \(\Delta_{u\Psi|\psi\Phi}^p = S_{u\Psi|\psi\Phi}^\dagger S_{\psi u\Phi}^p\). We may compute \((\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)}\) from \((S_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)}\) and \((\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)\perp}\) from \((S_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)\perp}\). In particular, \((\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)}\) is given by

\[
(\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)} = (S_{u\Psi|\psi\Phi}^\dagger|_{(\text{Im } u)}) (S_{u\Psi|\psi\Phi}^p|_{(\text{Im } u)}) = (S_{u\Psi|\psi\Phi}^p|_{(\text{Im } u)})\dagger (S_{u\Psi|\psi\Phi}^\dagger|_{(\text{Im } u)}). \tag{14.29}
\]

It follows that \((\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)}\) is densely defined and self-adjoint on \((\text{Im } u)\). The same logic can be applied to \((\Delta_{u\Psi|\psi\Phi}^p)|_{(\text{Im } u)\perp}\).

Having established Lemmas 14.2.1 to 14.2.4, we can now prove Theorem 14.1.1, which shows that entanglement wedge reconstruction implies the equivalence of bulk and boundary relative entropies.

**Theorem 14.1.1.** Let \(u : \mathcal{H}_{\text{code}} \rightarrow \mathcal{H}_{\text{phys}}\) be an isometry between two Hilbert spaces. Let \(M_{\text{code}}\) and \(M_{\text{phys}}\) be von Neumann algebras on \(\mathcal{H}_{\text{code}}\) and \(\mathcal{H}_{\text{phys}}\) respectively. Let \(M'_{\text{code}}\) and \(M'_{\text{phys}}\) respectively be the commutants of \(M_{\text{code}}\) and \(M_{\text{phys}}\).

Suppose that

1. There exists some state \(|\Omega\rangle \in \mathcal{H}_{\text{code}}\) such that \(u |\Omega\rangle \in \mathcal{H}_{\text{phys}}\) is cyclic and separating with respect to \(M_{\text{phys}}\).
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\[
\forall O \in M_{\text{code}} \forall O' \in M'_{\text{code}}, \exists \bar{O} \in M_{\text{phys}} \exists \bar{O}' \in M'_{\text{phys}} \text{ such that }
\forall |\Theta\rangle \in H_{\text{code}} \begin{cases}
u O |\Theta\rangle = \bar{O} u |\Theta\rangle, \\
u O' |\Theta\rangle = \bar{O}' u |\Theta\rangle, \\
u O^\dagger |\Theta\rangle = \bar{O}^\dagger u |\Theta\rangle, \\
u O'^\dagger |\Theta\rangle = \bar{O}'^\dagger u |\Theta\rangle.
\end{cases}
\]

Then, for any \(|\Psi\rangle, |\Phi\rangle \in H_{\text{code}}\) with \(|\Psi\rangle\) cyclic and separating with respect to \(M_{\text{code}}\),

- \(u |\Psi\rangle\) is cyclic and separating with respect to \(M_{\text{phys}}\) and \(M'_{\text{phys}}\),

- \(S_{|\Psi\rangle|\Phi\rangle}\) is cyclic and separating with respect to \(M_{\text{phys}}\) and \(M'_{\text{phys}}\),

where \(S_{|\Psi\rangle|\Phi\rangle}\) is the relative entropy.

**Proof.** \(\Delta^p_{|\Psi\rangle|\Phi\rangle}\) and \(\Delta^c_{|\Psi\rangle|\Phi\rangle}\) are positive, densely defined, self-adjoint operators that are generically unbounded. Thus, we may use the spectral theorem to study them. We will apply the spectral theorem to \((\Delta^p_{|\Psi\rangle|\Phi\rangle})_{\text{Im} u}\) and \((\Delta^p_{|\Psi\rangle|\Phi\rangle})_{(\text{Im} u)^\perp}\) separately. We write

\[
(\Delta^p_{|\Psi\rangle|\Phi\rangle})_{\text{Im} u} = \int_{\mathbb{R}} \lambda d(P^\text{Im} u_\lambda), 
(\Delta^p_{|\Psi\rangle|\Phi\rangle})_{(\text{Im} u)^\perp} = \int_{\mathbb{R}} \lambda d(P^\text{Im} u_\lambda)^\perp).
\] (14.30)

For a Borel set \(\Omega \subset \mathbb{R}\), the projections \(P^\text{Im} u_\Omega\) and \(P^\text{Im} u_\Omega^\perp\) commute with \(u u^\dagger\) because \(u u^\dagger\) is the projection onto \(\text{Im} u\). The spectral decomposition of \(\Delta^p_{|\Psi\rangle|\Phi\rangle}\) is given by

\[
\Delta^p_{|\Psi\rangle|\Phi\rangle} = \int_{\mathbb{R}} \lambda d(P^\lambda).
\] (14.31)

By the uniqueness of the spectral decomposition, we have that \(P^\lambda_\Omega = P^\text{Im} u_\Omega + P^\text{Im} u_\Omega^\perp\). Thus, \(P^\lambda_\Omega\)
commutes with $uu^\dagger$. Let $\Omega_1$ and $\Omega_2$ be two Borel sets. Then

$$u^\dagger P^p_\Omega uu^\dagger P^p_\Omega u = u^\dagger P^p_\Omega P^p_\Omega u.$$  \hfill (14.32)

One can then check that the family of projections $u^\dagger P^p_\Omega u = u^\dagger P^p_\Omega \Omega u$ is a projection valued measure on $\mathcal{H}_{code}$. We will now show that this is the projection valued measure associated with $\Delta^c_{\Psi|\Phi}$. From Lemma 14.2.3 we have that

$$u S^c_{\Psi|\Phi} u^\dagger = S^p_{\Psi|\Phi} uu^\dagger = (S^p_{\Psi|\Phi})(\text{Im }u).$$  \hfill (14.33)

We may take the adjoint of the above equation to obtain

$$u S^c_{\Psi|\Phi} u^\dagger = (S^p_{\Psi|\Phi})(\text{Im }u).$$  \hfill (14.34)

from which it follows that

$$u \Delta^c_{\Psi|\Phi} u^\dagger = (\Delta^p_{\Psi|\Phi})(\text{Im }u), \quad \Delta^c_{\Psi|\Phi} = u^\dagger \Delta^p_{\Psi|\Phi} u.$$  \hfill (14.35)

For any $|\Theta\rangle \in D(\Delta^c_{\Psi|\Phi})$, we have that

$$\Delta^c_{\Psi|\Phi} |\Theta\rangle = u^\dagger \Delta^p_{\Psi|\Phi} u |\Theta\rangle = \int \mathbb{R} \lambda d(u^\dagger P^p_\lambda u |\Theta\rangle).$$  \hfill (14.36)
By the uniqueness of the spectral decomposition of $\Delta_{\Psi|\Phi}$, we conclude that $u^\dagger P^\rho u$ is the projection valued measure associated with $\Delta_{\Psi|\Phi}$.

It follows that

$$-\langle \Psi | \log(\Delta_{\Psi|\Phi}) \rangle = - \int_0^{\infty} \lambda d\left(\langle \Psi | u^\dagger P^\rho u | \Psi \rangle\right) = - \int_0^{\infty} \log(\lambda) d\left(\langle u\Psi | P^\rho u \Psi \rangle\right) = - \langle u\Psi | \log(\Delta^\rho_{u\Psi|u\Phi}) | u\Psi \rangle. \tag{14.37}$$

The same logic can be applied to the commutant algebras $M'_{\text{code}}$ and $M'_{\text{phys}}$. Hence,

$$S_{\Psi|\Phi}(M_{\text{code}}) = S_{u\Psi|u\Phi}(M_{\text{phys}}), \quad S_{\Psi|\Phi}(M'_{\text{code}}) = S_{u\Psi|u\Phi}(M'_{\text{phys}}). \tag{14.38}$$

\[ \square \]

14.3 Proof of Theorem 3.0.1

**Theorem 3.0.1.** Let $u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}}$ be an isometry between two Hilbert spaces. Let $M_{\text{code}}$ and $M_{\text{phys}}$ be von Neumann algebras on $\mathcal{H}_{\text{code}}$ and $\mathcal{H}_{\text{phys}}$ respectively. Let $M'_{\text{code}}$ and $M'_{\text{phys}}$ respectively be the commutants of $M_{\text{code}}$ and $M_{\text{phys}}$. Suppose that the set of cyclic and separating vectors with respect to $M_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$. Also suppose that if $|\Psi\rangle \in \mathcal{H}_{\text{code}}$ is cyclic and separating with respect to $M_{\text{code}}$, then $u|\Psi\rangle$ is cyclic and separating with respect to $M_{\text{phys}}$. Then the following two statements are equivalent:
1. Bulk reconstruction \( \forall O \in M_{\text{code}} \forall O' \in M'_{\text{code}}, \exists \tilde{O} \in M_{\text{phys}} \exists \tilde{O}' \in M'_{\text{phys}} \) such that

\[
\forall |\Theta\rangle \in H_{\text{code}} \quad \left\{
\begin{array}{l}
u_O |\Theta\rangle = \tilde{O} u |\Theta\rangle, \\
u_{O'} |\Theta\rangle = \tilde{O}' u |\Theta\rangle,
\end{array}
\right.
\]

\[
u_O |\Theta\rangle = \tilde{O} u |\Theta\rangle, \\
u_{O'} |\Theta\rangle = \tilde{O}' u |\Theta\rangle.
\]

2. Relative entropy equals bulk relative entropy For any \(|\Psi\rangle, |\Phi\rangle \in H_{\text{code}}\) with \(|\Psi\rangle\) cyclic and separating with respect to \(M_{\text{code}}\),

\[
S_{\Psi|\Phi}(M_{\text{code}}) = S_{u\Psi|u\Phi}(M_{\text{phys}}), \text{ and } S_{\Psi|\Phi}(M'_{\text{code}}) = S_{u\Psi|u\Phi}(M'_{\text{phys}}),
\]

where \(S_{\Psi|\Phi}(M)\) is the relative entropy.

**Proof.** Given the proof of Theorem 14.1.1, we only need to show that statement 2 implies statement 1. Let \(|\Phi\rangle \in H_{\text{code}}\) be cyclic and separating with respect to \(M_{\text{code}}\), and let \(U \in M_{\text{code}}\) and \(U' \in M'_{\text{code}}\) be unitary operators. We can easily see that

\[
o = S_{\Phi|U\Phi}(M_{\text{code}}) = S_{u\Phi|uU\Phi}(M_{\text{phys}}).
\]

Due to Theorem 3.1.26, this implies that

\[
\Delta^p_{u\Phi|uU\Phi} |u\Phi\rangle = |u\Phi\rangle,
\]

where \(\Delta^p_{u\Phi|uU\Phi} = S^p_{u\Phi|uU\Phi} S^p_{uU\Phi|u\Phi}\) and \(S^p_{u\Phi|uU\Phi}\) is the relative modular operator defined with.
respect to $M_{\text{phys}}$. It follows that for any $P \in M_{\text{phys}},$
\[
\langle uU' \Phi | P uU' \Phi \rangle = \langle \mathcal{S}_{uU'} | \mathcal{S}_{uU'} | uU' \Phi \rangle = \langle P \Phi | \mathcal{S}_{uU'} | uU' \Phi \rangle = \langle \mathcal{S}_{uU'} | P \Phi | uU' \Phi \rangle = \langle P \Phi | uU' \Phi \rangle.
\]
(14.41)

This implies that
\[
\langle \Phi | U' u^\dagger P u U' - u^\dagger P u | \Phi \rangle = 0.
\]
(14.42)

We now use the assumption that cyclic and separating vectors with respect to $M_{\text{code}}$ are dense in $\mathcal{H}_{\text{code}}$. For any $|\Psi\rangle \in \mathcal{H}_{\text{code}},$ choose a sequence \{ $|\Phi_n\rangle$ \} $\in \mathcal{H}_{\text{code}}$ such that each $|\Phi_n\rangle$ is cyclic and separating with respect to $M_{\text{code}},$ and $|\Psi\rangle = \lim_{n \to \infty} |\Phi_n\rangle$. Then,
\[
\langle \Psi | U' u^\dagger P u U' - u^\dagger P u | \Psi \rangle = \lim_{n \to \infty} \langle \Phi_n | U' u^\dagger P u U' - u^\dagger P u | \Phi_n \rangle = 0.
\]
(14.43)

Hence, this implies that the operators that are measured in the limit itself is zero, i.e. $U' u^\dagger P u U' - u^\dagger P u = 0$. This then gives the following identity involving the isometry $u,$ an arbitrary operator $P \in M_{\text{phys}},$ and a unitary operator $U \in M_{\text{code}}$:
\[
u^\dagger P u U = U' u^\dagger P u.
\]
(14.44)

The same logic can be applied to the commutant algebras; thus, for any $P' \in M'_{\text{phys}},$ $U \in M_{\text{code}}$
with \( U \) unitary, we have a similar relation:

\[
 u^\dagger P'uU = Uu^\dagger P'u. \tag{14.45}
\]

Another consequence of equation (14.41) is that for any \( P_1, P_2 \in M_{phys} \), we have that

\[
 \langle P_1u\Phi | P_2u\Phi \rangle = \langle P_1u\Phi | P_2u\Phi \rangle. \tag{14.46}
\]

Naturally, we define a linear map \( X'\Phi U' : \mathcal{H}_{phys} \to \mathcal{H}_{phys} \). We define \( X'\Phi U' \) by

\[
 X'\Phi U' P u |\Phi\rangle := P u U' |\Phi\rangle \quad \forall P \in M_{phys}. \tag{14.47}
\]

Then we see that \( X'\Phi U' \) is densely defined. From equation (14.46), we see that \( X'\Phi U' \) preserves the norm of all vectors in its domain. Hence, \( X'\Phi U' \) may be uniquely extended to a bounded operator, which is unitary. By definition, \( X'\Phi U' \) commutes with all operators in \( M_{phys} \); hence, we deduce that \( X'\Phi U' \in M'_{phys} \). (The superscripts on \( X'\Phi U' \) remind us that it depends on the choice of \( |\Phi\rangle \) and \( U' \) and that it is in the commutant of \( M_{phys} \).)

Next, we use equations (14.45) and (14.47) with \( P' = X'\Phi U' \). We find that

\[
 u^\dagger X'\Phi U' u U |\Phi\rangle = U u^\dagger X'\Phi U' u |\Phi\rangle = U u^\dagger u U' |\Phi\rangle = U U' |\Phi\rangle = U' U |\Phi\rangle. \tag{14.48}
\]

The first equality follows from equation (14.45), the second equality follows from (14.47), the third
equality follows from the fact that $u^\dagger u$ is the identity on $\mathcal{H}_{\text{code}}$, and the last equality follows because $U \in M_{\text{code}}$ and $U' \in M'_{\text{code}}$. Recall that $U$ is an arbitrary unitary operator in $M_{\text{code}}$. We now need Theorem 3.1.14, which states that any operator in $M_{\text{code}}$ may be written as a linear combination of four unitary operators in $M_{\text{code}}$ [180]. The above equation implies that for any $O \in M_{\text{code}}$, we have that

$$ (u^\dagger X' \Phi U' u - U') O |\Phi\rangle = 0. \quad (14.49) $$

Note that $(u^\dagger X' \Phi U' u - U')$ is a bounded operator, so its kernel is closed. Recall that $|\Phi\rangle$ is cyclic with respect to $M_{\text{code}}$. Since any vector in the Hilbert space may be written as $\lim_{n \to \infty} O_n |\Phi\rangle$ for some sequence of operators $\{O_n\} \in M_{\text{code}}$, it follows that $(u^\dagger X' \Phi U' u - U')$ annihilates every vector in $\mathcal{H}_{\text{code}}$. In other words,

$$ u^\dagger X' \Phi U' u = U'. \quad (14.50) $$

Choose an arbitrary $|\Psi\rangle \in \mathcal{H}_{\text{code}}$ with $\langle \Psi | \Psi \rangle = 1$. We may uniquely write $X' \Phi U' u |\Psi\rangle$ as

$$ X' \Phi U' u |\Psi\rangle = |a\rangle + |b\rangle, \quad (14.51) $$

where $|a\rangle \in \text{Im } u$, and $|b\rangle \in (\text{Im } u)^\perp$. Note that $X' \Phi U'$ is unitary; hence, we can decompose as

$$ \langle u |\Psi \rangle |X' \Phi U' \rangle \langle X' \Phi U' |u \rangle |\Psi\rangle = 1 = \langle a |a\rangle + \langle b |b\rangle. \quad (14.52) $$
Next, note that

\[ u^\dagger |a\rangle = u^\dagger (|a\rangle + |b\rangle) = u^\dagger X^\Phi U^\dagger u |\Psi\rangle = U^\dagger |\Psi\rangle. \quad (14.53) \]

Hence,

\[ \langle a|a\rangle = \langle u^\dagger a|u^\dagger a\rangle = \langle U^\dagger |\Psi\rangle|U^\dagger |\Psi\rangle = 1. \quad (14.54) \]

This implies that \( \langle b|b\rangle = 0 \); hence \( |b\rangle = 0 \). Hence, \( X^\Phi U^\dagger \) maps the vector space \( \text{Im} u \) to itself. We may then use equation (14.50) to find that

\[ X^\Phi U^\dagger = uu^\dagger X^\Phi U^\dagger = uU^\dagger. \quad (14.55) \]

Next, we define a linear map \( X^{(U^\dagger \Phi)(U^\dagger)} : \mathcal{H}_{\text{phys}} \to \mathcal{H}_{\text{phys}} \). We define \( X^{(U^\dagger \Phi)(U^\dagger)} \) by

\[ X^{(U^\dagger \Phi)(U^\dagger)} P uU^\dagger |\Phi\rangle := P u |\Phi\rangle \quad \forall P \in \mathcal{M}_{\text{phys}}. \quad (14.56) \]

It is easy to see that \( U^\dagger |\Phi\rangle \) is cyclic and separating with respect to \( \mathcal{M}_{\text{code}} \) given that \( |\Phi\rangle \) is cyclic and separating with respect to \( \mathcal{M}_{\text{code}} \) and that \( U^\dagger \in \mathcal{M}_{\text{code}}' \) is unitary. It follows that \( X^{(U^\dagger \Phi)(U^\dagger)} \) is densely defined and uniquely extends to a bounded operator, which is unitary. Since equation (14.55) is true for any \( |\Phi\rangle \in \mathcal{H}_{\text{code}} \) that is cyclic and separating with respect to \( \mathcal{M}_{\text{code}} \) and any unitary \( U^\dagger \in \mathcal{M}_{\text{code}}' \),

\[ X^{(U^\dagger \Phi)(U^\dagger)} u = uU^\dagger. \quad (14.57) \]
This relation can be used to see that for any $P \in M_{phys}$,

$$X'(U'\Phi)(U'\dagger)X'\PhiPu|\Phi\rangle = Pu|\Phi\rangle.$$ \hspace{1cm} (14.58)

Thus, we deduce that the two operators we defined are adjoints of each other:

$$(X'\Phi U')\dagger = X'(U'\Phi)(U'\dagger).$$ \hspace{1cm} (14.59)

We have thus shown that for every unitary operator $U' \in M'_{code}$, there exists a unitary operator $X' \in M'_{phys}$ such that

$$X'u = uU', \text{ and } X'\dagger u = uU'\dagger.$$ \hspace{1cm} (14.60)

The same logic applies to show that for every unitary operator $U \in M_{code}$, there exists a unitary operator $X \in M_{phys}$ such that

$$Xu = uU, \text{ and } X\dagger u = uU\dagger.$$ \hspace{1cm} (14.61)

We conclude the proof by noting that any operator in a von Neumann algebra $M$ may be written as a linear combination of four unitary operators in $M$ (Theorem 3.1.14).

Our proof provides an explicit formula for reconstructing an operator in $M_{code}$ as an operator in $M_{phys}$. Given $O \in M_{code}$, we define the operator $\tilde{O} \in M_{phys}$ by

$$\tilde{O}P'u|\Phi\rangle := P'uO|\Phi\rangle \quad \forall P' \in M'_{phys},$$ \hspace{1cm} (14.62)
where $|\Phi\rangle \in \mathcal{H}_{\text{code}}$ is a fiducial state that is cyclic and separating with respect to $M_{\text{code}}$ and $M'_{\text{code}}$.

This formula follows from writing $\mathcal{O}$ as a linear combination of four unitary operators in $M_{\text{code}}$ and using equation (14.47) on each unitary operator. The arguments in our proof then establish that $\tilde{\mathcal{O}} u = u \mathcal{O}$. Note that $\tilde{\mathcal{O}}$ does not depend on the choice of the fiducial state $|\Phi\rangle$. To see this, we define $\tilde{\mathcal{O}} \ast \in M_{\text{code}}$ by

$$\tilde{\mathcal{O}} \ast \mathcal{P'} u |\Phi \ast\rangle := \mathcal{P'} u \mathcal{O} |\Phi \ast\rangle \quad \forall \mathcal{P'} \in M'_{\text{phys}}, \quad (14.63)$$

where $|\Phi \ast\rangle \in \mathcal{H}_{\text{code}}$ is a different fiducial state. Since $\tilde{\mathcal{O}} u |\Phi \ast\rangle = u \mathcal{O} |\Phi \ast\rangle$, it follows that

$$\tilde{\mathcal{O}} \mathcal{P'} u |\Phi \ast\rangle = \mathcal{P'} \tilde{\mathcal{O}} u |\Phi \ast\rangle = \mathcal{P'} u \mathcal{O} |\Phi \ast\rangle = \tilde{\mathcal{O}} \ast \mathcal{P'} u |\Phi \ast\rangle \quad \forall \mathcal{P'} \in M'_{\text{phys}}. \quad (14.64)$$

Hence, $\tilde{\mathcal{O}}$ and $\tilde{\mathcal{O}} \ast$ are equal because they are both bounded operators that act the same way on a dense subspace of $\mathcal{H}_{\text{code}}$.

14.4 Discussion

In this section, we discuss the physical implications of Theorem 3.0.1. In particular, we explain in physical settings the validity of the technical assumptions of the theorem. In Section 14.4.1, we motivate our use of von Neumann algebras by explaining how they arise in quantum field theory, with an approach inspired by [155]. In Section 14.4.2, we summarize reasons why Theorem 3.0.1 should only be true in an approximate sense in quantum gravity. In Section 14.4.3, we summarize
the Reeh–Schlieder theorem. In Section 14.4.4, we use the Reeh–Schlieder theorem to physically motivate the assumptions of Theorem 3.0.1. In Section 14.4.6, we compare Theorem 3.0.1 with previous work on finite-dimensional error correction [159].

### 14.4.1 Von Neumann algebras in quantum field theory

Quantum field theories are characterized by algebras of operators acting on a Hilbert space $\mathcal{H}$. For every open region in spacetime, there is an associated algebra [155]. We will assume that there is a unique ground state $|\Omega\rangle \in \mathcal{H}$. The closure of the set of states obtained by acting on $|\Omega\rangle$ with all operators in the algebra associated with the entire spacetime is defined to be the vacuum superselection sector, $\mathcal{H}_0$. By definition, each superselection sector of the theory is an invariant subspace of this algebra.

Theories with lagrangian descriptions have a notion of an elementary field. Given an open region of spacetime $\mathcal{U}$, we can define an associated operator algebra $\mathcal{A}(\mathcal{U})$ by smearing the elementary fields with functions supported only in $\mathcal{U}$. The operator algebra $\mathcal{A}(\mathcal{U})$ generically contains unbounded operators. Given $\mathcal{A}(\mathcal{U})$, we may obtain a von Neumann algebra $\mathcal{M}(\mathcal{U})$, which only consists of bounded operators, as follows [155]. For every unbounded operator (which we assume to be closed) in $\mathcal{A}(\mathcal{U})$, we may perform a polar decomposition to obtain a partial isometry and a self-adjoint positive operator, which is canonically associated with a set of projections by the spectral theorem. The von Neumann algebra $\mathcal{M}(\mathcal{U})$ is generated by the set of all spectral projections and pari-

---

7 Assuming that the time-slice axiom [155] holds, $\mathcal{A}(\mathcal{U})$ should really be associated with the domain of dependence of $\mathcal{U}$, as operators in the domain of dependence are related to operators in $\mathcal{U}$ via an equation of motion. Note that the time-slice axiom does not hold for generalized free fields [104], which we consider in Section 14.4.2.
tial isometries associated with the operators in $A(U)$. We assume that the operators in $A(U)$ may be approximated by operators in $M(U)$. As shown in [307], the Reeh–Schlieder theorem implies that states with bounded energy-momentum are cyclic with respect to $A(U)$ for any open subregion of spacetime $U$. We assume that this is also true for $M(U)$.

14.4.2 Approximate entanglement wedge reconstruction

Throughout the chapter, we have used von Neumann algebras to denote subregions in the bulk and the boundary. In AdS/CFT, the boundary theory is a quantum field theory, so the discussion in Section 14.4.1 directly applies. However, the bulk theory is a theory of quantum gravity (string theory). For states with a semi-classical bulk dual, the bulk theory may be effectively described using quantum field theory on an asymptotically AdS background that might contain black holes. The applicability of quantum field theory motivates us to use von Neumann algebras to describe operators associated with covariantly defined subregions in the bulk, like the entanglement wedge of a boundary subregion. Since entanglement wedges are causally complete, they naturally have an associated von Neumann algebra.

Since the long-distance bulk physics is only approximately described by quantum field theory, we need a generalization of Theorem 3.0.1 that relates the approximate bulk reconstruction to the approximate equivalence of relative entropies between the boundary and the bulk. We want to note

---

8 If a subalgebra $S$ of bounded operators contains the identity and is closed under hermitian conjugation, then its double commutant, $S''$, is the von Neumann algebra generated by $S$. Von Neumann algebras are naturally associated with causally complete subregions [180, 307].

9 Associating a set of operators with a subregion in the bulk is highly nontrivial due to nonlocal effects in the bulk [138]. This is addressed in [139], which studies information measures for sets of operators that are not closed under multiplication. We do not consider this subtlety in our analysis.
that our formulation of bulk reconstruction in Theorem 3.0.1 is exact in the sense that correlation
functions of operators in $M_{\text{code}}$ exactly equal correlation functions computed on the boundary with
the corresponding operators in $M_{\text{phys}}$.

To be more precise, Theorem 3.0.1 is only valid for certain choices of the code subspace. If the
code subspace consists of states with semi-classically distinct geometries, it is not clear how von Neu-
mann algebras can be associated with subregions in a state independent way. For Theorem 3.0.1 to
be relevant, we could choose $\mathcal{H}_{\text{code}}$ to be a subspace describing long wavelength modes in quantum
field theory on a fixed background and the entanglement wedge to be the classical minimal area sur-
face corresponding to a boundary subregion. To order $G_N^0$, the bulk dual of entanglement entropy is
given by the bulk entanglement entropy of the entanglement wedge plus a local integral on the min-
imal area surface [130]. This was used to relate the bulk and boundary modular hamiltonians [178].

Since the bulk and boundary modular hamiltonians only differ by operators localized on the minimal
surface, the bulk and boundary relative entropies are equivalent up to $O(G_N)$ corrections [178].
The bulk dual of relative entropy beyond order $G_N^0$ involves bulk modular hamiltonians evaluated
with respect to different bulk surfaces [103].\textsuperscript{10} Since the formula for the bulk dual of relative entropy
in Theorem 3.0.1 is only valid to order $G_N^0$, the two main statements in Theorem 3.0.1 can only be
true in quantum gravity in an approximate sense. Theorem 4 of [82] proves that in the case of finite-
dimensional von Neumann algebras, the approximate equivalence of bulk and boundary relative
entropies implies approximate bulk reconstruction. Furthermore, [165] proves that entanglement

\textsuperscript{10}It will be interesting to generalize equation (5.4) in [103] to an expression that uses infinite-dimensional
von Neumann algebras.
wedge reconstruction can be exact to all orders in perturbation theory.$^{11}$

It is possible for both statements in Theorem 3.0.1 to be exactly true in the limit $G_N \to 0$. In this case, the AdS/CFT duality relates a $(d + 1)$-dimensional quantum field theory in AdS and a $d$-dimensional generalized free field theory, for which all connected $n$-point correlation functions vanish when $n \geq 3$.\footnote{The fact that all correlation functions may be expressed in terms of two-point functions arises from large-N factorization in the boundary CFT.} We may set $\mathcal{H}_{\text{code}} = \mathcal{H}_{\text{phys}}$ because every state in the boundary theory has a geometric dual. The case where the bulk theory is a free scalar is studied in \cite{104}. The authors of \cite{104} work in Poincaré coordinates, which has $d$-dimensional Minkowski space as its conformal boundary. They argue that in the boundary generalized free field theory, the algebra associated with the domain of dependence of any ball-shaped region in a spatial slice of Minkowski space is equal to the algebra associated with the causal wedge in the bulk.\footnote{This statement is also true for conformal transformations of such regions. For these boundary regions, the causal wedge is the same as the entanglement wedge \cite{263}.} This statement is expressed in equation (5.7) of \cite{104}. This implies that $M_{\text{code}}$ and $M_{\text{phys}}$ are isomorphic, i.e. $M_{\text{code}} = M_{\text{phys}}$, which means that the bulk and boundary relative entropies are equal.

\subsection*{14.4.3 The Reeh–Schlieder theorem}

In the previous subsection, we explained how we use von Neumann algebras to approximately characterize bulk physics. Before we physically motivate the assumption in Theorem 3.0.1 that the set of cyclic and separating vectors with respect to $M_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$, we outline the conclusions of the Reeh–Schlieder theorem. Our discussion of the Reeh–Schlieder theorem follows the spirit of \cite{165, 192}.

\footnote{However, in certain contexts, the entanglement wedge reconstruction proposal must be nonperturbatively approximate (see \cite{165, 192}).}
For the purposes of presenting the Reeh–Schlieder theorem, we restrict ourselves to quantum field theory in \(d\)-dimensional Minkowski space. Let \(P^\mu\) be the energy-momentum operator. Each component of \(P^\mu\) is a self-adjoint operator with its own set of spectral projections. Let \(S_\Lambda\) be the subset of momentum space defined by

\[
S_\Lambda = \{ p^\mu : |p^\mu| < \Lambda \quad \forall \mu \in \{0, 1, \cdots, d-1\} \}
\]

for some cutoff energy \(\Lambda\). Using the spectral projections of each \(P^\mu\), we may construct a projection operator \(\Pi_{S_\Lambda}\) that projects onto the subspace of states with energy-momentum in \(S_\Lambda\). As \(P^\mu\) is defined by smearing the local operator \(T^0_\mu\) (where \(T^{\mu\nu}\) is the stress tensor) over an entire spatial slice, \(\Pi_{S_\Lambda}\) leaves each superselection sector invariant. Furthermore, for every \(|\Psi\rangle \in \mathcal{H}\),

\[
\lim_{\Lambda \to \infty} \Pi_{S_\Lambda} |\Psi\rangle = |\Psi\rangle.
\]

Thus, the set of states of bounded energy-momentum in a given superselection sector is dense in that superselection sector.

The Reeh–Schlieder theorem may be applied to states of bounded energy-momentum. Let \(|\Xi\rangle\) denote such a state. Let \(\Sigma\) denote a spatial slice. Given an open proper subregion \(V \subset \Sigma\), let \(\mathcal{U}_V\) be a small neighborhood in spacetime containing \(V\). The Reeh–Schlieder theorem tells us that the closure of the set of states obtained by acting on \(|\Xi\rangle\) with operators in the algebra \(\mathcal{A}(\mathcal{U}_V)\) is equal

\[14\text{Technically, a spatial slice is not an open subregion of spacetime.}\]
to the closure of the set of states obtained by acting on $|\Xi\rangle$ with all local operators, which is the superselection sector of $|\Xi\rangle$.

Let us restrict our attention to a single superselection sector. Then $|\Xi\rangle$ is cyclic with respect to $\mathcal{A}(\mathcal{U}_V)$ and $\mathcal{M}(\mathcal{U}_V)$. Since $V$ is a proper subregion of $\Sigma$, the Reeh–Schlieder theorem may also be applied to the subregion $\mathcal{U}_{V'}$, where $V'$ is the complement of the closure of $V$ in $\Sigma$. The result is that $|\Xi\rangle$ is also separating with respect to $\mathcal{M}(\mathcal{U}_V)$ [307]. Thus, in quantum field theory in Minkowski space restricted to a single superselection sector, the fact that the set of states of bounded energy-momentum is dense implies that the set of cyclic and separating vectors with respect to $\mathcal{M}(\mathcal{U}_V)$ is dense.

14.4.4 **Physical motivation for the assumptions of Theorem 3.0.1**

We now use the Reeh–Schlieder theorem to understand the assumptions in Theorem 3.0.1 in a physical context. Without loss of generality, we assume that the bulk-to-boundary isometry $u$ in Theorem 3.0.1 maps $\mathcal{H}_{\text{code}}$ into a single superselection sector of $\mathcal{H}_{\text{phy}}$. That is, the code subspace lies within a single superselection sector. If this is not the case, then we can decompose $\mathcal{H}_{\text{code}}$ into orthogonal subspaces that each are mapped into different superselection sectors of the boundary theory, and we can study Theorem 3.0.1 separately for each orthogonal subspace.

In Theorem 3.0.1, we assume that the set of cyclic and separating vectors with respect to $\mathcal{M}_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$. If the bulk theory was quantum field theory in Minkowski space, then the discussion in Section 14.4.3 directly applies. However, the discussion in Section 14.4.3 does not directly imply this because the bulk theory is only approximately described by quantum field theory and
the background spacetime is asymptotically AdS. In [245], a version of the Reeh–Schlieder theorem is proved for free scalar fields in global AdS. The theorem is valid for the vacuum state of the field quantized in global AdS, the vacuum state of the field quantized in any causal wedge, and finite-energy excitations of these vacua. If we choose to ignore the gravitational backreaction in the bulk and take $\mathcal{H}_{\text{code}}$ to consist of finite-energy excitations of the global AdS vacuum, the results of [245] suggest to us that it is plausible that the set of cyclic and separating vectors with respect to $M_{\text{code}}$, where $M_{\text{code}}$ is associated with an entanglement wedge, is dense in the bulk vacuum superselection sector $\mathcal{H}_0$. If $\mathcal{H}_0$ is a proper subset of $\mathcal{H}_{\text{code}}$, we should redefine $\mathcal{H}_{\text{code}}$ to be $\mathcal{H}_0$ for Theorem 3.0.1 to apply.

It would be interesting to investigate the plausibility of the assumption that the set of cyclic and separating states with respect to $M_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$ when $\mathcal{H}_{\text{code}}$ contains black hole microstates. For a sufficiently large boundary subregion, the entanglement wedge of $M_{\text{code}}$ will contain the black hole, and the operators in $M_{\text{code}}$ correspond to local operators associated with the field degrees of freedom outside of the black hole as well as operators that act on the black hole microstates, whose description involves quantum gravity at the Planck scale. In quantum field theory, it is possible to generate the whole Hilbert space by acting on the vacuum with operators in a small subregion because the vacuum is highly entangled. It would be interesting to understand how the presence of a black hole changes the structure of spacetime entanglement outside the horizon. Holographic tensor network models suggest that entanglement wedge reconstruction is possible in the presence of a black hole [160]; operators outside the black hole can in fact be “pushed through” the black hole tensor [165]. However, tensor network models of holography involve finite dimensional Hilbert
spaces and thus cannot capture the pattern of entanglement that makes the Reeh–Schlieder theorem work.

Finally, we address the assumption in Theorem 3.0.1 that for all states $|\Psi\rangle \in \mathcal{H}_{code}$ that are cyclic and separating with respect to $M_{code}$, $u |\Psi\rangle$ is cyclic and separating with respect to $M_{phys}$. In [245], the Reeh–Schlieder theorem holds for the vacuum of global AdS, implying that the vacuum is cyclic and separating with respect to the local operator algebra associated with a bulk subregion. The image of the bulk vacuum state under the bulk-to-boundary isometry is the boundary vacuum state, which is cyclic and separating with respect to the local operator algebras associated with boundary subregions. Likewise, finite-energy excited states in the bulk map to states in the boundary CFT of bounded energy-momentum, which are also cyclic and separating. This supports the assumption of Theorem 3.0.1 that the cyclic and separating states with respect to $M_{code}$ map to the cyclic and separating states with respect to $M_{phys}$.

### 14.4.5 von Neumann algebra with type III₁ factors as a special case

Our main physical justification of the assumption that cyclic and separating states with respect to $M_{code}$ are dense in $\mathcal{H}_{code}$ is the fact that the Reeh–Schlieder theorem applies to states of bounded energy-momentum, which are dense in the Hilbert space. When considering a generic local quantum field theory, the von Neumann algebra of a type III₁ factor is associated with a causal subregion of the spacetime. When $M_{code}$ and $M'_{code}$ are type III₁ factors, the assumption of Theorem 3.0.1 that cyclic and separating states with respect to $M_{code}$ are dense in $\mathcal{H}_{code}$ also follows from a result of

---

*The definition of a type III₁ factor is given in [184].
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Connes-Størmer, which is presented below.

**Theorem 14.4.1** (Connes-Størmer [80]). *A factor $M$ is of type III$_1$ if and only if the action of its unitary group on its state space by inner automorphisms is topologically transitive in the norm topology.*

Let $|\Psi\rangle$ be a cyclic and separating vector with respect to $M$. The above theorem implies that the set of vectors that can be written as $UU' |\Psi\rangle$, where $U \in M$ and $U' \in M'$ are both unitary operators, is dense in $\mathcal{H}$. Given that $|\Psi\rangle$ is cyclic and separating with respect to $M$, $UU' |\Psi\rangle$ is also cyclic and separating. The existence of one cyclic and separating vector $|\Psi\rangle$ in Theorem 3.0.1 guarantees, for a factor of type III$_1$, that the set of cyclic and separating vectors with respect to $M_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$.

14.4.6 **Finite-dimensional quantum error correction**

In this section, we explain Theorem 3.0.1 in the context of previous work on finite-dimensional error correction [102, 159, 259]. First, we interpret the assumption that cyclic and separating vectors with respect to $M_{\text{code}}$ map to cyclic and separating vectors with respect to $M_{\text{phys}}$ in the case that $\mathcal{H}_{\text{code}}$ and $\mathcal{H}_{\text{phys}}$ are finite dimensional. As discussed in [159], a finite dimensional $M_{\text{code}}$ induces a decomposition of the code subspace,

$$\mathcal{H}_{\text{code}} = \bigoplus_a \mathcal{H}_{a_a} \otimes \mathcal{H}_{a_a},$$  \hspace{1cm} (14.65)
such that any $O \in M_{\text{code}}$ may be written in block-diagonal form:

$$O = \begin{pmatrix} O_{a_1} \otimes I_{a_1} & 0 & \cdots \\ 0 & O_{a_2} \otimes I_{a_2} & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix}. \quad (14.66)$$

In the setup of [159], $H_{\text{phys}}$ may be written in the factorized form $H_{\text{phys}} = H_A \otimes H_{\overline{A}}$ where each factor corresponds to a boundary subregion and its complement. Let $M_{\text{phys}}$ induce the factorization $H_{\text{phys}} = H_A \otimes H_{\overline{A}}$ such that operators in $M_{\text{phys}}$ act trivially on $H_A$. As [159] points out, subalgebra codes with complementary recovery are especially relevant for AdS/CFT as they display a Ryu–Takayanagi formula with a nontrivial area operator. For such codes, an orthonormal basis of $H_{a_\alpha} \otimes H_{\overline{a}_\alpha}$ may be written as

$$u |\alpha, ij\rangle_{\text{code}} = U_A U_{\overline{A}} \left( |\alpha, i\rangle_{A_1} |\alpha, j\rangle_{\overline{A}_1} |\chi_{a_\alpha} \rangle_{A_2} |\overline{\chi}_{\overline{a}_\alpha} \rangle_{\overline{A}_2} \right), \quad (14.67)$$

for a decomposition of $H_A$ given by

$$H_A = \oplus_{\alpha} (H_{A_1} \otimes H_{\overline{A}_1}) \oplus H_{A_2}, \quad (14.68)$$

and similarly for $H_{\overline{A}}$. Also,

$$\dim H_{A_1'} = \dim H_{a_\alpha} \quad \text{and} \quad \dim H_{\overline{A}_1'} = \dim H_{\overline{a}_\alpha}. \quad 811$$
For each $\alpha$, $i$ and $j$ are indices that denote basis vectors in $H_{a\alpha}$ and $H_{a\alpha}$ respectively. We have explicitly included $u$, the isometry from the code subspace to the physical Hilbert space. $U_A$, $U_T$ are unitary matrices that act on $H_A$, $H_T$, and $|\chi\rangle_{A^2_\alpha T^2_\alpha}$ is a state that depends on the specific code under consideration. It is important that in the state $|\chi\rangle_{A^2_\alpha T^2_\alpha}$, subsystems $A^\alpha_2$ and $\overline{A}^\alpha_2$ are entangled. If $|\chi\rangle_{A^2_\alpha T^2_\alpha}$ were a factorized state for every $\alpha$, then it would not be possible to express $|\alpha, ij\rangle_{\text{code}}$ as in (14.67) for arbitrary choices of the factorization $H_{\text{phys}} = H_A \otimes H_T$. That is, the code would not be useful for studying bulk reconstruction for arbitrary choices of boundary subregions. Furthermore, equation (5.26) of [159] would imply that the area operator vanishes.

We now discuss the implications of Theorem 3.0.1 for the state $|\chi_\alpha\rangle_{A^2_\alpha T^2_\alpha}$. Let us assume that $\dim H_A = \dim H_T$ and that for every $\alpha$, $\dim H_{a\alpha} = \dim H_{a\alpha}$. Otherwise, there do not exist any cyclic and separating vectors with respect to $M_{\text{code}}$ or $M_{\text{phys}}$. A vector in $H_{\text{phys}}$ is cyclic and separating with respect to $M_{\text{phys}}$ if and only if it has maximal Schmidt number with respect to $H_{\text{phys}} = H_A \otimes H_T$. The assumption that cyclic and separating vectors with respect to $M_{\text{code}}$ map to cyclic and separating vectors with respect to $M_{\text{phys}}$ implies that $|\chi\rangle_{A^2_\alpha T^2_\alpha}$ must have maximal Schmidt number with respect to the factorization $H_{A^2_\alpha} \otimes H_{\overline{A}^2_\alpha}$ and that $\dim H_{A^2_\alpha} = \dim H_{\overline{A}^2_\alpha}$. To see why, note that a cyclic and separating vector $|\Phi\rangle \in H_{\text{code}}$ with respect to $M_{\text{code}}$ may be written as

$$|\Phi\rangle = \sum_{\alpha, i, j} c_{ij}^\alpha |\alpha, ij\rangle_{\text{code}}, \quad (14.69)$$

where $c_{ij}^\alpha$ is a full-rank square matrix for each $\alpha$. Using equation (14.67) to map $|\Phi\rangle$ to $u|\Phi\rangle \in H_{\text{phys}}$, we see that if $|\chi_\alpha\rangle_{A^2_\alpha T^2_\alpha}$ does not have maximal Schmidt number for some $\hat{\alpha}$, then we can annihilate
\( u \left| \Phi \right\rangle \) with an operator that, up to conjugation by \( U_\mathcal{A} \), acts as the identity on \( \mathcal{H}_\mathcal{A} \), annihilates \( \mathcal{H}_\mathcal{A} \), annihilates \( \mathcal{H}_{\mathcal{A}_1} \otimes \mathcal{H}_{\mathcal{A}_2} \) for \( \alpha \neq \hat{\alpha} \), and acts nontrivially on \( \mathcal{H}_{\mathcal{A}_1} \otimes \mathcal{H}_{\mathcal{A}_2} \). This implies that \( u \left| \Phi \right\rangle \) is not separating with respect to \( M_{\text{phys}} \), which contradicts the assumption. Another consequence of the assumption is that \( \mathcal{H}_\mathcal{A} \) and \( \mathcal{H}_\mathcal{Z} \) must be trivial. Previous work on finite-dimensional error correction \([159, 259]\) has highlighted the crucial role of entanglement in bulk reconstruction. We have shown that the Reeh–Schlieder theorem suggests that cyclic and separating vectors with respect to \( M_{\text{code}} \) are mapped via the bulk-to-boundary isometry to vectors that are cyclic and separating with respect to \( M_{\text{phys}} \). In the context of finite-dimensional subalgebra codes, this implies that the area term in the Ryu–Takayangi formula cannot vanish.

Our proof of entanglement wedge reconstruction in Theorem 3.0.1 is constructive. Given a bulk operator \( \mathcal{O} \in M_{\text{code}} \), equation (14.62) provides an explicit formula for a boundary operator \( \tilde{\mathcal{O}} \in M_{\text{phys}} \). In order to understand our formula in the finite dimensional case, we use the decomposition

\[
\mathcal{H}_\mathcal{A} = \bigoplus_{\alpha} (\mathcal{H}_{\mathcal{A}_1} \otimes \mathcal{H}_{\mathcal{A}_2}) \quad \text{(and similarly for \( \mathcal{H}_\mathcal{Z} \))}
\]

and let \( \left| \Phi \right\rangle \) (defined in equation (14.69)) be our fiducial state. The action of \( \mathcal{O} \in M_{\text{code}} \) on a code subspace basis vector is

\[
\mathcal{O} \left| \Phi \right\rangle = \sum_{\alpha, i, j} \tilde{c}_{ij} \left( \tilde{i} \right| \mathcal{O}_{\alpha} \left| i \right\rangle \left| \alpha, \hat{i} \right\rangle_{\text{code}} ,
\]

where \( \mathcal{O}_{\alpha} \) is defined in equation (14.66). By equation (14.67) we then have that

\[
u \left| \Phi \right\rangle = \sum_{\alpha, i, j} \tilde{c}_{ij} U_\mathcal{A} U_\mathcal{A}' \left( \left| \alpha, i \right\rangle_{\mathcal{A}_1} \left| \alpha, j \right\rangle_{\mathcal{A}_2} \left| \chi_{\alpha} \right\rangle_{\mathcal{A}_1'} \right),
\]

(14.71)
\[ \langle O | \Phi \rangle = \sum_{a,i,j} c_{ij}^a \langle i | O_{a,i} | i \rangle \ U_A U_A^{\dagger} \left( | \alpha, \hat{i} \rangle_{A^1} | \alpha, j \rangle_{A^1} | \chi_{\alpha} \rangle_{A^2} \right). \]  

Equation (14.62) then defines \( \tilde{O} \in M_{\text{phys}} \) by

\[ \tilde{O} \ U_A U_A^{\dagger} \sum_{a,i,j} c_{ij}^a \left( | \alpha, \hat{i} \rangle_{A^1} | \alpha, j \rangle_{A^1} | \chi_{\alpha} \rangle_{A^2} \right) \]

\[ := \sum_{a,i,j} c_{ij}^a \langle i | O_{a,i} | i \rangle \ U_A U_A^{\dagger} \left( | \alpha, \hat{i} \rangle_{A^1} | \alpha, j \rangle_{A^1} | \chi_{\alpha} \rangle_{A^2} \right), \]  

where \( P' \in M_{\text{phys}} \) can be any operator that acts as the identity on \( \mathcal{H}_A \). With a suitable choice of \( P' \), we may show that for any \( \alpha, i, j, \)

\[ \tilde{O} \ U_A U_A^{\dagger} \left( | \alpha, \hat{i} \rangle_{A^1} | \alpha, j \rangle_{A^1} | \chi_{\alpha} \rangle_{A^2} \right) = U_A U_A^{\dagger} \left( \sum_{i} \langle i | O_{a,i} | i \rangle \ U_A U_A^{\dagger} \left( | \alpha, \hat{i} \rangle_{A^1} | \alpha, j \rangle_{A^1} | \chi_{\alpha} \rangle_{A^2} \right) \right). \]  

Thus, Theorem 3.0.1 along with the reconstruction formula in equation (14.62) is an appropriate infinite-dimensional generalization of the finite-dimensional subalgebra codes with complementary recovery studied in [159].

### 14.4.7 Outlook for holographic relative entropy

The entanglement wedge reconstruction proposal is an example of bulk reconstruction. It asserts that for holographic theories, local operators in the entanglement wedge of a boundary subregion \( A \) can be written in terms of CFT operators localized on \( A \) [102, 160, 178]. Assuming that the operators
in $M_{\text{code}}$ and $M'_{\text{code}}$ in Theorem 3.0.1 lie respectively in an entanglement wedge and its complement, Theorem 3.0.1 establishes entanglement wedge reconstruction from the equivalence of bulk and boundary relative entropies and vice versa. Thus, it has been suggested that the entanglement wedge is “dual” to its corresponding boundary subregion [178]. Another interesting result of [178] is that bulk modular flow is dual to boundary modular flow, which we have captured in equation (14.35). The bulk and boundary modular operators act on the code subspace in the same way.

Quantum error correction in finite dimensional Hilbert spaces has been crucially used to argue for the entanglement wedge reconstruction proposal [102, 159]. When $\mathcal{H}_{\text{code}}$ and $\mathcal{H}_{\text{phys}}$ are finite-dimensional, Theorem 3.0.1 has parallels to Theorem 1.1 of [159]. In Theorem 3.0.1, we assume that cyclic and separating vectors with respect to $M_{\text{code}}$ are dense in $\mathcal{H}_{\text{code}}$, which is essentially a bulk version of the Reeh–Schlieder Theorem [245]. We also assume that cyclic and separating states with respect to $M_{\text{code}}$ map to cyclic and separating states with respect to $M_{\text{phys}}$, the algebra corresponding to a boundary subregion. These assumptions guarantee that the subalgebra codes studied in [159] have a nonzero area operator. [159] defines relative entropy in the boundary theory as $S(\rho, \sigma) = \text{Tr} \rho (\log \rho - \log \sigma)$. The definition of relative entropy we use in the bulk and boundary is appropriate for infinite-dimensional Hilbert spaces and reduces to the aforementioned formula in the finite-dimensional case [15]. Thus, we have shown that the relative entropy formula in [15] naturally describes the holographic relative entropy in quantum field theory to order $G^0_N$. 
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Tensor networks with a finite number of nodes have been used to construct QECC for finite dimensional Hilbert spaces \cite{159,160}. However, the use of tensor networks in quantum error correction can be generalized to the case of infinite-dimensional Hilbert spaces.
In our toy model, the infinite-dimensional code and physical Hilbert spaces are constructed by tensoring together the Hilbert spaces of a countably infinite number of qutrits and then restricting to a countably infinite-dimensional subspace. Finite collections of qutrits are related by a tensor network as represented in Figure 15.1. Each connected graph defines an isometry from the state of two code qutrits (denoted as black nodes) to the state of four physical qutrits (denoted as white nodes). Our toy model explores how tensor networks with a repeated pattern can be generalized to define a QECC with infinite-dimensional Hilbert spaces. This model does not capture the negatively curved geometry of AdS; however, we believe that our construction can be generalized to encapsulate the holographic setup.

A more detailed summary of our construction is given as follows.

- The code pre-Hilbert space $pH_{\text{code}}$ is defined to be the Hilbert space of a countably infinite collection of qutrit pairs, where all but finitely many qutrit pairs are in the maximally entangled state $|\lambda\rangle = \frac{1}{\sqrt{3}}(|00\rangle + |11\rangle + |22\rangle)$. Each code qutrit pair is represented by two vertically-aligned black nodes in Figure 15.1. The code Hilbert space $H_{\text{code}}$ is the completion of $pH_{\text{code}}$. The physical pre-Hilbert space $pH_{\text{phys}}$ and physical Hilbert space $H_{\text{phys}}$ are constructed the same way. Each qutrit pair in the physical Hilbert space is represented by two vertically-aligned white nodes in Figure 15.1.

- We construct a bulk-to-boundary isometry from $pH_{\text{code}}$ to $pH_{\text{phys}}$ using the tensor network in Figure 15.1. The tensor network is comprised of infinite copies of connected diagrams, where a single connected diagram is represented in Figure 3.3. Each trivalent vertex is asso-
associated with the rank-four perfect tensor\(^1\) of the three qutrit code \(T_{i\tilde{a}\tilde{b}\tilde{c}}\). Our tensor network maps the states of the black qutrits to the states of the white qutrits. Using these notations, the isometry associated with a connected diagram is explicitly given by

\[
|p\rangle_i |q\rangle_j \rightarrow \sum_{\tilde{x}, \tilde{y}, \tilde{z}, \tilde{w}, \tilde{c}} \sqrt{3} T_{p\tilde{x}q\tilde{y}z\tilde{w}\tilde{c}} |\tilde{x}\rangle_\tilde{a} |\tilde{y}\rangle_\tilde{b} |\tilde{z}\rangle_\tilde{d} |\tilde{w}\rangle_\tilde{e},
\]

where the qutrits are labeled as in Figure 15.1. The indices \(p, q, \tilde{x}, \tilde{y}, \tilde{z}, \tilde{w}, \tilde{c}\) are all valued in \(\{0, 1, 2\}\). The isometry from \(p^H_{\text{code}}\) to \(p^H_{\text{phys}}\) may be naturally extended to an isometry that maps \(H_{\text{code}}\) to \(H_{\text{phys}}\).

\[\begin{array}{ccc}
\tilde{b}_1 & \tilde{a}_1 & \\
\tilde{a}_2 & \tilde{b}_2 & \tilde{a}_2 \\
\tilde{a}_N & \tilde{b}_N & \tilde{a}_N \\
\end{array}\]

\[\begin{array}{ccc}
\tilde{c}_1 & d_1 & \\
\tilde{c}_2 & d_2 & \\
\tilde{c}_N & d_N & \\
\end{array}\]

\[\begin{array}{ccc}
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\end{array}\]

\[\begin{array}{ccc}
\leftrightarrow & M_{\text{phys}} & \\
\leftrightarrow & M_{\text{code}} & \\
\leftrightarrow & M'_{\text{phys}} & \\
\leftrightarrow & M'_{\text{code}} & \\
\end{array}\]

**Figure 15.1:** Our setup consists of infinitely many collections of code (black) qutrit pairs which are related to physical (white) qutrits via a tensor network that consists of infinitely many disconnected graphs. The von Neumann algebra \(M_{\text{phys}}\) acts on the first row of qutrits. The algebras \(M_{\text{code}}, M'_{\text{code}},\) and \(M'_{\text{phys}}\) act on the second, third, and fourth rows of qutrits respectively.

- Using the code and physical Hilbert spaces and an isometry relating them, we define von Neumann algebras \(M_{\text{code}}\) and \(M_{\text{phys}}\). The \(\star\)-algebra \(A_{\text{code}}\) is defined to be the algebra of operators that only act nontrivially on a finite number of qutrits in the top row of black qutrits in

\[\begin{array}{ccc}
\text{Collection 1} & \text{Collection 2} & \text{Collection N} \\
\end{array}\]

---

\(^1\)A perfect tensor is an even-rank tensor that naturally defines an isometric map from up to half of its indices to the remaining indices. For a more detailed discussion of perfect tensors, see [259].
Figure 15.1. The double commutant of $A_{\text{code}}$ defines $M_{\text{code}}$, the von Neumann algebra acting on the top row of black qutrits. We explicitly show that the commutant $M'_{\text{code}}$ is the analogously defined algebra that acts on the bottom row of black qutrits. We also define $M_{\text{phys}}$ and $M'_{\text{phys}}$ which respectively act on the top and bottom row of white qutrits in Figure 15.1. To show that $M_{\text{code}}$ is a type II$_1$ factor, we define a linear function $T : M_{\text{code}} \to \mathbb{C}$, which is given by

$$T(\mathcal{O}) := \langle \lambda \cdots | \mathcal{O} | \lambda \cdots \rangle, \quad \mathcal{O} \in M_{\text{code}},$$

where $| \lambda \cdots \rangle \in p\mathcal{H}_{\text{code}}$ is the state where all black qutrit pairs are in the state $| \lambda \rangle$. We demonstrate that $T(\mathcal{O})$ is a trace and invoke Theorem 3.4.13 to prove that $M_{\text{code}}$ is a type II$_1$ factor.

Likewise, $M'_{\text{code}}$, $M_{\text{phys}}$, and $M'_{\text{phys}}$ are also type II$_1$ factors.

- We determine a map from $M_{\text{code}}$ to $M_{\text{phys}}$ that explicitly shows how operators that act on black qutrits may be reconstructed as operators that act on white qutrits. First, note that an operator $\mathcal{O}$ that acts on a black qutrit $i$ in Figure 3.3 may be expressed as an operator $\hat{\mathcal{O}}$ that acts on the white qutrits $\hat{a}$, $\hat{b}$. The relation between $\mathcal{O}$ and $\hat{\mathcal{O}}$ is given by

$$\hat{\mathcal{O}} = \sum_{p-q} \langle p | \mathcal{O} | q \rangle \left[ U_{\hat{a}\hat{b}} | p \rangle_{\hat{a}} \langle q |_{\hat{b}} U_{\hat{a}\hat{b}}^\dagger \otimes I_\hat{d} \right],$$

where $U_{\hat{a}\hat{b}}$ is a unitary matrix that acts only on white qutrits $\hat{a}$, $\hat{b}$. By applying the above formula finitely many times, we may construct a map from $A_{\text{code}}$ into $M_{\text{phys}}$ which we call the
tensor network map. We then show that there is a natural way to extend the tensor network map to a map from $M_{\text{code}}$ into $M_{\text{phys}}$. We demonstrate that the image under the tensor network map of an operator $O \in M_{\text{code}}$ acts on the code subspace in the same way as $O$. The same statement holds for the commutant $M'_{\text{code}}$. This demonstrates that our QECC satisfies statement 1 of Theorem 3.0.1.

- To show that our QECC satisfies the assumptions of Theorem 3.0.1, we find a dense subset of $pH_{\text{code}}$ that consists of cyclic and separating vectors with respect to $M_{\text{code}}$. For example, a state in $pH_{\text{code}}$ where each black qutrit pair is in a pure state with maximal Schmidt number (such as $|\lambda\rangle$) is cyclic and separating with respect to $M_{\text{code}}$. We also prove that any cyclic and separating state with respect to $M_{\text{code}}$ is mapped via the bulk-to-boundary isometry to a cyclic and separating state with respect to $M_{\text{phys}}$. Thus, our QECC satisfies all assumptions and statements of Theorem 3.0.1.

An outline of this chapter is given as follows. First, we describe in detail our construction of an infinite-dimensional QECC in Section 15.1. Tensor networks play an important role in our toy model. In Section 15.2 we define von Neumann algebras $M_{\text{code}} \subset B(H_{\text{code}})$ and $M_{\text{phys}} \subset B(H_{\text{phys}})$.

In Sections 15.3 and 15.4, we show that our example satisfies the properties of bulk reconstruction in Theorem 3.0.1. In Section 15.5 we show that cyclic and separating vectors with respect to $M_{\text{code}}$ ($M_{\text{phys}}$) are dense in $H_{\text{code}}$ ($H_{\text{phys}}$). We also show that cyclic and separating vectors with respect to $M_{\text{code}}$ are mapped via the bulk-to-boundary isometry $u$ to cyclic and separating vectors with respect to $M_{\text{phys}}$.

---

2The set of bounded operators on a Hilbert space $\mathcal{H}$ is denoted by $B(\mathcal{H})$. See Definition 3.3.3.
to $M_{\text{phys}}$. It follows that our tensor network model satisfies both statements in Theorem 3.0.1. In Section 15.6, we prove that $M_{\text{code}}$ and $M_{\text{phys}}$ are type II, factors.\[^3\] In section 15.8, we show that the relative entropy of two cyclic and separating states may be computed by tracing over the entire Hilbert space except the Hilbert space of the first $N$ qutrit pairs, computing the relative entropy of the reduced density matrices with the finite-dimensional relative entropy formula, and taking the limit as $N \to \infty$.

**15.1 The isometry between two infinite-dimensional Hilbert spaces**

In this section, we show how a tensor network with infinitely many nodes can be used to define an isometry (i.e. a norm preserving map) from one infinite-dimensional Hilbert space to another. The isometry will be denoted by $u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}}$. We use the same notation in Section 3.6 where we have reviewed some preliminary facts about the three qutrit code.

**15.1.1 The code and physical Hilbert spaces**

Our general setup is depicted in Figure 15.1. In our construction of an infinite-dimensional QECC, the code and physical Hilbert spaces, $\mathcal{H}_{\text{code}}$ and $\mathcal{H}_{\text{phys}}$, are each defined as the completions of pre-Hilbert spaces, $p\mathcal{H}_{\text{code}}$ and $p\mathcal{H}_{\text{phys}}$. As Figure 15.1 shows, we may intuitively think of either the code or physical pre-Hilbert space as an infinite tensor product of two black qutrits or four white qutrits. From now on, whenever we say *collection* we are referring to the qutrits in a single connected dia-

\[^3\]In Section 3.5, we demonstrate that the relative Tomita operator defined with respect to $M_{\text{code}}$ or $M_{\text{phys}}$ may be bounded or unbounded, depending on the choice of states. In quantum field theory, the Tomita operators defined with respect to local operator algebras are generically unbounded [307].
gram in Figure 15.1. Within each collection we will label the individual qutrits as shown in Figure 3.3.

The pre-Hilbert space $pH_{\text{code}}$ is defined to include states of black qutrits where all but finitely many pairs of black qutrits are in the state $|\lambda\rangle$, defined in equation (3.52), which we sometimes also refer to as the code reference state. Any vector in $pH_{\text{code}}$ is a finite linear combination of vectors in an overcomplete basis, where each basis vector may be written as

$$|M,\{p,q\}\rangle := \left[|p_1\rangle_{i_1}|q_1\rangle_{j_1}\right] \otimes \left[|p_2\rangle_{i_2}|q_2\rangle_{j_2}\right] \otimes \cdots \otimes \left[|p_M\rangle_{i_M}|q_M\rangle_{j_M}\right] \otimes |\lambda\rangle \cdots$$

(15.1)

where each $p_k$ or $q_k$ index (for $k \in \{1, 2, \ldots, M\}$) is valued in $\{0, 1, 2\}$ and specifies an orthonormal basis vector of a black qutrit. The index $M$ can be any natural number. The qutrits in each collection are contained in square brackets. To shorten notation, we will refer to the above basis vector as $|M, \{p, q\}\rangle$. The $\otimes |\lambda\rangle \cdots$ means that all the black qutrit pairs in the $(M + 1)$th collection and beyond are in the reference state $|\lambda\rangle$. Note that these basis vectors are not all mutually orthogonal, but they are all normalized. With an inner product, we can define Cauchy sequences. The Hilbert space $H_{\text{code}}$ is defined as the closure of $pH_{\text{code}}$ so that all Cauchy sequences in $H_{\text{code}}$ converge. We start from $pH_{\text{code}}$ and include all Cauchy sequences to define $H_{\text{code}}$. If the difference of two Cauchy sequences converges to zero, then we identify the two Cauchy se-
quences for the purposes of defining \( \mathcal{H}_{\text{code}} \).

The physical pre-Hilbert and Hilbert spaces are defined in a completely analogous way. Each collection consists of four white qutrits. The *physical reference state* for four white qutrits is given by

\[
|\lambda\lambda\rangle := |\lambda\rangle_\alpha |\lambda\rangle_\beta
\]

where we are referring to Figure 3.3 to label the qutrits. We choose this reference state for the white qutrits because it is the image of \( |\lambda\rangle_{ij} \) under the isometry given by equation (3.50).

### 15.1.2 The tensor network of isometries

The bulk-to-boundary isometry \( u \) is given by a linear norm preserving map \( u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}} \).

First, we define its action on \( p\mathcal{H}_{\text{code}} \) and then use Theorem 3.3.6 to extend its domain to \( \mathcal{H}_{\text{code}} \). Each vector in \( p\mathcal{H}_{\text{code}} \) is mapped to a vector in \( p\mathcal{H}_{\text{phys}} \). The isometry \( u \) acts on the basis vector \( |M, \{p, q\}\rangle \) by applying the isometry given in equation (3.50) to each collection separately. The state of each black qutrit pair is mapped to a state of four white qutrits. The code reference state is mapped to the physical reference state. Because the map \( u \) is linear and norm-preserving, a Cauchy sequence in \( p\mathcal{H}_{\text{code}} \) is mapped to a Cauchy sequence in \( p\mathcal{H}_{\text{phys}} \). Thus, we can define \( u \) on all of \( \mathcal{H}_{\text{code}} \).

### 15.2 Defining von Neumann algebras

Now that we have defined \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \) and the isometry \( u : \mathcal{H}_{\text{code}} \to \mathcal{H}_{\text{phys}} \), we want to define von Neumann algebras on these Hilbert spaces.
15.2.1 Definition of $M_{\text{code}}$

We now define $M_{\text{code}} \subset B(\mathcal{H}_{\text{code}})$. First, we define a $\star$-algebra called $A_{\text{code}}$ which acts on $p\mathcal{H}_{\text{code}}$.

Referring to Figure 3.3 for qutrit labels, every operator $\alpha \in A_{\text{code}}$ may be written as

$$a^{(N)} = \sum_{p_1, p_2 \cdots p_N} a_{p_1, p_2 \cdots p_N} \mathcal{H}_{\text{code}} \mathcal{H}_{\text{code}} \mathcal{H}_{\text{code}} \cdots \mathcal{H}_{\text{code}}$$

where $a_{p_1, p_2 \cdots p_N}$ are the matrix elements of the operator. Each $p_k, q_k$ index ($k \in \{1, 2, \cdots, N\}$) is valued in $\{0, 1, 2\}$ and specifies an orthonormal basis vector of one black qutrit. The $\otimes I \cdots$ means that $a^{(N)}$ acts as the identity on all collections beyond the $N$th collection. Each collection is represented by square brackets. The label $N$ may be any natural number. The $(N)$ superscript reminds us of the value of $N$ for this operator. The operator $a^{(N)}$ maps $p\mathcal{H}_{\text{code}}$ into $p\mathcal{H}_{\text{code}}$. Because there exists a $K > 0$ such that $||a^{(N)} |\psi\rangle || \leq K || \langle \psi ||$ for all $|\psi\rangle \in p\mathcal{H}_{\text{code}}$, $a^{(N)}$ is bounded. Thus, $a^{(N)}$ maps Cauchy sequences in $p\mathcal{H}_{\text{code}}$ into Cauchy sequences in $p\mathcal{H}_{\text{code}}$, and Theorem 3.3.6 implies that $a^{(N)}$ is uniquely defined as a bounded operator acting on $\mathcal{H}_{\text{code}}$. The $\star$-algebra $A_{\text{code}}$ is closed under hermitian conjugation and contains the identity.

A sequence of operators $\{a_n\} \in A_{\text{code}}$ converges strongly to an operator in $B(\mathcal{H}_{\text{code}})$ if and only if $\lim_{n \to \infty} a_n |\Psi\rangle$ converges for all $|\Psi\rangle \in \mathcal{H}_{\text{code}}$. The $\star$-algebra $A_{\text{code}}$ is not closed under strong limits. The von Neumann algebra $M_{\text{code}}$ is defined to be the closure of $A_{\text{code}}$ in the strong operator topology. We construct $M_{\text{code}}$ from all strongly converging limits of sequences in $A_{\text{code}}$. In topology,
to construct the closure of a set, it is necessary, but generally *not* sufficient, to include limits of converging sequences [264]. We must also include limits of nets, which are more general than sequences. However, it is possible to show that every operator in $M_{\text{code}}$ can be written as a strong limit of a sequence in $A_{\text{code}}$. In the next section, we show that the set $S \subset B(\mathcal{H}_{\text{code}})$ of bounded operators that are strong limits of sequences in $A_{\text{code}}$ is the smallest strongly closed subset of $B(\mathcal{H}_{\text{code}})$ that contains $A_{\text{code}}$, which implies that $M_{\text{code}} = S$. This is because

- $S$ is equal to the commutant of a $\star$-algebra that contains the identity, which is a von Neumann algebra [307]. Because $S$ is a von Neumann algebra, $S$ is strongly closed.

- Any strongly closed subset of $B(\mathcal{H}_{\text{code}})$ that contains $A_{\text{code}}$ must contain $S$ because $S$ is defined to only contain all strongly convergent sequences in $A_{\text{code}}$.

We provide explicit details in the next subsection.

### 15.2.2 The Commutant of $A_{\text{code}}$ and $M_{\text{code}}$

In this section, we explicitly describe the commutant of $A_{\text{code}}$, which is denoted by $A'_{\text{code}}$. Then, we demonstrate that every operator in $M_{\text{code}}$ may be written as a strongly convergent sequence of operators in $A'_{\text{code}}$.

An orthonormal basis of $p\mathcal{H}_{\text{code}}$ is an orthonormal basis of $\mathcal{H}_{\text{code}}$. To see this, let $|\Phi\rangle \in \mathcal{H}_{\text{code}}$. Let $\{\varphi_n\} \in p\mathcal{H}_{\text{code}}$ be a sequence that converges to $|\Phi\rangle$. Suppose that $|\Phi\rangle$ is orthogonal to every orthonormal basis vector of $p\mathcal{H}_{\text{code}}$. Using Definition 3.3.2, we need to show that $|\Phi\rangle = 0$. Indeed,

$$\langle \varphi_n | \Phi \rangle = 0 \quad \forall n \in \mathbb{N},$$

so $\langle \Phi | \Phi \rangle = 0$. Hence, $|\Phi\rangle = 0$. 
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Thus, we may define an orthonormal basis of $H_{\text{code}}$ where each basis vector is a finite linear combination of the vectors given in equation (15.1). We will choose an orthonormal basis $|e_i\rangle, \; i \in \mathbb{N}$ such that the first $9^{\ell}$ orthonormal basis vectors in the sequence $\{|e_i\rangle\}$ span the subspace of $pH_{\text{code}}$ where the qutrit pairs in the $(\ell + 1)$th collection and beyond are in the reference state $|\lambda\rangle$.

A consequence of Theorem 3.3.9 is that any operator $O \in \mathcal{B}(H_{\text{code}})$ may be written as the following strong limit:

$$O = \text{s-lim}_{n \to \infty} O_n, \quad O_n := \sum_{i=1}^{9^n} \sum_{j=1}^{9^n} \langle e_i | O | e_j \rangle | e_i \rangle \langle e_j | .$$

(15.3)

Each operator $O_n$ acts as the projector onto $|\lambda\rangle$ on the qutrits in the $(n + 1)$th collection and beyond. Each $O_n$ may be written as

$$O_n = \sum_{p_1 \ldots p_n q_1 \ldots q_n r_1 \ldots r_n} (O_{p_1 \ldots p_n q_1 \ldots q_n r_1 \ldots r_n}) \times \left[ |p_1\rangle |s_1\rangle \otimes |q_1\rangle |t_1\rangle \otimes \cdots \otimes |p_n\rangle |s_n\rangle \otimes |q_n\rangle |t_n\rangle \otimes |\lambda\rangle \langle \lambda| \cdots \right] ,$$

(15.4)

where the coefficient of each term of the sum is defined as

$$O_{p_1 \ldots p_n q_1 \ldots q_n r_1 \ldots r_n} :=
\left( \left[ |p_1\rangle |s_1\rangle \otimes |q_1\rangle |t_1\rangle \otimes \cdots \otimes |p_n\rangle |s_n\rangle \otimes |q_n\rangle |t_n\rangle \otimes |\lambda\rangle \right] O \left( \left[ |q_1\rangle |t_1\rangle \otimes |s_1\rangle |r_1\rangle \otimes \cdots \otimes |q_n\rangle |t_n\rangle \otimes |s_n\rangle |r_n\rangle \otimes |\lambda\rangle \right) \right) .$$

(15.5)

The $\otimes |\lambda\rangle \langle \lambda| \cdots$ means that in all collections past the $n$th collection, $O_n$ acts as the projector $|\lambda\rangle \langle \lambda|$.
\[ |\lambda\rangle \langle \lambda| \] Likewise, \( \otimes |\lambda\rangle \cdots \) means that in every collection past the \( n\)th collection, the qutrits are in the state \( |\lambda\rangle \). Each of the indices \( p_k, q_k, r_k, s_k \) \( (k \in \{1, 2, \ldots, n\}) \) are valued in \{0, 1, 2\} and denote an orthonormal basis vector of a single qutrit.

For each \( \mathcal{O}_n \), define the following:

\[
\hat{\mathcal{O}}_n := \sum_{p_1 \cdots p_n q_1 \cdots q_n r_1 \cdots r_n} \left( \mathcal{O}^n_{p_1 \cdots p_n q_1 \cdots q_n r_1 \cdots r_n} \otimes |p_1\rangle_{i_1} \langle q_1| \otimes |r_1\rangle_{j_1} \langle s_1| \right) \otimes \cdots \otimes \left( |p_n\rangle_{i_n} \langle q_n| \otimes |r_n\rangle_{j_n} \langle s_n| \right) \otimes I \cdots.
\]  

(15.6)

The projector \( |\lambda\rangle \langle \lambda| \) in equation (15.4) has been replaced by the identity operator. For any vector \( |\psi\rangle \in pH_{\text{code}} \), we have \( \lim_{n\to\infty} \mathcal{O}_n |\psi\rangle = \lim_{n\to\infty} \hat{\mathcal{O}}_n |\psi\rangle \). Also, \( ||\mathcal{O}_n|| = ||\hat{\mathcal{O}}_n|| \) \( \forall n \in \mathbb{N} \), so the sequence of norms \( \{||\hat{\mathcal{O}}_n||\} \) is bounded because the sequence of norms \( \{||\mathcal{O}_n||\} \) is bounded.

Because \( pH_{\text{code}} \) is dense in \( H_{\text{code}} \), \( \lim_{n\to\infty} \hat{\mathcal{O}}_n \) converges strongly to \( \mathcal{O} \) by Theorem 3.3.5.

Now, we assume that \( \mathcal{O} \in A'_{\text{code}} \). The commutant \( A'_{\text{code}} \) is a von Neumann algebra because it is the commutant of a \( *\)-algebra containing the identity. This assumption restricts what the matrix elements of equation (15.5) can be. By considering the commutator of \( \mathcal{O} \) with operators in \( A_{\text{code}} \), one finds that \( \hat{\mathcal{O}}_n \) can be written as

\[
\hat{\mathcal{O}}_n = \sum_{r_1 \cdots r_n} \left( \hat{\mathcal{O}}^n_{r_1 \cdots r_n} \otimes I_{r_1} \otimes |r_1\rangle_{j_1} \langle s_1|_{i_1} \right) \otimes \cdots \otimes \left( I_{r_n} \otimes |r_n\rangle_{j_n} \langle s_n|_{i_n} \right) \otimes I \cdots,
\]  

(15.7)

for some coefficients \( \hat{\mathcal{O}}^n_{r_1 \cdots r_n} \). Thus, we have demonstrated that every operator \( \mathcal{O} \in A'_{\text{code}} \) can be expressed as \( \mathcal{O} = s\lim_{n\to\infty} \hat{\mathcal{O}}_n \) where each \( \hat{\mathcal{O}}_n \) may be written as above. Furthermore, every such
strong limit is clearly in $A_{\text{code}}'$.

By comparing equation (15.7) with equation (15.2), it is clear the set of operators in $A_{\text{code}}$ together with strong limits of sequences in $A_{\text{code}}$ (which we called $S$ in the previous subsection) is a von Neumann algebra. In fact, it is the smallest strongly closed subset of $\mathcal{B}(\mathcal{H}_{\text{code}})$ containing $A_{\text{code}}$, which is $M_{\text{code}}$ by definition. This is because the strong closure of $A_{\text{code}}$ must at least contain all strongly convergent sequences of operators in $A_{\text{code}}$. Hence, every operator in $M_{\text{code}}$ may be written as a strong limit of a sequence in $A_{\text{code}}$.

Because $M_{\text{code}} = A_{\text{code}} = A''_{\text{code}}$, we have that $M'_{\text{code}} = A''_{\text{code}} = A''_{\text{code}} = A'_{\text{code}}$. Thus, we see that $M'_{\text{code}}$ may be constructed in the same way as $M_{\text{code}}$, except operators in $M'_{\text{code}}$ only act nontrivially on the $j$ qutrit in Figure 3.3.

From our explicit construction of $M'_{\text{code}}$, we see that $M_{\text{code}}$ and $M'_{\text{code}}$ are both factors as $M_{\text{code}} \cap M'_{\text{code}}$ only consists of scalar multiples of the identity.

15.2.3 Definition of $M_{\text{phys}}$ and $M'_{\text{phys}}$

Recall that under the isometry in equation (3.50), the code reference state $|\lambda\rangle$ on the black qutrits $i, j$ in Figure 3.3 is mapped to the state of four white qutrits where the qutrit pairs $\tilde{a}, \tilde{d}$ and $\tilde{b}, \tilde{e}$ are each in the state $|\lambda\rangle$. Thus, both the physical and code pre-Hilbert spaces consist of states of infinitely many qutrit pairs, all but finitely many of which are in the reference state $|\lambda\rangle$. It follows that $\mathcal{H}_{\text{code}}$ and $\mathcal{H}_{\text{phys}}$ are constructed in the exact same way. We can define a von Neumann algebra $M_{\text{phys}} \subset \mathcal{B}(\mathcal{H}_{\text{phys}})$ acting on the white qutrits $\tilde{a}, \tilde{b}$ in each collection in the same way we defined $M_{\text{code}}$ to act on the black qutrit $i$. Likewise, the commutant of $M_{\text{phys}}$, denoted by $M'_{\text{phys}}$, acts on white qutrits
15.3 Definition of the tensor network map

Having defined $M_{\text{code}}$ and $M_{\text{phys}}$, we define a linear map from $M_{\text{code}}$ into $M_{\text{phys}}$. An operator $O \in M_{\text{code}}$ is mapped to $\tilde{O} \in M_{\text{phys}}$. We want the following to hold for all $|\Psi\rangle \in \mathcal{H}_{\text{code}}$:

$$uO |\Psi\rangle = \tilde{O}u |\Psi\rangle, \quad uO^\dagger |\Psi\rangle = \tilde{O}^\dagger u |\Psi\rangle. \quad (15.8)$$

We now describe how to construct this map (which we call the “tensor network map,” not to be confused with the map $u$).

15.3.1 How the tensor network map acts on $A_{\text{code}}$

We first define how the tensor network map acts on operators in $A_{\text{code}}$ before generalizing its definition to $M_{\text{code}}$. The operator $a^{(N)}$ in equation (15.2) is mapped to $\tilde{a}^{(N)}$, an operator that acts on $\mathcal{H}_{\text{phys}}$.

The result is

$$\tilde{a}^{(N)} = \sum_{p_1 \cdots p_N q_1 \cdots q_N} a_{p_1 \cdots p_N q_1 \cdots q_N} \times \left[ U_{a_1 b_1} |p_1\rangle_{a_1} \langle q_1|_{a_1} U^\dagger_{a_1 b_1} \otimes I_{\tilde{d}_1 \tilde{e}_1} \right] \otimes \cdots \otimes \left[ U_{a_N b_N} |p_N\rangle_{a_N} \langle q_N|_{a_N} U^\dagger_{a_N b_N} \otimes I_{\tilde{d}_N \tilde{e}_N} \right] \otimes I \cdots, \quad (15.9)$$

where $U$ is defined in equation (3.51), and the subscripts refer to the specific white qutrits that $U$ is acting on (see Figure 3.3). Given equation (15.9), which shows how $\tilde{a}^{(N)}$ acts on vectors in $p\mathcal{H}_{\text{phys}}$, the domain of $\tilde{a}^{(N)}$ may be extended to all of $\mathcal{H}_{\text{phys}}$ by demanding that $\tilde{a}^{(N)}$ is a bounded operator.
and invoking Theorem 3.3.6. Because $\tilde{a}^{(N)}$ acts trivially on the qutrits $\tilde{d}, \tilde{e}$ in each collection, $\tilde{a}^{(N)} \in \mathcal{M}_{\text{phys}}$.

Equation (15.9) simply amounts to applying the map in equation (3.54) for a finite number of collections. It follows that for $a, b \in A_{\text{code}}, \alpha, \beta \in \mathbb{C}$, and $|\Psi\rangle \in \mathcal{H}_{\text{code}}$, the tensor network map has the following properties:

1. Bulk Reconstruction: $u a |\Psi\rangle = \tilde{a} u |\Psi\rangle$, \hfill (15.10)
2. Commutativity with hermitian conjugation: $\bar{a} = \bar{a}^\dagger$, \hfill (15.11)
3. Commutativity with multiplication: $\bar{a} \tilde{b} = \tilde{a} \bar{b}$, \hfill (15.12)
4. Linearity: $\tilde{\alpha a} + \tilde{\beta b} = \alpha \tilde{a} + \beta \tilde{b}$, \hfill (15.13)
5. Norm preservation: $||a|| = ||\tilde{a}||$. \hfill (15.14)

We will prove these properties for all operators in $\mathcal{M}_{\text{code}}$ in Section 15.4.

15.3.2 How the tensor network map acts on $\mathcal{M}_{\text{code}}$

Now that we specified how the tensor network map acts on $A_{\text{code}}$, we need to specify how it acts on $\mathcal{M}_{\text{code}}$. Let $\{a_n\} \in A_{\text{code}}$ be a strongly convergent sequence of operators. The image of each $a_n$ under the tensor network map is $\tilde{a}_n \in \mathcal{B}(\mathcal{H}_{\text{phys}})$. We will show that $\{\tilde{a}_n\}$ is a strongly convergent sequence. Then, we will extend the definition of the tensor network map by saying that the strong limit $(\text{s-lim}_{n \to \infty} a_n) \in \mathcal{M}_{\text{code}}$ is mapped to the strong limit $(\text{s-lim}_{n \to \infty} \tilde{a}_n) \in \mathcal{M}_{\text{phys}}$. We will then prove that this map satisfies equation (15.8).
The fact that \( s\lim_{n \to \infty} a_n \) converges means that the sequence of norms \( \{||\tilde{a}_n||\} \) is bounded from above because \( ||a_n|| = ||\tilde{a}_n|| \forall n \in \mathbb{N} \). From Theorem 3.3.5, if \( \lim_{n \to \infty} \tilde{a}_n |\psi\rangle \) converges for all \( |\psi\rangle \in p\mathcal{H}_{\text{phys}} \), then \( \lim_{n \to \infty} \tilde{a}_n |\Psi\rangle \) converges for all \( |\Psi\rangle \in \mathcal{H}_{\text{phys}} \) since \( p\mathcal{H}_{\text{phys}} \) is dense in \( \mathcal{H}_{\text{phys}} \). The next theorem is necessary to show that \( \lim_{n \to \infty} \tilde{a}_n |\psi\rangle \) converges for all \( |\psi\rangle \in p\mathcal{H}_{\text{phys}} \).

**Theorem 15.3.1.** For any two vectors \( |\tilde{\psi}_1\rangle, |\tilde{\psi}_2\rangle \in \mathcal{H}_{\text{phys}} \), we may define a finite number of vectors \( |\eta_i\rangle, |\chi_i\rangle \in \mathcal{H}_{\text{code}} \), \( (i \in \{1, 2, \ldots, Q\}) \) for some \( Q \in \mathbb{N} \) such that for any operator \( \tilde{a}^{(N)} \in M_{\text{phys}} \) that may be written as the tensor network map image of some \( a^{(N)} \in A_{\text{code}} \), we have that

\[
\langle \tilde{\psi}_1 | \tilde{a}^{(N)} | \tilde{\psi}_2 \rangle = \sum_{i=1}^{Q} \langle \eta_i | a^{(N)} | \chi_i \rangle .
\]

(15.15)

Furthermore, if \( |\tilde{\psi}_1\rangle = |\tilde{\psi}_2\rangle \), then we may take \( |\eta_i\rangle = |\chi_i\rangle \) \( \forall i \).

**Proof.** Choose \( M \in \mathbb{N} \) such that for both \( |\tilde{\psi}_1\rangle \) and \( |\tilde{\psi}_2\rangle \), the qutrits in the \( (M + 1) \)th collection and beyond are in the reference state \( |\lambda\rangle \). Consider the following set of orthonormal vectors:

\[
|r, \ell, s\rangle = \left[ U_{\tilde{a}_h \tilde{b}_n} |r_n\rangle_{\tilde{a}_n} |\ell_i\rangle_{\tilde{d}_i} |s_j\rangle_{\tilde{e}_j} \right] \otimes \\
\ldots \otimes \left[ U_{\tilde{a}_h \tilde{b}_n} |r_M\rangle_{\tilde{a}_M} |\ell_M\rangle_{\tilde{d}_M} |s_M\rangle_{\tilde{e}_M} \right] \otimes |\lambda\lambda\rangle \ldots 
\]

(15.16)

where the labels \( \tilde{a}_k, \tilde{b}_k, \tilde{d}_k, \tilde{e}_k \) \( (k \in \{1, 2, \ldots, M\}) \) refer to the qutrits in the \( k \)th collection (see Figure 3.3). Each \( r_k \) and \( \ell_k \) index is valued in \( \{0, 1, 2\} \) and specifies an orthonormal basis vector of one qutrit. Each \( s_k \) index is valued in \( \{0, 1, 2, \ldots, 8\} \) and specifies an orthonormal basis vector of two qutrits. The \( |\lambda\lambda\rangle \ldots \) means that in all collections past the \( M \)th collection, the qutrits are in the
physical reference state $|\lambda\rangle_{\tilde{a}\tilde{d}} |\lambda\rangle_{\tilde{b}\tilde{e}}$.

We may then write $|\tilde{\psi}_1\rangle$, $|\tilde{\psi}_2\rangle$ as finite linear combinations of the above vectors:

$$
|\tilde{\psi}_1\rangle = \sum_{\{r\}} \sum_{\{r,\ell\}} c^1_{\{r,\ell\}} |\{r,\ell, s\}\rangle, \\
|\tilde{\psi}_2\rangle = \sum_{\{r\}} \sum_{\{r,\ell\}} c^2_{\{r,\ell\}} |\{r, \ell, s\}\rangle,
$$

(15.17)

where $c^1_{\{r,\ell\}}$ and $c^2_{\{r,\ell\}}$ are $\mathbb{C}$-valued coefficients. Note that $|\{r, \ell, s\}\rangle \langle \{r', \ell', s'\}| = 0$ if $s_k \neq s'_k$ for any $k \in \{1, 2, \ldots, M\}$. Thus, we write

$$
\langle \tilde{\psi}_1|\tilde{a}^{(N)}|\tilde{\psi}_2\rangle = \sum_{\{s\}} \sum_{\{s', \ell'\}} \sum_{\{r, \ell\}} (c^1_{\{r', \ell', s'\}})^* \langle \{r', \ell', s'\}|\tilde{a}^{(N)}|\{r, \ell, s\}\rangle c^2_{\{r, \ell\}}.
$$

(15.18)

To calculate $\langle \{r', \ell', s'\}|\tilde{a}^{(N)}|\{r, \ell, s\}\rangle$, we must calculate how each term in the sum in equation (15.9) acts on each collection separately. The next three equations apply for a single collection (for simplicity we have suppressed the subscripts labeling the collection).

1. $[U_{\tilde{a}\tilde{b}} U_{\tilde{d}\tilde{e}} |\ell'\rangle_{\tilde{d}} \langle \ell'\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle [U_{\tilde{a}\tilde{b}} |p\rangle_{\tilde{a}} \langle q|_{\tilde{d}} U^\dagger_{\tilde{a}\tilde{b}} \otimes I_{\tilde{d}\tilde{e}}] [U_{\tilde{a}\tilde{b}} U_{\tilde{d}\tilde{e}} |\ell\rangle_{\tilde{d}} \langle \ell\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle = \langle \ell'\rangle_{\tilde{d}} \langle \ell'\rangle_{\tilde{e}}\rangle [\langle p|_{\tilde{a}} \langle q|_{\tilde{d}} \otimes I_{\tilde{d}\tilde{e}}] [\langle r|_{\tilde{a}} \langle \ell\rangle_{\tilde{d}} \langle \ell\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle,

(15.19)

2. $[U_{\tilde{a}\tilde{b}} U_{\tilde{d}\tilde{e}} |\ell'\rangle_{\tilde{d}} \langle \ell'\rangle_{\tilde{e}}\rangle\rangle\rangle I_{\tilde{a}\tilde{b}\tilde{d}\tilde{e}} [U_{\tilde{a}\tilde{b}} U_{\tilde{d}\tilde{e}} |\ell\rangle_{\tilde{d}} \langle \ell\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle [\langle \ell'\rangle_{\tilde{d}} \langle \ell'\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle = \langle \ell'\rangle_{\tilde{d}} \langle \ell'\rangle_{\tilde{e}}\rangle [\langle p|_{\tilde{a}} \langle q|_{\tilde{d}} \otimes I_{\tilde{d}\tilde{e}}] [\langle r|_{\tilde{a}} \langle \ell\rangle_{\tilde{d}} \langle \ell\rangle_{\tilde{e}}\rangle\rangle\rangle\rangle,

(15.20)

3. $\langle \lambda|_{\tilde{a}\tilde{b}} \langle \lambda|_{\tilde{d}\tilde{e}} U_{\tilde{a}\tilde{b}} |p\rangle_{\tilde{a}} \langle q|_{\tilde{d}} U^\dagger_{\tilde{a}\tilde{b}} \otimes I_{\tilde{d}\tilde{e}}\rangle\rangle\rangle\rangle\rangle [\lambda|_{\tilde{a}\tilde{b}} \langle \lambda|_{\tilde{a}\tilde{b}} |\lambda\rangle_{\tilde{d}\tilde{e}}\rangle\rangle\rangle\rangle\rangle = \langle \lambda|_{\tilde{a}\tilde{b}} \langle \lambda|_{\tilde{a}\tilde{b}} \langle p|_{\tilde{a}} \langle q|_{\tilde{d}} \otimes I_{\tilde{d}\tilde{e}}\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle [\lambda|_{\tilde{a}\tilde{b}} |\lambda\rangle_{\tilde{a}\tilde{b}}\rangle\rangle\rangle\rangle\rangle\rangle$.

(15.21)
Next, we define the following vectors in $pH_{\text{code}}$

$$|\{r, \ell\}⟩ := \left[|r_1⟩_{i_1} |ℓ_1⟩_{j_1}\right] \otimes \cdots \otimes \left[|r_M⟩_{i_M} |ℓ_M⟩_{j_M}\right] \otimes |\lambda⟩ \cdots . \quad (15.22)$$

It follows that

$$⟨\tilde{ψ}_1|\tilde{a}^{(N)}|\tilde{ψ}_2⟩ = \sum_{\{r\}} \sum_{\{r', \ell\}} \sum_{\{r', \ell', s\}} (c^*_{\{r', \ell', s\}}) \langle \{r', \ell'\}|\tilde{a}^{(N)}|\{r, \ell\}\rangle c_{\{r, \ell, s\}}. \quad (15.23)$$

Then, we can define the new vectors in $pH_{\text{code}}$

$$|χ_{\{s\}}⟩ := \sum_{\{r\}} |\{r, \ell\}\rangle c_{\{r, \ell, s\}}, \quad |η_{\{s\}}⟩ := \sum_{\{r\}} |\{r, \ell\}\rangle c_{\{r, \ell, s\}}, \quad (15.24)$$

so that $⟨\tilde{ψ}_1|\tilde{a}^{(N)}|\tilde{ψ}_2⟩$ can be expressed as

$$⟨\tilde{ψ}_1|\tilde{a}^{(N)}|\tilde{ψ}_2⟩ = \sum_{\{r\}} ⟨η_{\{s\}}|\tilde{a}^{(N)}|χ_{\{s\}}⟩. \quad (15.25)$$

This demonstrates that we can express $⟨\tilde{ψ}_1|\tilde{a}^{(N)}|\tilde{ψ}_2⟩$ as in equation (15.15) for $Q = 9^M$. \qed

Given any $|\tilde{ψ}\rangle \in pH_{\text{phys}}$, Theorem 15.3.1 asserts that we may choose a finite family of vectors $|ψ_i⟩ \in pH_{\text{code}}$ ($i \in \{1, 2, \ldots, Q\}$ for some $Q \in \mathbb{N}$) such that, for any $n, m \in \mathbb{N}$,

$$||\tilde{a}_n − \tilde{a}_m||^2 = \sum_{i=1}^{Q} ||a_n − a_m||^2. \quad (15.26)$$
This means that if \( \{ a_n | \psi_i \rangle \} \) is a Cauchy sequence for each \( i \), (which it is by assumption) then \( \{ \tilde{a}_n | \tilde{\psi} \rangle \} \) is also a Cauchy sequence. This shows that \( \lim_{n \to \infty} \tilde{a}_n | \tilde{\psi} \rangle \) converges for any \( | \tilde{\psi} \rangle \in pH_{\text{phys}} \). Thus, the strong limit \( s\lim_{n \to \infty} \tilde{a}_n \) exists and defines an operator, which is the definition of the image under the tensor network map of the strong limit \( s\lim_{n \to \infty} a_n \). By the definition of \( M_{\text{phys}} \), it follows that \( s\lim_{n \to \infty} \tilde{a}_n \in M_{\text{phys}} \).

Suppose that the sequences \( \{ a_n \} \in A_{\text{code}} \) and \( \{ b_n \} \in A_{\text{code}} \) converge strongly to the same operator \( O \). Suppose that \( s\lim_{n \to \infty} \tilde{a}_n = \tilde{O}_1 \) and \( s\lim_{n \to \infty} \tilde{b}_n = \tilde{O}_2 \). Then \( s\lim_{n \to \infty} (a_n - b_n) = 0 \), which implies that \( s\lim_{n \to \infty} \tilde{a}_n - \tilde{b}_n = s\lim_{n \to \infty} (\tilde{a}_n - \tilde{b}_n) = 0 \). Hence, \( \tilde{O}_1 - \tilde{O}_2 = 0 \). Thus, the tensor network map is a well-defined map from \( M_{\text{code}} \) into \( M_{\text{phys}} \).

### 15.3.3 How the tensor network map acts on \( M'_{\text{code}} \)

By construction, the tensor network map is a map from operators in \( M_{\text{code}} \) into \( M_{\text{phys}} \). Due to the symmetry of the tensor network in Figure 3.3, we can also define the tensor network map on operators in \( M'_{\text{code}} \), which are mapped into \( M'_{\text{phys}} \) in a completely analogous way.

### 15.4 Properties of the tensor network map

In this section, we prove that equations (15.10) to (15.14) hold for all operators in \( M_{\text{code}} \).

#### 15.4.1 Theorems on strong and weak convergence

The following theorems will be useful in proving some properties of the tensor network map.
Theorem 15.4.1. Suppose that for a sequence \( \{a_n\} \in A_{\text{code}} \), \( \lim_{n \to \infty} \langle \Psi | a_n | \Phi \rangle = 0 \) for any \( |\Psi\rangle, |\Phi\rangle \in H_{\text{code}} \). Suppose that the sequence of norms \( \{||a_n||\} \) is bounded from above. Let \( \tilde{a}_n \) be the image under the tensor network map of \( a_n \). Then \( \lim_{n \to \infty} \langle \tilde{\Theta} | \tilde{a}_n | \tilde{\Phi} \rangle = 0 \) for any \( |\tilde{\Theta}\rangle, |\tilde{\Phi}\rangle \in H_{\text{phys}} \).

Proof. Let \( \{|\tilde{\theta}_\ell\rangle\}, \{|\tilde{\varphi}_m\rangle\} \in pH_{\text{phys}} \) be Cauchy sequences that converge to \( |\tilde{\Theta}\rangle, |\tilde{\Phi}\rangle \in H_{\text{phys}} \) respectively. We may compute

\[
|\langle \tilde{\Theta} | \tilde{a}_n | \tilde{\Phi} \rangle| \leq ||\tilde{\Theta}|| \cdot ||\tilde{a}_n|| \cdot ||\tilde{\Phi}|| + ||\tilde{\Theta} - |\tilde{\theta}_\ell\rangle|| \cdot ||\tilde{a}_n|| \cdot ||\tilde{\varphi}_m|| + ||\langle \tilde{\theta}_\ell | \tilde{a}_n | \tilde{\varphi}_m \rangle|,
\]

(15.27)

\[
|\langle \tilde{\Theta} | \tilde{a}_n | \tilde{\Phi} \rangle| \leq ||\tilde{\Theta}|| \cdot ||\tilde{a}_n|| \cdot ||\tilde{\Phi}|| + ||\tilde{\Theta} - |\tilde{\theta}_\ell\rangle|| \cdot ||\tilde{a}_n|| \cdot ||\tilde{\varphi}_m|| + ||\langle \tilde{\theta}_\ell | \tilde{a}_n | \tilde{\varphi}_m \rangle|,
\]

(15.28)

\[
|\langle \tilde{\Theta} | \tilde{a}_n | \tilde{\Phi} \rangle| \leq K_1 ||\tilde{\Theta}|| - ||\tilde{\varphi}_m|| \cdot ||\tilde{\Theta}|| - |\tilde{\theta}_\ell\rangle|| + ||\tilde{\Theta} - |\tilde{\theta}_\ell\rangle|| + ||\langle \tilde{\theta}_\ell | \tilde{a}_n | \tilde{\varphi}_m \rangle|,
\]

(15.29)

where \( K_1, K_2 \) are some positive real numbers and we used the fact that the sequence \( \{||\tilde{a}_n||\} \) is bounded from above. First, fix \( m, \ell \) large enough so that the first two norms on the r.h.s. of equation (15.29) are each less than \( \frac{\epsilon}{3} \). Due to Theorem 15.3.1 and the assumption that \( \text{w-lim}_{n \to \infty} a_n = 0 \), we have that \( \lim_{n \to \infty} \langle \tilde{\theta}_\ell | \tilde{a}_n | \tilde{\varphi}_m \rangle = 0 \). Hence, we can choose \( N \in \mathbb{N} \) such that for \( n > N \), the third norm on the r.h.s. of equation (15.29) is less than \( \frac{\epsilon}{3} \). We conclude that \( \lim_{n \to \infty} \langle \tilde{\Theta} | \tilde{a}_n | \tilde{\Phi} \rangle = 0 \).

Theorem 15.4.2. Let \( \{a_n\} \in A_{\text{code}} \) be a strongly convergent sequence of operators. Suppose that
s-lim_{n \to \infty} a_n = O for some O \in M_{\text{code}}. Then w-lim_{n \to \infty} a_n^\dagger = O^\dagger.

**Proof.** Let \(|\Psi\rangle, |\Phi\rangle \in H_{\text{code}}\). Then

\[
\langle \Psi | O^\dagger | \Phi \rangle = \langle \Phi | O | \Psi \rangle^* = \lim_{n \to \infty} \langle \Phi | a_n | \Psi \rangle^* = \lim_{n \to \infty} \langle \Psi | a_n^\dagger | \Phi \rangle,
\]

so the sequence of operators \(\{a_n^\dagger\}\) converges weakly to \(O^\dagger\). Recalling Theorem 3.4.3, we see explicitly that \(M_{\text{code}}\) is closed under hermitian conjugation. \(\Box\)

### 15.4.2 The tensor network map is linear

We now demonstrate the linearity of the tensor network map. Consider two sequences of operators in \(A_{\text{code}}\), \(\{a_n\}\) and \(\{b_n\}\), converging strongly to \(O_1\) and \(O_2\) respectively. Then for \(\alpha, \beta \in \mathbb{C}\),

s-lim_{n \to \infty} (\alpha a_n + \beta b_n) = \alpha O_1 + \beta O_2.\]

The image of each \(a_n\) is \(\tilde{a}_n\) and the image of each \(b_n\) is \(\tilde{b}_n\). The image of \(\alpha O_1 + \beta O_2\) under the tensor network map is thus given by \(\alpha \tilde{O}_1 + \beta \tilde{O}_2\). Hence, the tensor network map is linear when acting on all operators in \(M_{\text{code}}\).

### 15.4.3 The tensor network map commutes with hermitian conjugation

If \(\{a_n\}\) \(\in A_{\text{code}}\) strongly converges to \(O\), then w-lim_{n \to \infty} a_n^\dagger = O^\dagger\) by Theorem 15.4.2. Each \(a_n\) is mapped to \(\tilde{a}_n\) under the tensor network map, and \(\{\tilde{a}_n\}\) strongly converges to \(\tilde{O} \in B(H_{\text{phys}})\).

Each \(a_n^\dagger\) is mapped to \(\tilde{a}_n^\dagger = \tilde{a}_n^\dagger\), and w-lim_{n \to \infty} \tilde{a}_n^\dagger = (\tilde{O})^\dagger.\)

Since \(M_{\text{code}}\) is defined from \(A_{\text{code}}\) by taking strong limits, there must exist a sequence \(\{b_n\}\) \(\in A_{\text{code}}\) that converges strongly to \(O^\dagger\). Then,

s-lim_{n \to \infty} \tilde{b}_n = \tilde{O}^\dagger.\]

Note that, for any two \(|\Psi\rangle, |\Phi\rangle \in H_{\text{code}}\), lim_{n \to \infty} \langle \Psi | (a_n^\dagger - b_n) | \Phi \rangle = 0.
The sequence of norms \( \{||a_n^\dagger - b_n||\} \) is bounded above because \( ||a_n^\dagger|| = ||a_n|| \) for all \( n \in \mathbb{N} \) and \( \{a_n\} \) and \( \{b_n\} \) converge strongly. Furthermore, for any \( |\tilde{\Psi}\rangle, |\Phi\rangle \in \mathcal{H}_{\text{phys}} \),

\[
\lim_{n \to \infty} \langle \tilde{\Psi} | (a_n^\dagger - b_n) | \tilde{\Phi} \rangle = \langle \tilde{\Psi} | (\tilde{O}_1^\dagger - \tilde{O}_2^\dagger) | \tilde{\Phi} \rangle.
\]

Applying Theorem 15.4.1, \( \langle \tilde{\Psi} | (\tilde{O}_1^\dagger - \tilde{O}_2^\dagger) | \tilde{\Phi} \rangle = 0 \), hence \( \tilde{O}_1^\dagger = \tilde{O}_2^\dagger \).

### 15.4.4 The tensor network map commutes with multiplication

Given \( O_1, O_2 \in M_{\text{code}} \), we now show that \( \tilde{O}_1 \tilde{O}_2 = \tilde{O}_1 \tilde{O}_2 \). Let \( \{a_n\} \in A_{\text{code}} \) converge strongly to \( O_1^\dagger \). Let \( \{b_n\} \in A_{\text{code}} \) converge strongly to \( O_2 \). Let \( \{c_n\} \in A_{\text{code}} \) converge strongly to \( O_1 O_2 \). For any \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}} \),

\[
\lim_{n \to \infty} \langle (a_n - O_1^\dagger) | \Psi \rangle \langle (b_n - O_2) | \Phi \rangle = 0, \quad (15.31)
\]

which implies that

\[
\lim_{n \to \infty} \langle \Psi | a_n^\dagger b_n - c_n | \Phi \rangle = 0. \quad (15.32)
\]

The sequence of norms \( \{||a_n^\dagger b_n - c_n||\} \) is bounded. By Theorem 15.4.1, we have that, for all \( |\tilde{\Psi}\rangle, |\tilde{\Phi}\rangle \in \mathcal{H}_{\text{phys}} \),

\[
\lim_{n \to \infty} \langle \tilde{\Psi} | a_n^\dagger b_n - c_n | \tilde{\Phi} \rangle = 0. \quad (15.33)
\]

It follows that

\[
\langle \tilde{\Psi} | \tilde{O}_1 \tilde{O}_2 | \tilde{\Phi} \rangle = \langle \tilde{\Psi} | \tilde{O}_1 \tilde{O}_2 | \tilde{\Phi} \rangle. \quad (15.34)
\]
15.4.5 The tensor network map preserves the norm

Consider any $|\tilde{\psi}\rangle \in \mathcal{PH}_{\text{phys}}$. By Theorem 15.3.1, there exists a finite family of vectors $|\psi_i\rangle \in \mathcal{PH}_{\text{code}}$ ($i \in \{1, 2, \ldots, Q\}$ for some $Q \in \mathbb{N}$) such that for any $a \in A_{\text{code}}$

$$
\langle \tilde{\psi}|a|\tilde{\psi}\rangle = \sum_{i=1}^{Q} \langle \psi_i|a|\psi_i\rangle. \quad (15.35)
$$

Consider a sequence $\{a_n\} \in A_{\text{code}}$ that strongly converges to $O \in M_{\text{code}}$. Then we have

$$
\lim_{n \to \infty} \langle \tilde{\psi}|a_n|\tilde{\psi}\rangle = \sum_{i=1}^{Q} \lim_{n \to \infty} \langle \psi_i|a_n|\psi_i\rangle, \quad (15.36)
$$

$$
\langle \tilde{\psi}|O|\tilde{\psi}\rangle = \sum_{i=1}^{Q} \langle \psi_i|O|\psi_i\rangle. \quad (15.37)
$$

In particular, for any $O \in M_{\text{code}}$, we have that

$$
\langle \tilde{O}\tilde{\psi}|\tilde{O}\tilde{\psi}\rangle = \sum_{i=1}^{Q} \langle O\psi_i|O\psi_i\rangle. \quad (15.38)
$$

The norms of $|\tilde{\psi}\rangle$ and $\tilde{O}|\tilde{\psi}\rangle$ may be expressed as

$$
|||\tilde{\psi}\rangle|| = \sqrt{\sum_{i=1}^{Q} |||\psi_i\rangle||^2}, \quad |||\tilde{O}|\tilde{\psi}\rangle|| = \sqrt{\sum_{i=1}^{Q} ||O|\psi_i\rangle||^2}. \quad (15.39)
$$
Thus,
\[ ||\tilde{O}|\tilde{\psi}\rangle|| \leq ||O||\left(\sum_{i=1}^{Q} |||\psi_i\rangle||^2\right)^{1/2} = ||O|| \cdot |||\tilde{\psi}\rangle||. \tag{15.40} \]

Note that we may choose $|\tilde{\psi}\rangle$ such that $Q = 1$ and $||O|\psi_1\rangle|| - ||O|| \cdot |||\tilde{\psi}\rangle||$ is arbitrarily close to zero. Hence, we may choose $|\tilde{\psi}\rangle$ such that $||O|\tilde{\psi}\rangle|| - ||O|| \cdot |||\tilde{\psi}\rangle||$ is arbitrarily close to zero. It follows from the fact that $\rho\mathcal{H}_{\text{phys}}$ is dense in $\mathcal{H}_{\text{phys}}$ and Theorem 3.3.6 that
\[ ||O|| = ||O||. \tag{15.41} \]

15.4.6 The tensor network map satisfies bulk reconstruction

**Theorem 15.4.3.** Let $O \in M_{\text{code}}$. Let $\tilde{O} \in M_{\text{phys}}$ be the image of $O$ under the tensor network map. Let $|\Psi\rangle \in \mathcal{H}_{\text{code}}$. Then
\[ uO|\Psi\rangle = \tilde{O}u|\Psi\rangle. \tag{15.42} \]

**Proof.** Let $\{a_n\} \in A_{\text{code}}$ be a sequence that converges strongly to $O \in M_{\text{code}}$. Let $\tilde{a}_n \in M_{\text{phys}}$ be the image under the tensor network map of $a_n$ for every $n \in \mathbb{N}$. By the definition of the tensor network map, s-lim$_{n \to \infty} \tilde{a}_n = \tilde{O}$. It follows that
\[ \tilde{O}u|\Psi\rangle = \lim_{n \to \infty} \tilde{a}_n u|\Psi\rangle = \lim_{n \to \infty} u a_n|\Psi\rangle = u \lim_{n \to \infty} a_n|\Psi\rangle = uO|\Psi\rangle. \tag{15.43} \]

\[ \square \]

This theorem demonstrates the bulk reconstruction property of the tensor network map. We can
linearly map a given operator $O \in M_{\text{code}}$ to an operator $\tilde{O} \in M_{\text{phys}}$ such that for all $|\Psi\rangle \in H_{\text{code}}$, 

$$uO|\Psi\rangle = \tilde{O}u|\Psi\rangle, \quad uO^\dagger|\Psi\rangle = \tilde{O}^\dagger u|\Psi\rangle.$$  \hfill (15.44)$$

By the symmetry of the tensor network in Figure 3.3, any operator $O' \in M'_{\text{code}}$ can be linearly mapped to $\tilde{O}' \in M'_{\text{phys}}$ such that for all $|\Psi\rangle \in H_{\text{code}}$, 

$$uO'|\Psi\rangle = \tilde{O}'u|\Psi\rangle, \quad uO'^\dagger|\Psi\rangle = \tilde{O}'^\dagger u|\Psi\rangle.$$  \hfill (15.45)$$

## 15.5 Cyclic and separating vectors

In this section we identify a set of cyclic and separating vectors with respect to $M_{\text{code}}$ that is dense in $H_{\text{code}}$. Then, we prove that all cyclic and separating vectors with respect to $M_{\text{code}}$ are mapped to cyclic and separating vectors with respect to $M_{\text{phys}}$ via the isometry $u$. This shows that our infinite-dimensional QECC satisfies the assumptions of Theorem 3.0.1.

**Theorem 15.5.1.** Cyclic and separating vectors with respect to $M_{\text{code}}$ are dense in $H_{\text{code}}$.

**Proof.** Since $pH_{\text{code}}$ is dense in $H_{\text{code}}$, any vector in $H_{\text{code}}$ is arbitrarily close to a vector in $pH_{\text{code}}$, which may be denoted as $|\psi\rangle \otimes |\lambda\rangle \cdots$, where $|\psi\rangle$ is a vector in a finite dimensional Hilbert space $\mathcal{H}$ that consists of finitely many pairs of qudits. We may write $\mathcal{H} = \mathcal{H}_i \otimes \mathcal{H}_j$ where $\mathcal{H}_i$ consists of the black qudits labeled by $i$ (see Figures 3.3 and 15.1), and $\mathcal{H}_j$ consists of the black qudits labeled by $j$. The vector $|\psi\rangle$ is arbitrarily close to a vector of maximal Schmidt number (with respect to this factorization), which we will denote by $|\psi'\rangle$. Hence, any vector in $H_{\text{code}}$ is arbitrarily close to a vector...
of the form $|\psi'\rangle \otimes |\lambda\rangle \cdots \in \mathcal{H}_{\text{code}}$ where $|\psi'\rangle$ has maximal Schmidt number under the factorization $\mathcal{H} = \mathcal{H}_i \otimes \mathcal{H}_j$, so we just need to show that such vectors are cyclic and separating.

The vector $|\psi'\rangle \otimes |\lambda\rangle \cdots \in \mathcal{H}_{\text{code}}$ is cyclic with respect to $\mathcal{M}_{\text{code}}$ because operators in $\mathcal{A}_{\text{code}} \subset \mathcal{M}_{\text{code}}$ may act on it to obtain any vector in $\mathcal{p}\mathcal{H}_{\text{code}}$, and $\mathcal{p}\mathcal{H}_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$. Furthermore, $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is certainly separating with respect to $\mathcal{A}_{\text{code}}$ as one can see from the definition of $\mathcal{A}_{\text{code}}$ in equation (15.2). To see that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to all of $\mathcal{M}_{\text{code}}$, note that the same logic as above implies that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is cyclic with respect to $\mathcal{M}'_{\text{code}}$. Hence, $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to $\mathcal{M}_{\text{code}}$.

\textit{Alternative Proof.} We now give an alternative and more explicit proof of the fact that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to all of $\mathcal{M}_{\text{code}}$. Given a sequence $\{a_n\} \in \mathcal{A}_{\text{code}}$ that strongly converges to $\mathcal{O} \in \mathcal{M}_{\text{code}}$ we need to show that $\mathcal{O}(|\psi'\rangle \otimes |\lambda\rangle \cdots) = 0$ implies that $\mathcal{O}$ annihilates every vector in $\mathcal{p}\mathcal{H}_{\text{code}}$ (which would imply that $\mathcal{O}$ annihilates every Cauchy sequence and hence every vector in $\mathcal{H}_{\text{code}}$).

First, we will construct a suitable (yet overcomplete) basis of $\mathcal{p}\mathcal{H}_{\text{code}}$. Let us assume that $|\psi'\rangle$ is a state of the black qutrits in the first $M$ collections. Since $|\psi'\rangle$ is a vector in a finite dimensional factorized Hilbert space with maximal Schmidt number, we may write it as

$$|\psi'\rangle = \sum_{k=1}^{m} \alpha_k |e_k\rangle_i \otimes |f_k\rangle_j,$$

where $\alpha_k$ are nonzero coefficients that satisfy $\sum_{k=1}^{m} |\alpha_k|^2 = 1$, $|e_k\rangle_i$ is an orthonormal basis of the $i$ black qutrits in the first $M$ collections and $|f_k\rangle_j$ is an orthonormal basis of the $j$ black qutrits in the
We consider the following vectors in $p\mathcal{H}_{\text{code}}$, which form a basis. Assume that $L \geq M$.

\[
|L, k, k', p_{M+1}, \ldots, p_L, q_{M+1}, \ldots, q_L⟩ = |e_k⟩_i \otimes |f_{k'}⟩_j \otimes |p_{M+1}⟩_i \otimes |q_{M+1}⟩_j \otimes \cdots \otimes |p_L⟩_i \otimes |q_L⟩_j \otimes |λ⟩ \cdots
\]

(15.47)

where $k$ and $k'$ each label a basis vector for their respective black qutrits in the first $M$ collections, and $p_\ell$ and $q_\ell$ ($\ell \in \{1, 2, \ldots, M\}$) each run over the three orthonormal basis vectors of their respective black qutrits in the $i$th collection. All black qutrit pairs past the $L$th collection are in the reference state $|λ⟩$.

We first consider the basis vectors that satisfy $L = M$. The vectors $|M, k, k'⟩$ and $|M, \hat{k}, \hat{k}'⟩$ are orthogonal for $k' \neq \hat{k}'$. This is also true for the vectors $O|M, k, k'⟩$ and $O|M, \hat{k}, \hat{k}'⟩$ since $O$ is a limit of operators which act as the identity on $|f_{k'}⟩$ in equation (15.47). Since $\sum_{k=1}^{3^M} α_k |M, k, k⟩ = |ψ'⟩ \otimes |λ⟩ \cdots$, then $O(|ψ'⟩ \otimes |λ⟩ \cdots) = 0$ implies that $O|M, k, k⟩ = 0$ for all $k$. Let $U \in A_{\text{code}}$ be an operator that acts as the identity operator on every vector in the tensor product in equation (15.47) except that it may act arbitrarily on $|f_{k'}⟩$. We can choose $U$ to send $|f_k⟩$ to $|f_w⟩$ for $w \neq k$. Because $U$ commutes with $O$, we have that $0 = UO|M, k, k⟩ = O|M, k, w⟩$ and hence $O$ annihilates every basis vector with $L = M$. This argument can be repeated in a completely analogous way for the case $L > M$ (since $|ψ'⟩ \otimes |λ⟩ \cdots = (|ψ'⟩ \otimes |λ⟩) \otimes |λ⟩ \cdots$ and $|ψ'⟩ \otimes |λ⟩$ has maximal Schmidt number) to show that $O$ annihilates all vectors in $p\mathcal{H}_{\text{code}}$, and hence all of $\mathcal{H}_{\text{code}}$. 

□
Recall that a vector is cyclic and separating for $M_{\text{code}}$ if and only if it is cyclic and separating for $M'_{\text{code}}$ [307]. Hence, cyclic and separating vectors for $M'_{\text{code}}$ are also dense in $H_{\text{code}}$.

**Theorem 15.5.2** ([185]). If $|\Psi\rangle \in H_{\text{code}}$ is cyclic and separating with respect to $M_{\text{code}}$, then $u |\Psi\rangle \in H_{\text{phys}}$ is cyclic and separating with respect to $M_{\text{phys}}$.

**Proof.** To show that $u |\Psi\rangle$ is cyclic, we need to show that given any $|\tilde{\Phi}\rangle \in H_{\text{phys}}$ and $\varepsilon > 0$, we can choose an operator $P \in M_{\text{phys}}$ such that $||P u |\Psi\rangle - |\tilde{\Phi}\rangle|| < \varepsilon$.

Choose $|\tilde{\varphi}\rangle \in pH_{\text{phys}}$ such that $|||\tilde{\varphi}\rangle - |\tilde{\Phi}\rangle|| < \frac{\varepsilon}{2}$. Let $|\tilde{\lambda} \cdots\rangle \in pH_{\text{phys}}$ denote the vector for which all boundary qutrit pairs are in the reference state $|\lambda\rangle$. Choose an operator $\hat{P} \in M_{\text{phys}}$ such that $\hat{P} |\tilde{\lambda} \cdots\rangle = |\tilde{\varphi}\rangle$. Choose $O \in M_{\text{code}}$ such that $||O |\Psi\rangle - |\lambda \cdots\rangle|| < \frac{\varepsilon}{2||P||}$, where $|\lambda \cdots\rangle \in pH_{\text{code}}$ is the vector for which all qutrit pairs are in the reference state $|\lambda\rangle$. Let $\hat{O}$ denote the image of $O$ under the tensor network map.

Note that

$$|\tilde{\Phi}\rangle - \hat{P} \hat{O} u |\Psi\rangle = |\tilde{\Phi}\rangle - |\tilde{\varphi}\rangle - \hat{P} u (O |\Psi\rangle - |\lambda \cdots\rangle).$$

(15.48)

Hence,

$$|||\tilde{\Phi}\rangle - \hat{P} \hat{O} u |\Psi\rangle|| \leq |||\tilde{\Phi}\rangle - |\tilde{\varphi}\rangle|| + ||\hat{P} u (O |\Psi\rangle - |\lambda \cdots\rangle)||,$$

(15.49)

$$|||\tilde{\Phi}\rangle - \hat{P} \hat{O} u |\Psi\rangle|| \leq |||\tilde{\Phi}\rangle - |\tilde{\varphi}\rangle|| + ||\hat{P}|| \cdot ||(O |\Psi\rangle - |\lambda \cdots\rangle)||,$$

(15.50)

$$|||\tilde{\Phi}\rangle - \hat{P} \hat{O} u |\Psi\rangle|| < \varepsilon.$$

(15.51)
We take $\mathcal{P} = \hat{P} \hat{O}$. This shows that $u |\Psi\rangle$ is cyclic with respect to $M_{\text{phys}}$. A completely analogous argument shows that $u |\Psi\rangle$ is cyclic with respect to $M'_{\text{phys}}$, so it is also separating with respect to $M_{\text{phys}}$. □

15.6 $M_{\text{code}}$ is a hyperfinite type II$_1$ factor

In this section, we prove that $M_{\text{code}}$ satisfies the assumptions of Theorem 3.4.13, from which it follows that $M_{\text{code}}$ is a type II$_1$ factor. The same argument shows that $M'_{\text{code}}$, $M_{\text{phys}}$, and $M'_{\text{phys}}$ are also type II$_1$ factors.

For $O \in M_{\text{code}}$, define the following linear function from $M_{\text{code}} \to \mathbb{C}$:

$$T(O) := \langle \lambda \cdots | O | \lambda \cdots \rangle,$$  

(15.52)

where $|\lambda \cdots \rangle \in H_{\text{code}}$ is the vector for which all pairs of black qutrits are in the state $|\lambda\rangle$. This clearly satisfies $T(O^\dagger O) \geq 0$, $T(I) = 1$, and $T(O^\dagger) = T^*(O)$.

For any operator $O_1 \in M_{\text{code}}$, it is possible to choose a neighborhood $\mathcal{N}$ of $O_1$ in the ultraweak operator topology such that $|T(O_2) - T(O_1)| < \varepsilon$ for all $O_2 \in \mathcal{N}$. We may pick the neighborhood to be

$$\mathcal{N} = \{ O_2 \in M_{\text{code}} : |\langle \lambda \cdots | (O_1 - O_2) |\lambda \cdots \rangle | < \varepsilon \}.$$  

(15.53)

Hence, $T$ is ultraweakly continuous.

For $a, b \in A_{\text{code}}$, it is easy to check that $T(ab) = T(ba)$. Since operators in $M_{\text{code}}$ may be written

\footnote{The identity operator is denoted by $I$.}
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as strong limits of operators in \( A_{\text{code}} \), \( T(O_1 O_2) = T(O_2 O_1) \) \( \forall O_1, O_2 \in M_{\text{code}} \).

For \( O \in M_{\text{code}} \), \( T(O^\dagger O) = 0 \) implies that \( O = 0 \) because \( |\lambda \cdots \rangle \) is separating with respect to \( M_{\text{code}} \). Hence, \( T \) is faithful.

On a finite dimensional Hilbert space \( \mathcal{H} \), any linear map \( F : B(\mathcal{H}) \to \mathbb{C} \) that satisfies \( F(O_1 O_2) = F(O_2 O_1) \) \( \forall O_1, O_2 \in B(\mathcal{H}) \) is proportional to the trace on \( \mathcal{H} \). It follows that for any linear map \( T : M_{\text{code}} \to \mathbb{C} \), \( T(a^\dagger a) = 0 \) implies that \( a = 0 \) because \( |\lambda \cdots \rangle \) is separating with respect to the strong closure of \( M_{\text{code}} \). Hence, \( T \) is the only ultraweakly continuous normalized linear functional from \( M_{\text{code}} \to \mathbb{C} \) that satisfies \( T(O_1 O_2) = T(O_2 O_1) \) \( \forall O_1, O_2 \in M_{\text{code}} \).

Now, we may apply Theorem 3.4.13, where \( \text{tr}(O) = T(O) \) for \( O \in M_{\text{code}} \). Thus, \( M_{\text{code}} \) is a type \( \text{II}_1 \) factor.

Recall that a von Neumann algebra \( M \) is hyperfinite if \( M = (\cup_n M_n)^{''} \) where, for each \( n \in \mathbb{N} \), each von Neumann subalgebra \( M_n \subset M \) is finite-dimensional and \( M_n \subset M_{n+1} \). The von Neumann algebra \( M_{\text{code}} \) is hyperfinite because \( M_{\text{code}} = A_{\text{code}}^{''} \) and \( A_{\text{code}} = \cup_N A_N \) where \( A_N \) is the algebra of operators that can be written as \( a^{(N)} \) in equation (15.2). Each \( A_N \) is a finite dimensional algebra consisting of operators that act nontrivially on finitely many qudits.

15.6.1 More on the uniqueness of \( T : M_{\text{code}} \to \mathbb{C} \)

Now, we explicitly show that for an ultraweakly continuous linear map \( T : M_{\text{code}} \to \mathbb{C} \), \( T(O) \) for \( O \in M_{\text{code}} \) is completely determined given the value of \( T(a) \) for every \( a \in A_{\text{code}} \).
The statement that $T(O)$ is an ultraweakly continuous function of $O \in M_{code}$ implies that for any $O_1 \in M_{code}$ and any $\varepsilon > 0$, there exists a neighborhood $N$ of $O_1$ in the ultraweak operator topology such that for all operators $O_2 \in N$, $|T(O_2) - T(O_1)| < \varepsilon$. We may assume that $N$ is given by

$$N = \{O_2 \in M_{code} : \sum_{i=1}^{\infty} |\langle \eta_i | (O_1 - O_2) | \xi_i \rangle| < \varepsilon\},$$

for some $\varepsilon > 0$ and some choice of sequences $\{|\xi_i\rangle\}$ and $\{|\eta_i\rangle\}$ satisfying

$$\sum_{i=1}^{\infty} (|||\xi_i|||^2 + |||\eta_i|||^2) < \infty.$$  

(15.54)

Given $O_1 \in M_{code}$ let $\{a_n\} \in A_{code}$ be a sequence of operators that converges strongly to $O_1$. We need to show that for any choice of $\varepsilon$ and $\{|\xi_i\rangle\}, \{|\eta_i\rangle\}$, there exists an $N \in \mathbb{N}$ such that $n > N \implies a_n \in N$. We calculate

$$\sum_{i=1}^{\infty} |\langle \eta_i | (O_1 - a_n) | \xi_i \rangle| = \sum_{i=1}^{M-1} |\langle \eta_i | (O_1 - a_n) | \xi_i \rangle| + \sum_{i=M}^{\infty} |\langle \eta_i | (O_1 - a_n) | \xi_i \rangle|,$$

$$\sum_{i=M}^{\infty} |\langle \eta_i | (O_1 - a_n) | \xi_i \rangle| \leq \sum_{i=M}^{\infty} \frac{|O_1 - a_n|}{2} (|||\xi_i|||^2 + |||\eta_i|||^2) \leq K \sum_{i=M}^{\infty} (|||\xi_i|||^2 + |||\eta_i|||^2),$$

(15.56)

for some $K > 0$. We used the fact that the sequence of norms $\{|||O_1 - a_n||\}$ is bounded. First, choose $M$ so that

$$K \sum_{i=M}^{\infty} (|||\xi_i|||^2 + |||\eta_i|||^2) < \frac{\varepsilon}{2}.$$  

(15.57)
Then, choose \( N \) so that for all \( n > N \),
\[
\sum_{i=1}^{M-1} |\langle \eta_i | (O_1 - a_n) | \xi_i \rangle | < \frac{\varepsilon}{2}.
\] (15.58)

Hence for any \( \varepsilon > 0 \), it is possible to choose an \( N \in \mathbb{N} \) such that for \( n > N \), \( |T(O) - T(a_n)| < \varepsilon \).

Then we can conclude that
\[
\lim_{n \to \infty} T(a_n) = T(O_1).
\] (15.59)

If \( T(a) \) is known for all \( a \in A_{\text{code}} \), then \( T(O) \) is known for all \( O \in M_{\text{code}} \).

### 15.7 The relative Tomita operator

In this section, we study the relative Tomita operator defined on \( H_{\text{code}} \). See Section 3 of [185] for a review of Tomita-Takesaki theory. Given \( |\Psi \rangle, |\Phi \rangle \in H_{\text{code}} \), the relative Tomita operator with respect to \( M_{\text{code}} \) is denoted by \( S_{\Psi|\Phi} \). For \( O \in M_{\text{code}} \),
\[
S_{\Psi|\Phi} O |\Psi \rangle = O^\dagger |\Phi \rangle.
\] (15.60)

The vector \( |\Psi \rangle \) must be cyclic and separating with respect to \( M_{\text{code}} \), but \( |\Phi \rangle \) can be anything. In this section, we show that \( S_{\Psi|\Phi} \) can be bounded or unbounded, depending on the choice of \( |\Psi \rangle \) and \( |\Phi \rangle \). In Section 15.7.1, we compute the norm of the relative Tomita operator for a general, finite-dimensional Hilbert space. In Sections 15.7.2 and 15.7.3, we provide one example in our setup where \( S_{\Psi|\Phi} \) is bounded, and one example where \( S_{\Psi|\Phi} \) is unbounded.
15.7.1 Norm of the Tomita operator in a finite-dimensional Hilbert space

In this section we consider a Hilbert space $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ for finite dimensional Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ with equal dimension $D$. We want to compute the norm of the relative Tomita operator $S_{\Psi|\Phi}$ defined with respect to the algebra of operators acting on $\mathcal{H}_1$. First, we perform Schmidt decompositions of $|\Psi\rangle$ and $|\Phi\rangle$:

\[
|\Psi\rangle = \sum_{k=1}^{D} \alpha_k |e_k\rangle \otimes |f_k\rangle, \quad |\Phi\rangle = \sum_{k=1}^{D} \beta_k |g_k\rangle \otimes |h_k\rangle,
\]

where $|e_k\rangle$ and $|g_k\rangle$ ($k \in \{1, 2, \ldots, D\}$) are orthonormal bases of $\mathcal{H}_1$ and $|f_k\rangle$ and $|h_k\rangle$ are orthonormal bases of $\mathcal{H}_2$. All of the $\alpha_k$ coefficients must be nonzero. The action of $S_{\Psi|\Phi}$ on any normalized state is given by

\[
S_{\Psi|\Phi} \sum_{i,j=1}^{D} c_{ij} |e_j\rangle \otimes |f_i\rangle = \sum_{i=1,j=k=1}^{D} \frac{c_{ij}^* \beta_k}{\alpha_i} \beta_k \langle e_j|g_k\rangle |e_i\rangle \otimes |h_k\rangle,
\]

where $\sum_{i,j=1}^{D} |c_{ij}|^2 = 1$. The norm of $S_{\Psi|\Phi}$ is found by maximizing the norm of the right hand side above with respect to the coefficients $c_{ij}$, subject to the normalization constraint. One finds that

\[
||S_{\Psi|\Phi}|| = \max_{k=1}^{D} \frac{|\beta_k|}{\min_{k=1}^{D} |\alpha_k|}.
\]
15.7.2 Example where $S_{\psi|\phi}$ is bounded

In this section, we show that it is possible to choose states for which the relative Tomita operator is bounded. We consider as a special case $S_{\psi|\phi}$ for $|\psi\rangle$, $|\phi\rangle \in p\mathcal{H}_{\text{code}}$. Suppose that for $|\psi\rangle$ (resp. $|\phi\rangle$), the qudit pairs in the $n_{\psi}$th (resp. $n_{\phi}$th) collection and beyond are in the reference state $|\lambda\rangle$. We note that there are many choices of $n_{\psi}$ and $n_{\phi}$, but our argument is independent of the choice we make.

We consider a finite case of $n$ by letting $n = \max(n_{\psi}, n_{\phi})$. By considering equation (15.60) for the case that $O$ can be written as $a^{(N)}$ in equation (15.2) with $N = n - 1$, we may see how $S_{\psi|\phi}$ acts on any vector in $p\mathcal{H}_{\text{code}}$ for which the qudit pairs in the $n$th collection and beyond are in the reference state $|\lambda\rangle$. Let us temporarily restrict our attention to the $3^{n-1}$-dimensional Hilbert subspace spanned by these vectors, which may be written as $\mathcal{H}_i \otimes \mathcal{H}_j$, where $\mathcal{H}_i$ and $\mathcal{H}_j$ are the $3^{n-1}$-dimensional Hilbert spaces containing the states of the qubits labeled by $i$ and $j$ respectively in $n - 1$ copies of Figure 3.3. Doing the Schmidt decomposition as in equation (15.61) (where we set $D = 3^{n-1}$), we find that the maximum value of $||S_{\psi|\phi} |\chi\rangle ||$ for a normalized vector $|\chi\rangle \in \mathcal{H}_i \otimes \mathcal{H}_j$ is

$$\max_{k=1}^{3^{n-1}} |\beta_k| \over \min_{k=1}^{3^{n-1}} |\alpha_k|.$$  \hfill (15.64)

It is crucial that none of the $\alpha_k$ coefficients vanish.

Let us now restrict our attention to the larger subspace of $p\mathcal{H}_{\text{code}}$ where all qudit pairs in the $(n + 1)$th collection and beyond are in the reference state $|\lambda\rangle$. We want to do Schmidt decompositions of $|\psi\rangle$ and $|\phi\rangle$ in this $3^n$ dimensional Hilbert subspace. Let $\alpha_k, \beta_k, |e_k\rangle, |g_k\rangle, |f_k\rangle, |h_k\rangle$ for
be defined as in equation (15.61) for the Schmidt decomposition in the $9^{n-1}$ dimensional subspace considered in the previous paragraph. Next, define

$$|\hat{e}_p\rangle := \begin{cases} 
|e_p\rangle \otimes |0\rangle, & p = 1, \ldots, 3^{n-1} \\
|e_{p-3^{n-1}}\rangle \otimes |1\rangle, & p = 3^{n-1} + 1, \ldots, 2 \cdot 3^{n-1} \\
|e_{p-2 \cdot 3^{n-1}}\rangle \otimes |2\rangle, & p = 2 \cdot 3^{n-1} + 1, \ldots, 3^{n} 
\end{cases} \tag{15.65}$$

where $|0\rangle, |1\rangle, |2\rangle$ are states of the $n$th black qutrit labeled $i$. The vectors $|\hat{g}_p\rangle, |\hat{f}_p\rangle,$ and $|\hat{h}_p\rangle$ are defined analogously. Furthermore, define

$$\hat{\alpha}_p := \begin{cases} 
\frac{1}{\sqrt{3}} \alpha_p, & p = 1, \ldots, 3^{n-1} \\
\frac{1}{\sqrt{3}} \alpha_{p-3^{n-1}}, & p = 3^{n-1} + 1, \ldots, 2 \cdot 3^{n-1} \\
\frac{1}{\sqrt{3}} \alpha_{p-2 \cdot 3^{n-1}}, & p = 2 \cdot 3^{n-1} + 1, \ldots, 3^{n} 
\end{cases} \tag{15.66}$$

We define $\hat{\beta}_p$ analogously. The Schmidt decomposition is then given by

$$|\psi\rangle = \sum_{p=1}^{3^{n}} \hat{\alpha}_p |e_p\rangle \otimes |\hat{f}_p\rangle, \tag{15.67}$$

$$|\varphi\rangle = \sum_{p=1}^{3^{n}} \hat{\beta}_p |\hat{g}_p\rangle \otimes |\hat{h}_p\rangle. \tag{15.68}$$

If $|\chi\rangle$ is a normalized vector in the $9^n$ dimensional subspace, then the maximum value of $||S_{\psi}^\dagger |\chi\rangle||$ is

$$\frac{\max_{p=1}^{3^n} |\beta_p|}{\min_{p=1}^{3^n} |\alpha_p|} = \frac{\max_{k=1}^{3^{n-1}} |\beta_k|}{\min_{k=1}^{3^{n-1}} |\alpha_k|}. \tag{15.69}$$

850
Iterating the procedure of doing the Schmidt decompositions in larger subspaces of the code pre-Hilbert space, we see that for any vector $|\eta\rangle \in p\mathcal{H}_{\text{code}}$,\[
\|S_{\psi|\eta}\| \leq \frac{\max_{k=1}^{n-1} |\beta_k|}{\min_{k=1}^{n-1} |\alpha_k|} \|\eta\|. (15.70)
\]

Choose any $|\Theta\rangle \in \mathcal{H}_{\text{code}}$. Let $\{|\beta\rangle\} \in p\mathcal{H}_{\text{code}}$ be a sequence that converges to $|\Theta\rangle$. Define a sequence of operators $\{a_\ell\} \in A_{\text{code}}$ such that $|\beta\rangle = a_\ell |\psi\rangle \forall \ell \in \mathbb{N}$. Note that $a_\ell^\dagger |\phi\rangle = S_{\psi|\phi} |\beta\rangle \forall \ell \in \mathbb{N}$. For any $\ell, m \in \mathbb{N}$, we then have that\[
\| (a_\ell^\dagger - a_m^\dagger) |\phi\rangle \| \leq \frac{\max_{k=1}^{n-1} |\beta_k|}{\min_{k=1}^{n-1} |\alpha_k|} \| |\beta\rangle - |\theta_m\rangle \|. (15.71)
\]

Hence, $\lim_{\ell \to \infty} a_\ell^\dagger |\phi\rangle$ exists. Thus, $S_{\psi|\phi}$ is a bounded operator defined on all of $\mathcal{H}_{\text{code}}$.

15.7.3 Example where $S_{\psi|\Phi}$ is unbounded

In this section, we show that for a particular choice of $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}}, S_{\psi|\Phi}$ is unbounded. Let $|\Psi\rangle$ be the vector for which all qutrit pairs are in the reference state $|\lambda\rangle$. $|\Phi\rangle$ will be constructed as a limit of a sequence of vectors $\{|\varphi_n\rangle\} \in p\mathcal{H}_{\text{code}}$. Let $\{\delta_i\}$ be a sequence of positive real numbers such that $\sum_{i=1}^{\infty} \delta_i$ is finite. For $N \in \mathbb{N}$, let $|e_a^N\rangle, a \in \{1, 2, \ldots, 3^N\}$, denote an orthonormal basis vector of the qutrits labeled $i$ (see Figure 3.3) in the first $N$ collections. In particular,\[
|e_1^1\rangle := |0\rangle_i, |e_2^1\rangle := |1\rangle_i, |e_3^1\rangle := |2\rangle_i. (15.72)
\]
Let \( |f^N_A, a \rangle, a \in \{1, 2, \ldots, 3^N\} \), denote an orthonormal basis vector of the qutrits labeled \( j \) in the first \( N \) collections, defined in the same way as above. Each \( |\varphi_n \rangle \) is defined by

\[
|\varphi_n \rangle := \sum_{a=1}^{3^n} \sum_{b=1}^{3^n} c^n_{ab} |e^n_a \rangle |f^n_b \rangle \otimes |\lambda \rangle \cdots , \quad (15.74)
\]

where \( c^n_{ab} \) is a \( 3^n \times 3^n \) matrix to be specified. The \( \otimes |\lambda \rangle \cdots \) indicates that all black qutrit pairs in the \( (n+1)\)th collection and beyond are in the reference state \( |\lambda \rangle \). Choose an arbitrary \( x \in \mathbb{R} \) such that \( x > 0 \). Each \( c^n_{ab} \) is defined by

\[
c^n_{ab} := \frac{1}{\sqrt{3}} \begin{pmatrix}
x & 0 & 0 \\
0 & x & 0 \\
0 & 0 & x
\end{pmatrix}_{ab} + \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}_{ab} , \quad (15.75)
\]

\[
c^n_{ab} := \frac{1}{\sqrt{3}} \begin{pmatrix}
\delta_1 & 0 & 0 \\
0 & \delta_1 & 0 \\
0 & 0 & \delta_1
\end{pmatrix}_{ab} + \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}_{ab} , \quad (15.76)
\]

\[
: \quad (15.77)
\]

\[
|e^N_a \rangle := \begin{cases}
|e^{N-1}_{a-3^N-1} \rangle_{i_1 \cdots i_{N-1}} \otimes |0 \rangle_{i_N}, & a = 1, \ldots, 3^{N-1} \\
|e^{N-1}_{a-3^N-1} \rangle_{i_1 \cdots i_{N-1}} \otimes |1 \rangle_{i_N}, & a = 3^{N-1} + 1, \ldots, 2 \cdot 3^{N-1} \\
|e^{N-1}_{a-3^N-1} \rangle_{i_1 \cdots i_{N-1}} \otimes |2 \rangle_{i_N}, & a = 2 \cdot 3^{N-1} + 1, \ldots, 3^N
\end{cases} , \quad (15.73)
\]
\(\mathcal{E}_{ab} := \frac{1}{\sqrt{3}} \begin{pmatrix}
\ell^{n-1} & \Omega y^{-1} \times y^{-1} & \Omega y^{-1} \times y^{-1}
\Omega y^{-1} \times y^{-1} & \ell^{n-1} & \Omega y^{-1} \times y^{-1}
\Omega y^{-1} \times y^{-1} & \Omega y^{-1} \times y^{-1} & \ell^{n-1}
\end{pmatrix}_a + \begin{pmatrix}
\delta_n & \Omega y \times (y^{-1}) \\
0 & \Omega (y^{-1}) \times 1 & \Omega (y^{-1}) \times (y^{-1})
\end{pmatrix}_b.
\)

(15.78)

Assuming \(n > m\), we see that \(||\varphi_n - \varphi_m|| \leq \sum_{i=m+1}^{n} \delta_i\). Thus, \(|\Phi\rangle := \lim_{n \to \infty} |\varphi_n\rangle\) exists.

To demonstrate that \(S_{\Psi|\Phi}\) is unbounded, we will construct a sequence of bounded operators \(\{a_n\} \in A_{code}\) such that \(\lim_{n \to \infty} a_n |\Psi\rangle = 0\) while \(\lim_{n \to \infty} a_n^\dagger |\Phi\rangle\) does not converge. For \(n \in \mathbb{N}\), define

\[a_n := \epsilon_n \sqrt{3} \ell^m (|e_i^m\rangle \langle e_{i_1}^m| \otimes I_{j_1} \cdots) \otimes I \cdots,\]

(15.79)

where \(\{\epsilon_n\}\) is a sequence of positive real numbers that we will specify later. Note that

\[a_n |\Psi\rangle = \epsilon_n (|e_i^m\rangle \langle e_{i_1}^m| \otimes |f_{j_1}^n\rangle) \otimes |\lambda\rangle \cdots,\]

(15.80)

\[||a_n |\Psi\rangle || = \epsilon_n.\]

(15.81)

Hence, \(\lim_{n \to \infty} a_n |\Psi\rangle = 0\) when \(\lim_{n \to \infty} \epsilon_n = 0\).

Next, we will consider the sequence \(\{a_n^\dagger |\Phi\rangle\}\). Note that, for \(n \in \mathbb{N}\),

\[a_n^\dagger |\varphi_n\rangle = \epsilon_n \sqrt{3} \ell^m (|e_i^m\rangle \langle e_{i_1}^m| \otimes |f_{j_1}^n\rangle) \otimes |\lambda\rangle \cdots,\]

(15.82)
\[ ||a_n^{\dagger} | \varphi_n \rangle || = \varepsilon_n \sqrt{3^n c_n^{11}} = \varepsilon_n (x + \sum_{i=1}^{n} \sqrt{3^i} \delta_i). \] (15.83)

One can verify that \[ ||a_n^{\dagger} | \varphi_n \rangle || \leq ||a_n^{\dagger} | \Phi \rangle ||. \] Hence,

\[ ||a_n^{\dagger} | \Phi \rangle || \geq \varepsilon_n (x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k). \] (15.84)

We may set \( \delta_k = \frac{k}{2^k} \). Then \( x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k \) grows without bound. We may choose \( \varepsilon_n \) to go to zero slowly enough so that \( \varepsilon_n (x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k) \) also grows without bound. Hence, \[ ||a_n^{\dagger} | \Phi \rangle || \] grows without bound, so \( S_{\psi | \Phi} \) is an unbounded operator.

15.8 Computing relative entropy for hyperfinite von Neumann algebras

While the definition of relative entropy for infinite-dimensional von Neumann algebras is elegant, it is difficult to use in practice. To compute the relative entropy, one in principle needs to explicitly perform a spectral decomposition of the relative modular operator. However, because our setup involves hyperfinite von Neumann algebras, we can show that there is a more practical method to compute relative entropy. Recall that a hyperfinite von Neumann algebra \( M \) may be written as \( M = (\bigcup_{n=1}^{\infty} M_n)' \) where each \( M_n \) denotes a finite-dimensional subalgebra of \( M \) and \( M_n \subset M_{n+1} \) \( \forall n \in \mathbb{N} \). We will show that given a hyperfinite von Neumann algebra \( M \) and two cyclic and separating vectors, the relative entropy of the two vectors may be computed by computing their relative entropy with respect to \( M_n \) and then taking the limit \( n \to \infty \). This result parallels
the result of [15], but our explanation is better suited for studying our setup.\footnote{In particular, [15] shows that the relative entropy of two linear functionals on a von Neumann algebra is a limit of relative entropies computed with respect to finite-dimensional subalgebras. However, we are more interested in the relative entropy of two vectors in the Hilbert space. Given a Hilbert space vector, we show how to compute a finite-dimensional density matrix. This allows us to express the infinite-dimensional relative entropy of two vectors as a limit of finite-dimensional entropies.} Computing the relative entropy with respect to $M_n$ intuitively amounts to performing a partial trace and using the finite-dimensional relative entropy formula on the reduced density matrices. In the next subsection, we precisely describe how to use the finite-dimensional relative entropy formula to compute the relative entropy defined with respect to a finite-dimensional subalgebra of a hyperfinite algebra. In particular, we will write the entropy in a form that is convenient for taking the limit $n \to \infty$. In section 15.8.2, we review the monotonicity of relative entropy, which we use later. In section 15.8.3, we fully explain why the limit of finite-dimensional entropies equals the infinite-dimensional entropy.

### 15.8.1 Defining relative entropy with respect to a finite-dimensional subalgebra

The purpose of this section is to describe the relative entropy defined with respect to a finite-dimensional subalgebra of a hyperfinite algebra in a way that will be useful when we consider the limit of larger and larger subalgebras. Let $M$ be a hyperfinite von Neumann algebra on $\mathcal{H}$, and let $M_n$ be a finite-dimensional subalgebra of $M$. Let $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}$ be cyclic and separating with respect to $M$. Suppose that we want to compute the relative entropy of $|\Phi\rangle$ and $|\Psi\rangle$ with respect to $M_n$. Note that while $|\Phi\rangle$ and $|\Psi\rangle$ are separating with respect to $M_n$, they need not be cyclic. However, they may still be thought of as cyclic if we restrict our attention to subspaces of $\mathcal{H}$ denoted by $M_n |\Psi\rangle$ and...
Definition 15.8.1. Given a Hilbert space $\mathcal{H}$, a von Neumann algebra $M \subset \mathcal{B}(\mathcal{H})$, and a vector $|\Psi\rangle \in \mathcal{H}$, let $M|\Psi\rangle$ denote the closure of the set of vectors generated by acting on $|\Psi\rangle$ with all operators in $M$. That is,

$$M|\Psi\rangle := \{ |\chi\rangle \in \mathcal{H} : \exists \{O_n\} \in M, \lim_{n \to \infty} O_n|\Psi\rangle = |\chi\rangle \}.$$ 

We now explain how to compute the relative entropy of $|\Psi\rangle$ and $|\Phi\rangle$ with respect to $M_n$. First, the relative Tomita operator $S^n_{\Psi|\Phi}$ is defined to map $O|\Psi\rangle$ to $O^\dagger|\Phi\rangle$ for all $O \in M_n$. The Tomita operator should be viewed as a map between two different Hilbert spaces, $M_n|\Psi\rangle$ and $M_n|\Phi\rangle$.

Since $M_n$ is finite dimensional, $S^n_{\Psi|\Phi}$ is a bounded operator on $M_n|\Psi\rangle$. The relative modular operator $\Delta^n_{\Psi|\Phi} = S^n_{\Psi|\Phi}S^n_{\Phi|\Psi}$ is a self-adjoint operator on $M_n|\Psi\rangle$, and it may be defined to act as the identity operator on the orthogonal complement $(M_n|\Psi\rangle)^\perp$. Then, the relative entropy is defined as

$$S_n = -\langle \Psi | \log \Delta^n_{\Psi|\Phi} | \Psi \rangle.$$  \hspace{1cm} (15.85)

Equation (15.85) will appear again when we consider the limit of larger subalgebras. We now relate $S_n$ to the more familiar finite-dimensional relative entropy formula. Because $M_n$ is a finite-dimensional von Neumann algebra that acts on the finite dimensional Hilbert space $M_n|\Psi\rangle$, we
note that \( M_n |\Psi\rangle \) may be written as \[159\]
\[
M_n |\Psi\rangle = \bigoplus_\alpha \left( \mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{\overline{A}_\alpha} \right),
\]
(15.86)
while \( M_n \) may be written as
\[
M_n = \left\{ \bigoplus_\alpha \left( O_{A_\alpha} \otimes I_{\overline{A}_\alpha} \right) : O_{A_\alpha} \in \mathcal{B}(\mathcal{H}_{A_\alpha}) \right\}.
\]
(15.87)

Restricting our attention to \( M_n |\Psi\rangle \), the vector \( |\Psi\rangle \) is cyclic and separating with respect to \( M_n \).

This implies that for each \( \alpha \), \( \dim \mathcal{H}_{A_\alpha} = \dim \mathcal{H}_{\overline{A}_\alpha} \) \[307\].

We now explain how to obtain a density matrix on \( M_n |\Psi\rangle \) from \( |\Psi\rangle \). Intuitively, one simply needs to perform a partial trace on \( |\Psi\rangle \langle \Psi| \), since \( |\Psi\rangle \in M_n |\Psi\rangle \). However, we follow a different procedure that will also allow us to obtain a density matrix on \( M_n |\Psi\rangle \) from \( |\Phi\rangle \), even though we might have that \( |\Phi\rangle \not\in M_n |\Psi\rangle \). Let us define a linear map \( T_\Psi : M_n \to \mathbb{C} \) such that \( T_\Psi(O) = \langle \Psi|O|\Psi\rangle \forall O \in M_n \). The map \( T_\Psi \) is positive. Assuming that \( |\Psi\rangle \) is normalized, \( T_\Psi(I) = 1 \). The map \( T_\Psi \) is also faithful because \( |\Psi\rangle \) is separating with respect to \( M_n \). If we restrict the domain of \( T_\Psi \) to the set of operators in \( M_n \) that annihilate \( \mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{\overline{A}_\alpha} \) for all \( \alpha \neq 1 \), then we can naturally define a hermitian, positive operator on \( \mathcal{H}_{\overline{A}_1} \) as follows. Let \( |i\rangle , \quad i \in \{1, 2, \cdots, \dim \mathcal{H}_{\overline{A}_1}\} \) denote an orthonormal basis of \( \mathcal{H}_{\overline{A}_1} \). Any operator in \( \mathcal{B}(\mathcal{H}_{\overline{A}_1}) \) may be written as a linear combination of the operators \( |i\rangle \langle j| \quad \forall i, j \in \{1, 2, \cdots, \dim \mathcal{H}_{\overline{A}_1}\} \). To treat \( |i\rangle \langle j| \) as an operator in \( M_n \) that acts on all of \( M_n \), we define \( |i\rangle \langle j| \) to act as the identity on \( \mathcal{H}_{\overline{A}_i} \) and to annihilate the subspaces \( \mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{\overline{A}_\alpha} \).
Then, we define the operator \( \rho^{(i)}_\Psi \in B(\mathcal{H}_A) \) by \( \langle i|\rho^{(i)}_\Psi |j\rangle = T_\Psi(|j\rangle \langle i|) \). We then extend the definition of \( \rho^{(i)}_\Psi \) to an operator on \( \mathcal{H}_A \otimes \mathcal{H}_A \) by defining \( \rho^{(i)}_\Psi \) to act as the identity on \( \mathcal{H}_A \). In this way, we can define an operator \( \rho^{(\alpha)}_\Psi \) acting on each \( \mathcal{H}_A^{\alpha} \otimes \mathcal{H}_A^{\alpha} \). Then, we define the density matrix \( \rho_\Psi \in \mathcal{M}_n \) to be the direct sum of all the \( \rho^{(\alpha)}_\Psi \) for all values of \( \alpha \). That is,

\[
\rho_\Psi = \bigoplus_\alpha \rho^{(\alpha)}_\Psi.
\]

Note that \( \sum_\alpha \text{Tr}_{\mathcal{A}_\alpha} \rho^{(\alpha)}_\Psi = 1 \) by construction and that \( \rho_\Psi \) only depends on \( |\Psi\rangle \) through the linear map \( T_\Psi \). Also, \( |\Psi\rangle \) must be a purification of \( \rho_\Psi \) on \( \mathcal{M}_n |\Psi\rangle \).

Even though \( |\Phi\rangle \) is not necessarily in \( \mathcal{M}_n |\Psi\rangle \), we can still define a density matrix \( \rho_\Phi \) on \( \mathcal{M}_n |\Psi\rangle \) with the linear map \( T_\Phi \), which is defined analogously to \( T_\Psi \). Let \( |\tilde{\Phi}\rangle \in \mathcal{M}_n |\Psi\rangle \) be a purification of \( \rho_\Phi \). We want to ask how \( |\Phi\rangle \) is related to \( |\tilde{\Phi}\rangle \). Note that \( \langle \Phi|O|\Phi\rangle = \langle \tilde{\Phi}|O|\tilde{\Phi}\rangle \forall O \in \mathcal{M}_n \). Define the linear map \( U^\prime : \mathcal{M}_n |\Phi\rangle \rightarrow \mathcal{M}_n |\Psi\rangle \) such that \( U^\prime O |\Phi\rangle = O |\tilde{\Phi}\rangle \forall O \in \mathcal{M}_n \). Because \( \mathcal{M}_n \) is finite dimensional, \( U^\prime \) is a bounded operator, and \( U^\prime \) has trivial kernel because \( |\Psi\rangle \) is separating with respect to \( \mathcal{M}_n \). Because \( ||O|\Phi\rangle|| = ||O|\tilde{\Phi}\rangle|| \forall O \in \mathcal{M}_n \), \( U^\prime \) is an isometry. Because \( U^\prime \) is invertible, \( U^\prime \) satisfies \( U^\prime U^\dagger U^\prime = I \), and from its definition we can see that \( U^\prime \) commutes with all operators in \( \mathcal{M}_n \). Because \( |\tilde{\Phi}\rangle = U^\prime |\Phi\rangle \), we see that the relative modular operator \( \Delta^n_{\Psi|\Phi} \) defined at the beginning of this section equals the relative modular operator \( \Delta^n_{\Psi|\tilde{\Phi}} \). Then, the relative entropy of \( |\Psi\rangle \) and \( |\Phi\rangle \) computed with respect to \( \mathcal{M}_n \) is given by

\[
S_n = -\langle \Psi \log \Delta^n_{\Psi|\Phi}|\Psi\rangle.
\]
Since $|\Psi\rangle$ and $|\tilde{\Phi}\rangle$ are both vectors in the same finite-dimensional Hilbert space $M_n |\Psi\rangle$, it is straightforward to see [307] that $S_n$, defined in equation (15.85), is given by equation (A.21) of [159] for 
\[ \rho = \rho_{\Psi}, \sigma = \rho_{\Phi}, M = M_n, \]
which is the finite-dimensional relative entropy formula.

The relative entropy defined with respect to $M_n$ of the vectors $|\Psi\rangle$ and $|\Phi\rangle$ only depends on $|\Psi\rangle$ and $|\Phi\rangle$ through the linear maps $T_{\Psi}$ and $T_{\Phi}$. As long as we can represent $M_n$ on a finite-dimensional Hilbert space with a cyclic and separating vector, we can decompose the Hilbert space as in (15.86) (see [159] for the details) and compute the relative entropies using $\rho_{\Psi}$ and $\rho_{\Phi}$, which are defined from $T_{\Psi}$ and $T_{\Phi}$.

Applying the above discussion to our tensor network model, we let $M_n \subset M_{\text{code}}$ be a finite-dimensional subalgebra of $M_{\text{code}}$ that consists of operators that act on the black qutrits labeled $i$ (see Figure 3.3) in the first $n$ collections. Let $|\Psi\rangle$, $|\Phi\rangle \in \mathcal{H}_{\text{code}}$ be cyclic and separating with respect to $M_{\text{code}}$. To compute the relative entropy with respect to $M_n$ of $|\Psi\rangle$ and $|\Phi\rangle$, we consider the action of $M_n$ on the Hilbert space associated with the first $n$ qutrit pairs. The relative entropy may be computed from the density matrices $\rho_{\Psi}$ and $\rho_{\Phi}$, which are constructed using the linear maps $T_{\Psi}$ and $T_{\Phi}$. This intuitively amounts to performing a partial trace on $|\Psi\rangle \langle \Psi|$ and $|\Phi\rangle \langle \Phi|$ over all of $\mathcal{H}_{\text{code}}$ except the Hilbert space of the first $n$ qutrits. In this subsection, we have shown that the result is equivalent to equation (15.85). In the remainder of this section we will show that the infinite $n$ limit of equation (15.85) yields the relative entropy of $|\Psi\rangle$ and $|\Phi\rangle$ with respect to $M_{\text{code}}$.  
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15.8.2 Monotonicity of Relative Entropy

To show that the limit of finite-dimensional relative entropies equals the infinite-dimensional relative entropy, we use the monotonicity of relative entropy, which is nicely explained using a graph argument in [49, 307]. However, our proof of the monotonicity of relative entropy is slightly different, as we do not assume that cyclic states remain cyclic after restricting the von Neumann algebra to a subalgebra. In the remainder of section 15.8, we make use of definitions and theorems given in [185], such as the spectral theorem.

Let $\mathcal{H}$ be a separable Hilbert space with an orthonormal basis $\{ |e_i\rangle \}$. Any $|\chi\rangle \in \mathcal{H}$ may be written as

$$|\chi\rangle = \sum_{i=1}^{\infty} |e_i\rangle \langle e_i|\chi\rangle.$$  \hspace{1cm} (15.90)

Define the operator $K : \mathcal{H} \to \mathcal{H}$ as

$$K|\chi\rangle := \sum_{i=1}^{\infty} |e_i\rangle \langle \chi|e_i\rangle.$$  \hspace{1cm} (15.91)

The sum in equation (15.91) is convergent because the sum in equation (15.90) is convergent. The operator $K$ satisfies the following properties:

• $K^2 = I$,

• $K|\alpha \psi + \beta \chi\rangle = \alpha^* K |\psi\rangle + \beta^* K |\chi\rangle \quad \forall \alpha, \beta \in \mathbb{C} \quad \forall |\psi\rangle, |\chi\rangle \in \mathcal{H}$,

• Given a sequence $\{ |\psi_n\rangle \} \in \mathcal{H}$ and a vector $|\psi\rangle \in \mathcal{H}$, $\lim_{n \to \infty} |\psi_n\rangle = |\psi\rangle$ if and only if...
\[ \lim_{n \to \infty} K |\psi_n\rangle = K |\psi\rangle, \]

\[ \cdot \langle K\psi|K\chi \rangle = \langle \chi|\psi \rangle \quad \forall |\psi\rangle, |\chi\rangle \in \mathcal{H}, \]

\[ \cdot \langle \psi|K|\chi\rangle = \langle \chi|K|\psi\rangle \quad \forall |\psi\rangle, |\chi\rangle \in \mathcal{H}. \]

**Definition 15.8.2.** Let \( X \) be a linear operator on \( \mathcal{H} \). The graph of \( X \) is a subset of the Hilbert space \( \mathcal{H} \oplus \mathcal{H} \), given by

\[ \Gamma_X := \left\{ \begin{pmatrix} |\psi\rangle \\ X|\psi\rangle \end{pmatrix} \in \mathcal{H} \oplus \mathcal{H} : |\psi\rangle \in D(X) \right\}. \]

Let \( S \) be a closed, densely defined, antilinear operator on \( \mathcal{H} \). Define \( X := KS \). Note that \( X^\dagger X = S^\dagger S \) and that \( X \) is a closed, densely defined, linear operator on \( \mathcal{H} \). The graph \( \Gamma_X \) is thus a closed linear subspace of the Hilbert space \( \mathcal{H} \oplus \mathcal{H} \). We define \( \Pi_X \) to be the projection operator onto \( \Gamma_X \), which satisfies \( \Pi_X^2 = \Pi_X^\dagger = \Pi_X \). Since any vector in \( \mathcal{H} \oplus \mathcal{H} \) can be represented as a column vector

\[ \begin{pmatrix} |\psi\rangle \\ |\varphi\rangle \end{pmatrix} \quad \text{for } |\psi\rangle, |\varphi\rangle \in \mathcal{H}, \]

we may represent \( \Pi_X \) as a two by two matrix:

\[ \Pi_X = \begin{pmatrix} p_{11} & p_{12} \\ p_{21} & p_{22} \end{pmatrix}, \]

where each \( p_{ij} (i,j \in \{1,2\}) \) is a bounded linear operator on \( \mathcal{H} \) (since \( \Pi_X \) is bounded). For any
\[ |\psi\rangle, |\chi\rangle \in \mathcal{H}, \text{ we have that } X(p_{11} |\psi\rangle + p_{12} |\chi\rangle) = p_{21} |\psi\rangle + p_{22} |\chi\rangle. \] Hence,

\[ Xp_{11} = p_{21}, \quad Xp_{12} = p_{22}. \quad (15.94) \]

The condition \( \Pi_X = \Pi_X^\dagger \) implies that \( p_{ij}^\dagger = p_{ji} \) \( \forall i, j \in \{1, 2\} \), and the condition \( \Pi_X^2 = \Pi_X \)

implies that \( \sum_{k=1}^2 p_{ik} p_{kj} = p_{ij} \) \( \forall i, j \in \{1, 2\} \). With these relations, one may show that

\[ p_i (X^\dagger X + 1) p_j = p_{ij} \quad \forall i, j \in \{1, 2\}, \quad (15.95) \]

which implies that

\[ p_i (X^\dagger X + 1) (p_{11} |\psi\rangle + p_{12} |\chi\rangle) = (p_{11} |\psi\rangle + p_{12} |\chi\rangle). \quad (15.96) \]

Note that the domain of \( X \) is given by

\[ D(X) = \{ p_{11} |\psi\rangle + p_{12} |\chi\rangle : |\psi\rangle, |\chi\rangle \in \mathcal{H} \}. \quad (15.97) \]

Because \( D(X) \) is a dense subset of \( \mathcal{H} \), it follows that

\[ p_{ia} = (1 + X^\dagger X)^{-1}. \quad (15.98) \]
Then, we see that

\[ p_{21} = X(1 + X^\dagger X)^{-1}, \quad p_{12} = (1 + X^\dagger X)^{-1}X^\dagger, \quad p_{22} = X(1 + X^\dagger X)^{-1}X^\dagger. \]  

(15.99)

In the following theorem, we study modular operators as opposed to relative modular operators. We will make an explicit connection to monotonicity of relative entropy later.

**Theorem 15.8.3.** Let \( M \) be a von Neumann algebra that acts on a Hilbert space \( \mathcal{H} \). Let \(|\Psi\rangle \in \mathcal{H}\) be cyclic and separating with respect to \( M \). Let \( S^M_\Psi \) be the Tomita operator defined with respect to \( M \) and \(|\Psi\rangle\). Let \( N \) be a von Neumann subalgebra of \( M \) (we do not assume that \(|\Psi\rangle\) is cyclic with respect to \( N \)). On the closed subspace \( \overline{N|\Psi\rangle} \subset \mathcal{H} \), let \( S^N_\Psi \) be the Tomita operator defined with respect to \( N \) and \(|\Psi\rangle\). On the orthogonal complement \( \overline{N|\Psi\rangle}^\perp \subset \mathcal{H} \), let \( S^N_\Psi = K \), where \( K \) is given in equation (15.91). Then for all \(|\Phi\rangle \in \overline{N|\Psi\rangle} \) and all \( s > 0 \),

\[
\frac{\langle \Phi | \frac{1}{s + (S^M_\Psi)^\dagger S^M_\Psi} | \Phi \rangle}{\langle \Phi | \frac{1}{s + (S^N_\Psi)^\dagger S^N_\Psi} | \Phi \rangle} \geq \frac{\langle \Phi | \frac{1}{s + (S^M_\Psi)^\dagger S^M_\Psi} | \Phi \rangle}{\langle \Phi | \frac{1}{s + (S^N_\Psi)^\dagger S^N_\Psi} | \Phi \rangle}.
\]

**Proof.** Let \( X^M = KS^M_\Psi \) and \( X^N = KS^N_\Psi \). Let \( \Gamma_{X^M} \subset \mathcal{H} \oplus \mathcal{H} \) and \( \Gamma_{X^N} \subset \mathcal{H} \oplus \mathcal{H} \) be the graphs of \( X^M \) and \( X^N \) respectively, with projections \( \Pi_{X^M} \) and \( \Pi_{X^N} \). Let \( \Pi_{NF} \) denote the projection onto the closed subspace \( \Pi_{NF}(\mathcal{H} \oplus \mathcal{H}) \), which is defined by

\[
\Pi_{NF}(\mathcal{H} \oplus \mathcal{H}) := \left\{ \begin{pmatrix} |\psi\rangle \\ |\chi\rangle \end{pmatrix} \in \mathcal{H} \oplus \mathcal{H} : |\psi\rangle, |\chi\rangle \in \overline{N|\Psi\rangle} \right\}.
\]

(15.100)
Note that the closed subspace $\Gamma_X N \cap \Pi_N \Psi (H \oplus H)$ is completely determined by the Tomita operator defined with respect to $|\Psi\rangle$ and $N$ on the subspace $N|\Psi\rangle$. Because $N$ is a subalgebra of $M$, it follows that

$$\Gamma_X M \supset (\Gamma_X N \cap \Pi_N \Psi (H \oplus H)).$$

The projection onto the closed subspace $(\Gamma_X N \cap \Pi_N \Psi (H \oplus H))$ is given by $\Pi_X N \Pi_N \Psi = \Pi_N \Pi_X N$.

It follows that

$$\Pi_X M \geq \Pi_X N \Pi_N \Psi.$$

If we evaluate the expectation value of the above equation in the state $\left( \begin{array}{c} |\Phi\rangle \\ 0 \end{array} \right)$ for $|\Phi\rangle \in N|\Psi\rangle$, we find that

$$\langle \Phi | \frac{1}{1 + (X^M)^\dagger X^M} |\Phi\rangle \geq \langle \Phi | \frac{1}{1 + (X^N)^\dagger X^N} |\Phi\rangle,$$

which implies

$$\langle \Phi | \frac{1}{1 + (S^M)^\dagger S^M} |\Phi\rangle \geq \langle \Phi | \frac{1}{1 + (S^N)^\dagger S^N} |\Phi\rangle.$$

By repeating the above logic with $X^M = \frac{1}{\sqrt{s}} KS_N^M$ and $X^N = \frac{1}{\sqrt{s}} KS_N^N$ for $s > 0$, we have that

$$\langle \Phi | \frac{1}{s + (S^M)^\dagger S^M} |\Phi\rangle \geq \langle \Phi | \frac{1}{s + (S^N)^\dagger S^N} |\Phi\rangle.$$
Assume that, for some $|Φ⟩ ∈ D(Δ_1) ∩ D(Δ_2)$ and all $s > 0$,

$$⟨Φ| \frac{1}{s + Δ_1} |Φ⟩ ≥ ⟨Φ| \frac{1}{s + Δ_2} |Φ⟩.$$  

Also assume that $⟨Φ| \log Δ_1 |Φ⟩$ and $⟨Φ| \log Δ_2 |Φ⟩$ are finite. Then

$$−⟨Φ| \log Δ_1 |Φ⟩ ≥ −⟨Φ| \log Δ_2 |Φ⟩.$$  

**Proof.** Let $P^*_1, P^*_2$ denote the projection-valued measures associated with $Δ_1, Δ_2$. We use the spectral theorem\(^6\) to write

$$−⟨Φ| \log Δ_1 |Φ⟩ = −\int_0^∞ \log λ d(⟨Φ|P^*_1 λ|Φ⟩) = \int_0^∞ \int_0^∞ ds \left( \frac{1}{s + λ} - \frac{1}{s + 1} \right) d(⟨Φ|P^*_2 λ|Φ⟩).$$  

(15.106)

By Fubini’s Theorem ([264], page 26), we may interchange the order of integration above if the following integral converges:

$$\int_0^∞ \int_0^∞ ds \left| \frac{1}{s + λ} - \frac{1}{s + 1} \right| d(⟨Φ|P^*_1 λ|Φ⟩) = \int_0^∞ |\log λ| d(⟨Φ|P^*_2 λ|Φ⟩)$$

$$= \int_0^1 |\log λ| d(⟨Φ|P^*_1 λ|Φ⟩) + \int_1^∞ |\log λ| d(⟨Φ|P^*_2 λ|Φ⟩).$$  

(15.107)

\(^6\)See [185] for an explanation of the notation.
Note that
\[
0 \leq \int_1^\infty \log \lambda \, d\left(\langle \Phi | P_1^\lambda | \Phi \rangle \right) \leq \int_1^\infty (\lambda - 1) \, d\left(\langle \Phi | P_1^\lambda | \Phi \rangle \right) = \langle \Phi | \Delta_1 | \Phi \rangle - \langle \Phi | \Phi \rangle, \quad (15.108)
\]
which implies that
\[
\int_1^\infty \log \lambda \, d\left(\langle \Phi | P_1^\lambda | \Phi \rangle \right) \quad (15.109)
\]
is finite. Because \(\langle \Phi | \log \Delta_1 | \Phi \rangle\) is finite by assumption, it follows that
\[
\int_0^\infty \log \lambda \, d\left(\langle \Phi | P_2^\lambda | \Phi \rangle \right) \quad (15.110)
\]
is finite. Thus, equation (15.107) is finite, which implies that the integrals in equation (15.106) may be interchanged. Thus,
\[
-\langle \Phi | \log \Delta_1 | \Phi \rangle = \int_0^\infty ds \left( \frac{1}{s + \Delta_1} | \Phi \rangle - \frac{\langle \Phi | \Phi \rangle}{s + 1} \right) \geq \int_0^\infty ds \left( \frac{1}{s + \Delta_2} | \Phi \rangle - \frac{\langle \Phi | \Phi \rangle}{s + 1} \right) = \int_0^\infty ds \int_0^\infty \left( \frac{1}{s + \lambda} - \frac{1}{s + 1} \right) d\left(\langle \Phi | P_2^\lambda | \Phi \rangle \right). \quad (15.111)
\]
We may switch the order of integration above for the same reason as in equation (15.106). Thus,
\[
-\langle \Phi | \log \Delta_1 | \Phi \rangle \geq -\langle \Phi | \log \Delta_2 | \Phi \rangle. \quad (15.112)
\]
\[\square\]
15.8.3 The infinite-dimensional relative entropy as a limit of finite-dimensional relative entropies

In this section, we use the above theorems to show how one could compute the relative entropy of two cyclic and separating vectors of a hyperfinite von Neumann algebra as a limit of finite-dimensional relative entropies.

**Theorem 15.8.5.** Let \( M \) be a von Neumann algebra acting on a Hilbert space \( \mathcal{H} \) such that \( M \) is generated by \( \bigcup_{n=1}^{\infty} M_n \), where \( \{M_n\} \) is a sequence of finite-dimensional von Neumann subalgebras of \( M \) satisfying \( M_n \subset M_{n+1}, \forall n \in \mathbb{N} \). Let \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H} \) both be cyclic and separating with respect to \( M \). Let \( S_n \) denote the relative entropy of \( |\Psi\rangle \) and \( |\Phi\rangle \) defined with respect to \( M_n \) (see equation (15.85) for details). Let \( S \) denote the relative entropy defined with respect to \( M \). Then

\[
\lim_{n \to \infty} S_n = S.
\]

In particular, if the limit does not converge, then \( S \) is infinity.

**Proof.** We mostly follow the logic of the proof of Lemma 3 of [15]. We consider the tensor product Hilbert space \( \mathcal{H} \otimes \mathcal{K} \), where \( \mathcal{K} \) is a four-dimensional Hilbert space spanned by orthonormal basis vectors \( |e_{ij}\rangle \ (i, j \in \{1, 2\}) \). Let \( M_{2 \times 2} \) be a four-dimensional von Neumann algebra spanned by the operators \( u_{ij} \ (i, j \in \{1, 2\}) \), which act on the basis vectors of \( \mathcal{K} \) as \( u_{ij} |e_{k}\rangle = \delta_{jk} |e_i\rangle \). It follows that
\[ u_{ij}^\dagger = u_{ji}. \] Define \( \hat{M} := M \otimes M_{2 \times 2} \) and \( \hat{M}_n := M_n \otimes M_{2 \times 2} \). Let

\[ |\hat{\Phi}\rangle = |\Phi\rangle \otimes |e_{11}\rangle + |\Psi\rangle \otimes |e_{12}\rangle. \]

Note that \( |\hat{\Phi}\rangle \) is cyclic and separating with respect to \( \hat{M} \). Let \( \hat{\Delta} \) denote the modular operator defined with respect to \( \hat{M} \) and \( |\hat{\Phi}\rangle \). Let the operator \( \hat{\Delta}_n \) act on \( \hat{M}_n \) as the modular operator defined with respect to \( |\hat{\Phi}\rangle \) and \( \hat{M}_n \), and let \( \hat{\Delta}_n \) act as the identity on \( \hat{M}_n |\hat{\Phi}\rangle \). Note that

\[ \hat{\Delta}(|\Theta\rangle \otimes |e_{12}\rangle) = (\Delta_{\Psi|\Phi} |\Theta\rangle) \otimes |e_{12}\rangle, \quad |\Theta\rangle \in D(\Delta_{\Psi|\Phi}), \]

\[ (\log \hat{\Delta})(|\Theta\rangle \otimes |e_{12}\rangle) = ((\log \Delta_{\Psi|\Phi}) |\Theta\rangle) \otimes |e_{12}\rangle, \quad |\Theta\rangle \in D(\log \Delta_{\Psi|\Phi}), \quad (15.113) \]

where \( \Delta_{\Psi|\Phi} \) is the relative modular operator defined with respect to \( M, |\Psi\rangle, \) and \( |\Phi\rangle \). We also have that

\[ \hat{\Delta}_n |\Theta\rangle \otimes |e_{12}\rangle = (\Delta^n_{\Psi|\Phi} |\Theta\rangle) \otimes |e_{12}\rangle, \quad |\Theta\rangle \in \overline{M_n |\Psi\rangle}, \]

\[ (\log \hat{\Delta}_n)(|\Theta\rangle \otimes |e_{12}\rangle) = ((\log \Delta^n_{\Psi|\Phi}) |\Theta\rangle) \otimes |e_{12}\rangle, \quad |\Theta\rangle \in \overline{M_n |\Psi\rangle}, \quad (15.114) \]

where \( \Delta^n_{\Psi|\Phi} \) is the relative modular operator defined with respect to the finite-dimensional algebra \( M_n \) (see the paragraph before equation (15.85) for details). Thus,

\[ \langle u_{12} \hat{\Phi} | \log \hat{\Delta} | u_{12} \hat{\Phi} \rangle = \langle \Psi | \log \Delta_{\Psi|\Phi} \Psi \rangle = -S, \]

\[ \langle u_{12} \hat{\Phi} | \log \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle = \langle \Psi | \log \Delta^n_{\Psi|\Phi} \Psi \rangle = -S_n. \quad (15.115) \]
Thus, we need to show that

$$\lim_{n \to \infty} \langle u_{12} \hat{\Phi} | \log \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle = \langle u_{12} \hat{\Phi} | \log \hat{\Delta} | u_{12} \hat{\Phi} \rangle. \quad (15.116)$$

Note that Theorems 15.8.3 and 15.8.4 imply relations between the finite dimensional relative entropies $S_n$. That is, $S_n \leq S_{n+1}$ $\forall n \in \mathbb{N}$ because $M_n \subset M_{n+1}$. Also $S_n \leq S$ $\forall n \in \mathbb{N}$. Thus, if $\lim_{n \to \infty} S_n$ does not converge, then $S$ must be infinity. For the remainder of the proof, we will thus assume that $\lim_{n \to \infty} S_n$ converges to a quantity that is less than or equal to $S$.

Given the definitions of $\hat{\Delta}$ and $\hat{\Delta}_n$, it follows that (see [15] and references therein)

$$\lim_{n \to \infty} \langle u_{12} \hat{\Phi} | g_N(\hat{\Delta}_n) | u_{12} \hat{\Phi} \rangle = \langle u_{12} \hat{\Phi} | g_N(\hat{\Delta}) | u_{12} \hat{\Phi} \rangle, \quad (15.117)$$

where $g_N(\lambda)$ is a continuous, bounded function on $\mathbb{R}$, defined for any $N \geq 1$, such that

$$g_N(\lambda) = \begin{cases} -\log N & \lambda \leq \frac{1}{N} \\ \log \lambda & \frac{1}{N} \leq \lambda \leq N \\ \log N & \lambda \geq N. \end{cases} \quad (15.118)$$

Let $P_{\Omega}$ denote the spectral projections of $\hat{\Delta}$, and let $P_{\Omega}$ denote the spectral projections of $\hat{\Delta}_n$. By definition,

$$\langle u_{12} \Phi | \log \hat{\Delta} | u_{12} \hat{\Phi} \rangle = \int_{0}^{\infty} \log \lambda \, d(\langle u_{12} \Phi | P_{\lambda} | u_{12} \hat{\Phi} \rangle). \quad (15.119)$$
Note that
\[
\langle u_{12} \hat{\Phi} | g_N(\hat{\Delta}) | u_{12} \hat{\Phi} \rangle = \int_0^N (-\log N) \, d(\langle u_{12} \hat{\Phi} | P_\lambda | u_{12} \hat{\Phi} \rangle) + \int_N^\infty \log \lambda \, d(\langle u_{12} \hat{\Phi} | P_\lambda | u_{12} \hat{\Phi} \rangle) + \int_0^\infty \log N \, d(\langle u_{12} \hat{\Phi} | P_\lambda | u_{12} \hat{\Phi} \rangle).
\]
\[\text{(15.120)}\]

Next, note that
\[
0 \leq \hat{\infty} N (\log \lambda - \log N) \, d(\langle u_{12} \hat{\Phi} | P_\lambda | u_{12} \hat{\Phi} \rangle) \leq (Ne)^{-1} \langle u_{12} \hat{\Phi} | \hat{\Delta} | u_{12} \hat{\Phi} \rangle = (Ne)^{-1} \langle \Phi | \Phi \rangle.
\]
\[\text{(15.121)}\]

We have used the inequality \(\lambda^{-1} \log \frac{\lambda}{N} \leq (Ne)^{-1}\). Note that \(\langle u_{12} \hat{\Phi} | \hat{\Delta} | u_{12} \hat{\Phi} \rangle = \langle \Psi | \Delta \Psi | \Phi \rangle = \langle \Phi | \Phi \rangle\) is a finite quantity \[307\]. Likewise, we have that
\[
0 \leq \int_0^\infty (\log \lambda - \log N) \, d(\langle u_{12} \hat{\Phi} | P_\lambda | u_{12} \hat{\Phi} \rangle) \leq (Ne)^{-1} \langle u_{12} \hat{\Phi} | \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle = (Ne)^{-1} \langle \Phi | \Phi \rangle.
\]
\[\text{(15.122)}\]

870
From equation (15.117), we have that

\[
\lim_{n \to \infty} \left[ \langle u_{12} \hat{\Phi} | \log \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle - \int_N^\infty (\log \lambda - \log N) d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) \right.
\]
\[
- \int_0^N (\log \lambda + \log N) d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) \right]
\]
\[
= \int_0^N \left( - \log N \right) d(\langle u_{12} \hat{\Phi} | P_{\lambda} | u_{12} \hat{\Phi} \rangle) + \int_N^\infty \log \lambda d(\langle u_{12} \hat{\Phi} | P_{\lambda} | u_{12} \hat{\Phi} \rangle)
\]
\[
- \int_N^\infty (\log \lambda - \log N) d(\langle u_{12} \hat{\Phi} | P_{\lambda} | u_{12} \hat{\Phi} \rangle).
\]

(15.123)

Note that for \( N \geq 1 \),

\[
\int_0^N \left( - \log N \right) d(\langle u_{12} \hat{\Phi} | P_{\lambda} | u_{12} \hat{\Phi} \rangle) \leq 0 \quad \text{and} \quad \int_0^N \log \lambda d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) \leq 0.
\]

(15.124)

Thus,

\[
\lim_{n \to \infty} \left[ \langle u_{12} \hat{\Phi} | \log \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle - \int_N^\infty (\log \lambda - \log N) d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) \right]
\]
\[
\leq \int_N^\infty \log \lambda d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) - \int_N^\infty (\log \lambda - \log N) d(\langle u_{12} \hat{\Phi} | P_{\lambda} | u_{12} \hat{\Phi} \rangle).
\]

(15.125)

Note that

\[
\lim_{N \to \infty} \int_N^\infty \log \lambda d(\langle u_{12} \hat{\Phi} | P_{\lambda}^2 | u_{12} \hat{\Phi} \rangle) = \langle u_{12} \hat{\Phi} | \log \hat{\Delta} | u_{12} \hat{\Phi} \rangle.
\]

(15.126)

Using equations (15.121) and (15.122), we can take the large \( N \) limit of equation (15.125) to obtain

\[
\lim_{n \to \infty} \langle u_{12} \hat{\Phi} | \log \hat{\Delta}_n | u_{12} \hat{\Phi} \rangle \leq \langle u_{12} \hat{\Phi} | \log \hat{\Delta} | u_{12} \hat{\Phi} \rangle,
\]

(15.127)
which implies that
\[
\lim_{n \to \infty} S_n \geq S, \tag{15.128}
\]
which implies that \( S \) is finite. Using the monotonicity properties proved earlier, it follows that
\[
\lim_{n \to \infty} S_n = S. \tag{15.129}
\]

15.9 Conclusion and outlook

To summarize, our strategy for constructing an infinite-dimensional QECC is to first construct a QECC that relates a code pre-Hilbert space to a physical pre-Hilbert space. Tensor networks with a repeating pattern provide a natural way to do this. In [259] a tensor network constructed from a pentagonal tiling of hyperbolic space was used to construct a QECC (the “HaPPY Code”) with a natural AdS/CFT interpretation. We plan to apply our strategy to the HaPPY code, as the HaPPY tensor network can be naturally extended to an arbitrarily large size. The explicit example described in this chapter uses multiple disconnected tensor networks, but it would be more satisfying to use a connected tensor network such as the HaPPY code. If we can generalize the HaPPY code to a QECC with infinite-dimensional Hilbert spaces, we will be able to construct a more accurate toy model of entanglement wedge reconstruction.

An important aspect of AdS/CFT that our toy model captures is that subregions in the boundary
theory are associated with von Neumann algebras. In our example, we study type II, factors acting on both the bulk and boundary Hilbert spaces. However, the local operator algebras that arise in quantum field theory are generically of type III \([137, 307, \text{Landsman}]\). Thus, it would be satisfying to have a toy model of entanglement wedge reconstruction where the von Neumann algebras are of type III.

Our infinite-dimensional QECC satisfies both statements in Theorem 3.0.1 \([185]\). The assumptions and statements in Theorem 3.0.1 are physically motivated by the Reeh-Schlieder Theorem \([265]\) and previous work on error correction and AdS/CFT \([2, 102, 159, 178]\). Toy models with infinite-dimensional Hilbert spaces should allow us to better understand the physics of entanglement wedge reconstruction and holographic relative entropy, including the role that the Reeh-Schlieder theorem plays.

In light of the fact that the equivalence between bulk and boundary relative entropies is only approximately correct at large \(N\), approximate entanglement wedge reconstruction has been studied in \([82]\) using finite dimensional von Neumann algebras and universal recovery channels. It would be interesting to see if an appropriate generalization of the explicit formulas given for finite dimensional entanglement wedge reconstruction can be checked in an infinite-dimensional toy example. In the future, we want to apply the study of infinite-dimensional von Neumann algebras to entanglement wedge reconstruction beyond the planar/semiclassical limit.

While our primary motivation has been in understanding the bulk reconstruction in AdS/CFT, we note that infinite tensor networks may also be useful in studying two-dimensional conformal field theories. In the algebraic approach to 2d conformal field theory, every interval \(I\) on the circle is
assigned a von Neumann algebra $A$, and if $I_1 \subset I_2$ for two intervals $I_1$ and $I_2$, the associated algebras $A_1$ and $A_2$ satisfy $A_1 \subset A_2$. In the case of 2d chiral conformal field theory studied in [137], each algebra is isomorphic to the unique hyperfinite type $\text{III}_1$ factor. Furthermore, note that there is also a unique hyperfinite type $\text{II}_1$ factor [Landsman]. In our setup, we use an infinite tensor network to characterize the type $\text{II}_1$ factor $M_{\text{code}}$ as a particular subalgebra of $M_{\text{phys}}$ on $\mathcal{H}_{\text{phys}}$. By using infinite tensor networks to relate the algebra associated with an interval to a subalgebra associated with a subinterval, we may be able to probe some aspects in 2d conformal field theory. If infinite tensor networks arise naturally in 2d conformal field theory, it would be interesting to see how they are related to quantities such as primary operator dimensions or three-point function coefficients.
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Conclusion
Conclusion

String theory has provided powerful framework to understand the theory of quantum gravity, which encapsulates both the viewpoints of top-down approach to an emergent gravity in lower-dimensions. The holistic perspective from string theory innately carries down to understanding various aspects of gravity from the spectrum and dynamics to information residing in black holes and entanglement.
In this thesis we have been concerned with constructing and understanding theories of gravity, in particular of quantum gravity, using mathematical frameworks. The focus has been two-fold; in the first half of this thesis we have considered the study of supergravity theories in three to six dimensions, as constructed via M-theory and F-theory compactified on elliptically-fibered Calabi–Yau manifolds, as well as the topological and geometric properties of such compactifying spaces. In a different vein, the latter half of this thesis has been oriented towards the study of infinite dimensional von Neumann algebras of various types, which are used to understand the algebra of local operators in quantum field theories. We have been focused on understanding holographic quantum field theories and their gravity duals by studying quantum error correction using such von Neumann algebras. We now reiterate the central results that have appeared throughout this thesis.

**Calabi–Yau compactifications and spectra**

M-theory and F-theory compactifications enable the geometric engineering of numerous gauge theories using elliptically-fibered Calabi–Yau varieties. Studying the geometric properties of such Calabi–Yau varieties determines the physical properties of the resulting three to six-dimensional field theories. In particular, non-abelian gauge groups and matter contents of such gauge theories are encoded in singular fibers of the elliptic fibration. Understanding these singular fibers necessitates the study of resolutions of singularities of the Weierstrass model that underlies every elliptic fibration. In addition, the study of crepant resolutions of Weierstrass models, their fibral structure, and their flop transitions is an area of common interest to string theorists, algebraic geometers, and number theorists. In this thesis we have investigated the structure of all such possible crepant resolutions and the graph of flops connecting them. From such geometric analysis, we have determined
the matter in the five-dimensional and six-dimensional gauge theories for various gauge groups, such as

1. Chapter 9: $G_2$, Spin(7), and Spin(8) \[^{[112]}\],

2. Chapter 8: $F_4$ \[^{[115]}\],

and for semi-simple groups of forms $SU(2) \times G$ and $(SU(2) \times G)/\mathbb{Z}_2$ such as

1. Chapter 10: $SO(4)$ and Spin(4) \[^{[118]}\]

2. Chapter 11: $SU(2) \times G_2$ \[^{[119]}\],

3. Chapter 12: $SU(2) \times SU(3)$ \[^{[113]}\],

4. Chapter 13: $SU(2) \times Sp(4)$, $(SU(2) \times Sp(4))/\mathbb{Z}_2$, $SU(2) \times SU(4)$, and $(SU(2) \times SU(4))/\mathbb{Z}_2$ \[^{[121]}\].

In particular, in five-dimensions, the Chern–Simons levels and the prepotential are determined after
the resolution by the triple intersection numbers of divisors.

Semi-simple Lie groups can be studied geometrically via colliding singular fibers. The simplest
examples are those with gauge groups of low rank; in particular, we have studied the resolutions
of the $SU(2) \times G$ and $(SU(2) \times G)/\mathbb{Z}_2$ with rank($G$) \(\leq 3\) in Chapters 10 to 13 \[^{[113, 118, 119, 121]}\].

The case of $G = SU(3)$ is interesting for its connection to the non-Abelian sector of the Standard
Model. The $SU(2) \times G_2$-model appears naturally in the study of non-Higgsable clusters, which, over
non-compact bases, are used as building blocks to classify $6d \mathcal{N} = (1, 0)$ superconformal field theories. Extending the results from compact models to incorporate non-compactness is the subject of
ongoing work. For example, such a non-Higgsable model is produced when the discriminant locus contains two rational curves with self-intersection $-3$ and $-2$ intersecting transversally or three rational curves which form a chain of curves intersecting transversally at a point with self-intersections $(-3, -2, -2)$.

**Anomaly cancellation**

It is conjectured that the five-dimensional $\mathcal{N} = 1$ theory from an M-theory compactification is compatible with an uplift to an anomaly free six-dimensional $\mathcal{N} = (1,0)$ theory. We have checked this explicitly for $G_2$, Spin(7), and Spin(8)-models in Chapter 9 [112], $F_4$-models in Chapter 8 [115] and various semi-simple groups such as $SO(4)$ and Spin(4)-models in Chapter 10 [118], $SU(2) \times G_2$-models in Chapter 11 [119], $SU(2) \times SU(3)$-models in Chapter 12 [113], and $SU(2) \times Sp(4)$, $(SU(2) \times Sp(4))/\mathbb{Z}_2$, $SU(2) \times SU(4)$, and $(SU(2) \times SU(4))/\mathbb{Z}_2$-models in Chapter 13 [121].

Furthermore, we have shown that by comparing the triple intersection numbers and the prepotentials, the number of 6d charged multiplets is completely fixed in all studied models except for the semi-simple groups without a $\mathbb{Z}_2$ quotient. We illustrate the role of Mordell–Weil torsion by comparing the models with a trivial Mordell-Weil group on the geometric data of such corresponding elliptic fibration and matter contents of the resulting theories in five and six-dimensions. For the models with the Mordell–Weil group $\mathbb{Z}_2$ completely fix the number of charged hypermultiplets, whereas the corresponding models with a trivial Mordell–Weil group do not fix the number of charged hypermultiplets entirely but instead give a linear relation between the fundamentals and the adjoints.

We have further checked that the number of multiplets is fixed by six-dimensional anomaly can-
cellations using the Green-Schwarz mechanism. We first derive a unique solution of number of multiplets satisfying anomaly cancellation conditions in six-dimensions and confirm it s compatibility with the result from M-theory compactification to five-dimensions. This implies that these 5d theories, which have 6d anomaly-free uplifts, have their natural description from F-theory. This result gives a nontrivial check of M/F-theory duality.

**Topological and geometric properties of Calabi–Yau varieties**

The Euler characteristic of an elliptic fibration plays a central role in many physics problems, including the gravitational anomalies of 6d theories and the cancellation of tadpoles in 4d theories. This motivates for computing the closed form formulas for the Euler characteristics of elliptic fibrations that are used to geometrically engineer many gauge theories, which is presented in

1. Chapter 5: Generating functions of Euler characteristics, the Euler characteristics of the elliptically-fibered threefolds and fourfolds, and Hodge numbers of Calabi–Yau threefolds realizing various simple groups [114].

As a byproduct, for Calabi–Yau fourfolds the Euler characteristics match perfectly with the results from heterotic compactifications. As a byproduct, we computed the Euler characteristics of Calabi–Yau fourfolds and showed that they match perfectly with the predictions in [44], where heterotic string theory compactifications were used. Thus, this result gives a nontrivial check of the heterotic/F-theory duality. Moreover, we generalized this to compute the Euler characteristics of many elliptic n-fold without the Calabi–Yau condition [114]. From the Euler characteristic, we have computed the Hodge numbers of the elliptically-fibered Calabi–Yau threefolds for various gauge
groups.

Moreover, we polished our methods to compute the topological invariants of the elliptic fourfolds. In contrast to the case of fivefolds, Chern and Pontryagin numbers of fourfolds are invariant under crepant birational maps; thus are independent of a choice of a crepant resolution. We computed for a large collection of elliptically-fibered fourfolds the closed form expressions for the characteristic classes in

1. Chapter 6 : Characteristic numbers of the elliptically-fibered fourfolds realizing various simple groups [116].

Hence, Chern numbers, Pontryagin numbers, Euler characteristics, all holomorphic genera of the fourfolds, the Todd genus, Hirzebruch signature, A-genus (and in turn, the index of the Dirac operator), and the curvature invariant eight-form were all computed. Furthermore, we showed that the arithmetic genus and the A-genus (and in turn, the index of a Dirac operator) are independent on the choice of a gauge group.

With the same perspective in mind, we computed characteristic numbers of elliptically-fibered fourfolds with multisections or non-trivial Mordell–Weil groups in

1. Chapter 7 : Characteristic numbers of elliptically-fibered fourfolds with multisections or non-trivial Mordell–Weil groups [117].

An elliptic fibration whose generic fiber is a genus-one normal curve of degree up to four is called an $E_{9-d}$-model, which is named after del Pezzo surfaces $dP_{9-d}$. We computed all the same characteristic numbers for these models and also for the $Q_{r}$-model, which provides a smooth model for elliptic
fibrations of rank one and generalizes $E_6$, $E_7$, and $E_8$-models. This $Q_7$-model is a generalized model we derived in Chapter 4 based on Newton’s polygon with a quadrilateral defining equation with seven points on its boundary and a unique interior point \([120]\). In addition, we examined the same characteristic numbers of $G$-models with $G = SO(n)$ with $n = 3, 4, 5, 6$ and $G = PSU(3)$, whose Mordell–Weil groups are respectively $\mathbb{Z}_2$ and $\mathbb{Z}_3$.

We have also computed geometric properties of the Calabi–Yau varieties such as the triple intersection numbers in each Coulomb branch for various models \([112, 113, 115, 118, 119, 121]\). Such geometric properties are particularly more interesting for the models with semi-simple Lie groups. For example, the $SU(2) \times G_2$-model is an important model not only in F-theory and M-theory but also in birational geometry. Mathematically, it will appear naturally as a key model of collision of singularities solely based on the simplicity of its fiber structure. It is natural to organize elliptic fibrations describing collision of singularities by the rank of the associated Lie algebra derived from F-theory. Geometrically, the rank of $G$ counts the number of fibral divisors produced by a crepant resolution and relates to the relative Picard number of the elliptic fibration via the Shioda–Tate–Wazir theorem.

**Weak coupling limit and an abelian $U(1)$ symmetry**

Another important aspect of studying F-theory using elliptic fibrations is that we can study both the strong and weak coupling limits. Using toric geometry, we constructed a $Q_7$-model with a rank one Mordell–Weil group that gives a weak coupling limit broader than Sen’s limit in

1. Chapter 4: $Q_7$-Model – a new model for elliptic fibrations with a rank one Mordell–Weil
thereby solving the problem of the nonexistence of Sen’s limit satisfying the tadpole condition for some cases such as the $G_2$-model [112] and the model considered in [76]. This model was investigated in [117] for its topological properties of the fourfolds. Additionally, despite its simple setup, this model gives an abelian $U(1)$ symmetry, which is desired for phenomenological reasons [120].

Quantum Error Correction and Infinite-dimensional von Neumann Algebras

In recent years, the study of entanglement entropy has utilized results in the mathematical field of operator algebras. Since AdS/CFT implies that information in the bulk is encoded redundantly in the boundary, quantum error correction is a natural framework that elucidates the connection between holographic quantum field theories and their gravity duals. Quantum error correcting codes using operator algebras were studied in finite-dimensional Hilbert spaces, where the bulk reconstruction is shown to be identical to the equivalence of bulk and boundary relative entropies [159]. Such quantum error correcting codes involve von Neumann algebras of type $I_n$. In order to study a more realistic toy model with infinite-dimensional Hilbert spaces, we are required to consider the action of different types of von Neumann algebras such as type II or III. In fact, a local quantum field theory in general carries a von Neumann algebra of type III as demonstrated in Chapter 15.

We have reformulated entanglement wedge reconstruction in the language of operator-algebra quantum error correction with infinite-dimensional physical and code Hilbert spaces in

1. Chapter 14: Holographic relative entropy in infinite-dimensional Hilbert spaces [185].

Assuming that the infinite-dimensional von Neumann algebras associated with an entanglement
wedge and its complement may both be reconstructed in their corresponding boundary subregions, we have proven that the relative entropies measured with respect to the bulk and boundary observables are equal. Furthermore, we have shown that the converse is also true: when the relative entropies measured in an entanglement wedge and its complement equal the relative entropies measured in their respective boundary subregions, entanglement wedge reconstruction is possible. For holographic theories with a well-defined entanglement wedge, this result provides a well-defined notion of holographic relative entropy.

Based on this theorem, we give an explicit construction of a quantum error correcting code where the code and physical Hilbert spaces are infinite-dimensional in

1. Chapter 15: Entanglement Wedge Reconstruction of Infinite-dimensional von Neumann algebras using Tensor Networks \[184\]

Following the approach of \[307\], we built a von Neumann algebra of type II, acting on the code Hilbert space and showed how it is mapped to the physical Hilbert space. We believe that the methods used in defining my construction can be extended to define an infinite-dimensional analog of the HaPPY code, yielding a holographic interpretation. Infinite-dimensional quantum error correcting codes, such as the one we have constructed in Chapter 15, should help better understand the connection between entanglement wedge reconstruction and the JLMS formula, which states that the relative entanglement entropy of the boundary gives the bulk relative entropy \[178\].

Throughout the thesis we have adhered to the philosophy that one can learn about different features of quantum gravity by studying string theory and string theory inspired constructions. With
two very different views using geometric engineering of F-theory and holography, we have discovered fruitful ways to enwiden our understanding of gravitational theories. We expect that the results contained herein, and more generally the research program evident in these nine-hundred pages, can be further utilized to learn much more about this, still, mysterious force, gravity.
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