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Abstract

The discovery of graphene, an atomically thin layer of carbon, has given the con-

densed matter community an opportunity to investigate two dimensional (2D) physics

with a fresh set of experimental knobs. The quantum Hall (QH) effect is a partic-

ularly rich system in which recent experiments in graphene have already revealed

novel magnetic ground states, superlattice-induced QH effects, and new fractional

QH phases. Experimentalists and theorists alike have been able to re-examine open

problems in the field, as well as discover new challenges and physical phenomena.

One of the key features of the QHE is the behavior of the electrons at the boundaries

of the sample, where one-dimensional edge states exist. This thesis will describe novel

manipulations of these edge states, using them to probe the electronic and magnetic

properties of graphene quantum Hall states.

The first experiment described here will show how we can use QH edge states as

solid-state analogues of monochromatic beams of light to study electron interference.

Electron interferometry is regarded as one of the most promising routes for study-

ing fractional and non-Abelian statistics and quantum entanglement via two-particle

interference. However, creating an edge-channel interferometer in which electron-

electron interactions play an important role requires a clean system and long phase

coherence lengths. We have achieved this with a simpler Mach-Zehnder design than

used in previous 2D systems and are able to realize visibilities of up to 98% using
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spin and valley polarized edge channels. Surprisingly, our interferometer is robust to

dephasing effects at energies an order of magnitude larger than observed in pioneering

experiments in semiconductor quantum wells. Our results shed light on the nature of

edge-channel equilibration and open up new possibilities for studying exotic electron

statistics and quantum phenomena.

The second experiment will describe how we use out-of-equilibrium occupation of

QH edge channels in graphene to excite and detect spin waves (magnons) in magnet-

ically ordered QH states. Magnons are the elementary spin excitations of magnetic

materials and are essential to understanding the intrinsic ordering and thermody-

namic properties of magnetic systems. They are able to transmit information with-

out displacing charge, and as such, they are free from the heat production associated

with electrical currents, making them promising candidate signal carriers for future

information processing. When realized in graphene, spin waves are expected to be

particularly long lived due to the weak spin-orbit interaction. However, their charge-

neutral nature has made them challenging to detect and study. Our novel method

of magnon generation and detection has allowed us to show long distance spin wave

propagation through different ferromagnetic phases in the N=0 Landau level, as well

as across the insulating canted antiferromagnetic phase. Our results providing insight

into the order parameters of magnetic phases in the QH regime and enable experimen-

tal investigation of the fundamental magnetic properties of two-dimensional electron

systems.
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Chapter 1

Introduction

A simple yet illuminating way to investigate a material is to apply a voltage across

it and measure the current passing through. This probes how difficult it is for electrons

to navigate their way across, telling us if the material is insulating, conducting, or

somewhere in between. The more interesting the material is, the more games one

can play with the electrons inside. In two-dimensional materials it turns out that

there are an extraordinary number of games to play. For example, one can use a

metal gate nearby to pack in a huge density of electrons, numbered in the hundreds

of billions. Or, a magnetic field can be used to push electrons from one side to the

other, resulting in a voltage perpendicular to the flow of current. This latter example

was used to show that electrons were physically moving in an electric current back

in 1879 [1]. The goals of games like these are to try and extract new and interesting

information.

The quantum Hall effect, discovered in 1980 by Klaus von Klitzing et al. [2] is

an example of how dramatically the flow of electrons can change in a material. At
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low, liquid helium temperatures, von Klitzing found that the Hall resistance of a 2D

electron system evolved into well-defined plateaus upon application of large magnetic

fields. This strange current flow was eventually found to be the result of pushing the

mobile electrons away from the middle of the device to create an insulator everywhere

except extremely conducting strips at the edges, with a conductance quantized to a

few parts per billion in integer units of e2/h. This discovery created an entirely new

subfield of condensed matter physics devoted to studying this unique phenomenon

that was named the quantum Hall effect (QHE). The explosive amount of research into

the QHE was made possible by the concurrent rapid developments made in the careful

growth of semiconductor/insulator interfaces hosting 2-dimensional electron gases

(2DEGs). Cleaner devices made by extremely precise molecular beam epitaxy growth

allowed for the discovery of a myriad of new phenomena in the field, including those

caused by correlated electron physics such as ferromagnetism [3], and the fractional

quantum Hall effect [4].

A little over two decades later in 2004, Andre Geim and Kostya Novoselov made

the Nobel prize winning discovery that they could also obtain 2D electron systems by

not-that-precise peeling off layers of graphite using Scotch tape [5]. By sticking their

peeled-off graphite onto a silicon dioxide substrate (SiO2) and then hunting around

for the thinnest pieces under an optical microscope, they found single, atomically

thin layers of graphite called graphene. Straight away experimentalists showed that

many of the same phenomena present in 2DEGs existed in graphene as well, including

the quantum Hall effect [6, 7]. Of course, an important question that many people

asked about this naturally occuring 2D system was: what kind of new physics will
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this new material reveal? Luckily enough for a new generation of researchers not

fortunate enough to participate in the height of the first quantum Hall boom, there

have been a number twists in graphene physics that have allowed us to explore new

and interesting avenues.

1.1 Organization of this thesis

In this thesis I will explain two main experiments that were both performed in

a graphene quantum Hall system. The first is a study of electrons that behave like

photons and are used to demonstrate a special type of interferometry. The second

study is about using electrons to give us information about magnetic excitations in

magnetic quantum Hall system.

In Chapter 2 I will introduce the quantum Hall effect in semiconductor systems,

where it was initially discovered. I begin the chapter with the classical Hall effect and

then progress to a description of Landau levels and edge states in a 2D system. Then, I

will describe the manifestation of the quantum Hall effect in graphene, beginning with

the importance of its crystal structure and electronic bands, and ending with Landau

quantization in graphene. I will then describe how electron-electron interactions

create magnetic ground states known as quantum Hall ferromagnets. Finally, I will

introduce edge state equilibration, a type of transport measurement that is essential

to understanding the experiments presented here.

Chapter 3 describes electron interferometry experiments conducted with quantum

Hall edge channels. I begin with a brief introduction to interferometry in general, and

then provide a background of previous electron interferometry experiments performed
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in both GaAs systems and graphene. Then, I will describe the experimental details

of creating a Mach-Zehnder interferometer along a PN junction in a graphene device.

Chapter 4 describes the second experiment in which we use the scattering between

oppositely spin-polarized edges to generate spin waves (magnons). I will begin with

a general introduction to magnons and then progress to describing work done previ-

ously to characterize quantum Hall ferromagnets. I will then describe experiments

demonstrating that by gating different parts of the graphene into different filling fac-

tors we can engineer a system where two oppositely spin-polarized edges scatter into

each other next to an insulating magnetic bulk – thereby generating magnons in the

system.
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Chapter 2

Background: Quantum Hall effect

2.1 The quantum Hall effect in two-dimensional

electron systems

2.1.1 Landau quantization

Quantum mechanics indicates that electrons confined to move in a 2D system

will behave differently than those that are able to move in all three dimensions.

However, it was difficult to test this out on atomically thin 2D crystals, because

initially they proved quite difficult to isolate. It was even thought that a single layer,

one-atom thick, might be too thermodynamically unstable to even exist [8]. This

motivated experimental physicists to create artificial 2D systems where electrons were

quantum mechanically confined to travel throughout a plane at the interface of either

a semiconductor and an insulator, or two semiconducting materials [9].

The quantum Hall effect was one of the most striking and important discoveries of
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new physics in 2D materials. When placed in a magnetic field, at low temperatures,

a 2D electron system (2DES) exhibits a very strange alteration of the Hall voltage.

The Hall voltage Vxy is a measurement of the transverse voltage in a rectangular Hall

bar, when current (I) is flowing in the longitudinal direction, as shown in Fig. 2.1 A.

Figure 2.1: Schematic of a Hall bar where a voltage bias is applied at the

right most lead and current is measured on the left most lead. (A) The

magnetic field B is applied perpendicularly to the flow of current. Vxx is measured

along the current flow direction and Vxy is measured in the transverse direction. (B)

The carrier density of a 2D material can be tuned with a nearby metal gate using the

electric field effect.

When a magnetic field is applied perpendicularly to the plane of the Hall bar, the

electrons are pushed to the side of the Hall bar via a classical effect called the Lorentz

force. This builds up electrons on one side of the device, resulting in a transverse

voltage [1], or Hall voltage (Vxy) equal to:

Vxy =
B

ne
I (2.1)
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where n is the electron density, e is the charge of an electron, and I is the current

flowing through the device. We can see that Vxy can be tuned with either the magnetic

field or the electron density (and thereby the Fermi Energy). The carrier density

can be changed with a nearby metal gate, separated from the 2DES by an insulating

dielectric (Fig. 2.1B). A positive voltage on the gate generates an electric field between

the metal and the 2DES, causing electrons to get pulled into the 2DES from the

reservoirs in the contacts. We treat the system like a parallel plate capacitor and

calculate the carrier density as a function of the gate voltage to be:

n =
ε0ε

ed
Vg (2.2)

where ε0 is the permittivity of free space, ε is the permittivity of the dielectric, d is

the distance of the gate to the 2DES, and Vg is the gate voltage. The ability to easily

tune the carrier density using only a nearby metallic gate is another special property

of 2DES, since the electric field is screened in bulk conductors.

In 1980 von Klitzing found that at low, liquid helium temperatures (1.5 K) and

at a high magnetic field (18 T), this classical dependence gave way to plateaus in Vxy

as a function of the electron density (See Fig. 2.2) [2]. The precise quantization of

the resistance of these plateaus at multiples of h/e2, along with corresponding drops

in Vxx to 0, are the experimental signatures of the quantum Hall effect. Remarkably,

this effect is independent of the device geometry or host material, as long as it is a

2D electron system. Below, we derive this result by solving the Schrodinger equation

for a 2D system in a magnetic field.

Consider a 2D system confined to the X-Y plane with non-interacting electrons
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Figure 2.2: Hall and longitudinal voltage as a function of gate voltage taken

at 1.5K in 18T, adapted from [2]. The source drain current is 1 uA. The inset

is a representation of a Hall bar used for this measurement. We see plateaus in Vxy

and corresponding sharp drops in Vxx as the gate voltage is changed, which changes

the carrier density in the system
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of charge e. We apply a magnetic field in the Z-direction: ~B = (0, 0, B). To account

for this magnetic field, we add a vector potential ~A to the (lattice) momentum (~p),

giving us the Hamiltonian of this system:

Ĥ =
1

2m

(
~p− e ~A

)2
(2.3)

where m is the band mass instead of the free electron mass. We have the freedom

to choose any ~A such that ~B = ∇ x ~A, and so we use the convenient Landau gauge

~A = (0, Bx, 0). Rewritten, our Hamiltonian becomes:

Ĥ =
p̂2
x

2m
+

1

2m

(
p̂y − eBx̂

)2
(2.4)

.

Since p̂y commutes with the Hamiltonian, we replace it with its eigenvalue ~ky:

Ĥ =
p̂2
x

2m
+

1

2
mω2

c

(
x̂− ~ky

mωc

)2
(2.5)

where ωc is the cyclotron frequency:

ωc =
~
ml2B

=
eB

m
(2.6)

.

We see that this is exactly the Hamiltonian for the quantum harmonic oscillator

with a minimum of potential shifted in coordinate space by x0 = ~ky
mωc

, or kyl
2
B where

lB =
√

~
eB

is the magnetic length. Consequently, the system has the following energy

levels:
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En = ~ωc
(
n+

1

2

)
. (2.7)

This gives us quantized energy levels that have energy spacing of ~ωc. The wavefunc-

tions of the system are a product of the momentum eigenstates in the y-direction and

harmonic oscillator states |φn > shifted by x0 in the x direction:

ψ(x,y) = eikyyφn(x− x0) (2.8)

.

Fig. 2.3A shows the density of states of the 2D system when the magnetic field is

at B = 0. The application of magnetic field causes all the states in an energy range

~ωc to be amassed into a single Landau level, a delta function in energy (Fig. 2.3B).

In a real 2DEG, there is disorder in the system which broadens out each of these

delta functions over a range of energy.

Figure 2.3: The density of states in a 2DES before and after magnetic

field is applied (A) A 2DES with zero applied field (B) a 2DES after applying

a sufficiently large magnetic field, causing Landau quantization (C) a 2DES after

applying a sufficiently large magnetic field and adding in effects of disorder.
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We would like to know how many states are in each LL. Assuming periodic bound-

ary conditions gives the constraint ky = (2π/Ly)j where j is an integer. The integer

j is further restricted by that fact that x0 must lie within the system giving us

(0 ≤ x0 < Lx). We find a bound for j:

0 ≤ N <
LxLy
2πl2B

(2.9)

Thus in our sample, the number of wavefunctions (or electrons) per Landau level is

given by: LxLy
2πl2B

. We define a quantity called the filling factor, denoted by ν, which

indicates how many LLs have been completely filled:

ν =
Total number of electrons

electrons per LL
=
Ne · 2πl2B
LxLy

(2.10)

where Ne is the number of electrons and is equal to the density of electrons multiplied

by the area (ne · A). We find:

ν = 2πl2Bne =
hne
eB

(2.11)

We also see that the density of states per filled Landau level is ne = eB/h. A quantum

of magnetic flux is defined as Φ0 = h/e, and the number of states per unit area is

B/Φ0. Therefore we can say that there is one state (or 2 if we account for the spin

degree of freedom) per flux quantum in each Landau level. Additionally, each state

occupies an area of h/eB = 2πl2B.
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2.1.2 Edge states

A real 2D sample is finite in its dimensions, and requires a confining potential

at the boundary, altering the properties of electrons at the edge compared to the

bulk. Usually, the edges of the sample are ignored because they are such a small

contribution to the overall conductance of a sample. However, in the case of the

quantum Hall effect, the edge states play a very large role in how the current flows

across the 2DES [10]. For a typical wide conductor, the confinement potential V (x)

looks similar to what is pictured in Fig. 2.4A. The dispersion relation for the energy

can be found using perturbation theory and assuming that the potential V (x) changes

slowly enough that it can be approximated as a constant over each state. We then

only need to add a position-dependent term to the energies given by equation 2.7.

The new energies are then:

En = ~ωc
(
n+

1

2

)
+ V

(
~ky
eB

)
. (2.12)

When a single Landau level has been filled, the Fermi energy lies in between

the first and second energy level. Because there is a direct mapping from the y-

momentum ~k to the x-direction, we can represent the dispersion relation for the

energy as depicted in Fig. 2.4B. To figure out what kind of conductance we expect

from the system, we apply a voltage difference (V ) across the device, which changes

the chemical potential difference ∆µ = eV on the two sides of the sample, as shown

in Fig. 2.4C. Then we can integrate the drift velocity over all the filled states:

Iy = −e
∫ ∞
−∞

dk

2π
vy(k). (2.13)
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Figure 2.4: Effects of a confining potential on a 2DES in a magnetic field.

(A) The confinement potential V (x) of a typical wide conductor. (B) The energy

dispersion of the states of the 2DES in a magnetic field with a confining potential.

(C) Applying a chemical potential difference to the system causes an imbalance to

the energy levels on either side of the device.

The drift velocity in the y-direction is caused by the force of the magnetic field and

the electrostatic potential and given by [11]:

vy = − 1

eB

δV

δx
. (2.14)

Also, since each state with y-momentum ~k is at position x, this is approximately

equal to integrating over x, so we get the equation:

Iy =
e

2πl2B

∫ x

0

dx
1

eB

δV

δx
. (2.15)

Since the change in potential from one side of the device to the other is just ∆µ:

Iy =
e

2π~
∆µ. (2.16)

We therefore expect a conductance Iy/V = e2/h for each Landau level. This is
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the conductance expected for a 1D mode with perfect transmission, indicating that

electrons injected into the QH regime cannot be backscattered. This makes sense

because we see that δV
δx

changes sign on opposite ends of the sample, indicating that

the edge states on either side of the device carry currents in opposite directions –

we call these chiral edge states. When the Fermi level is between Landau levels,

an electron scattering site must scatter an electron from one side all the way to the

opposite side in order to affect the conductance, a low-probability event in a typical

micron sized device.

In a simple two-terminal measurement, as depicted in Fig. 2.5A, we see that the

suppression of backscattering means that the edge state originating from the left lead

will be completely coupled to the chemical potential of that lead [13]. Similarly, the

edge state originating from the right lead will be completely coupled to the right lead.

When the edge states reach the opposite lead from which they originate there will be

a “hot spot” where all the voltage drops. This was actually seen in an experiment

done in 1991, where a quantum Hall sample was put in liquid helium and the heating

at the hot spots caused a local vaporization of the helium – imaged in Fig. 2.5B [12].

This difference in chemical potential between the two sides of the device are what

is measured by the transverse voltage Vxy (Fig. 2.5C), where we will find the same

conductance as measured in the two terminal configuration: σxy = e2/h. This is

because one of the voltage probes is coupled to one edge state, and the other is

coupled to the one on the opposite edge. If we are to measure the longitudinal

voltage (Vxx) across the same side of the device, we find that that Vxx = 0. This is

because both voltage probes are coupled to the same edge state, which remains at
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Figure 2.5: Transport schematics in the quantum Hall regime. (A) A two-

terminal measurement in which an applied voltage causes an imbalance in chemical

potential between the two sides. (B) A 2DES (GaAs/AlGaAs heterostructure) with

metal contacts on both sides, where 80 µA is applied across the device. Two helium

drops are visible in the upper right and lower left (circled in the image) and show

where heat is being dissipated in the sample. Adapted from [12]. (C) A six-terminal

measurement where a voltage is applied between the right-most and left-most leads,

and Vxy and Vxx are measured across the sample and along the sample, respectively.
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the same chemical potential along the entire length of the device.

2.2 The quantum Hall effect in graphene

2.2.1 Band structure of graphene

Now that we have a basic understanding of the quantum Hall effect, as well as an

expectation for what we should see experimentally, we can discuss its manifestation in

graphene. The special electronic properites of graphene arise from its special crystal

structure. Graphene is a honeycomb carbon lattice, composed of a single crystal layer

of graphite (see Fig. 2.6A-B). If we examine its crystal structure (Fig. 2.6C) we see

that although each site is an identical carbon atom, the atoms on the A sublattice are

crystallographically inequivalent to the atoms on the B sublattice. This is because an

A atom is not in the same orientation to nearby atoms as is a B atom; consequently,

we must view graphene as a triangular Bravais lattice with a two-atom basis. In

reciprocal space, there exist two inequivalent corners of the Brillouin zone (arising

from the triangular real-space lattice) which we call valleys, or K and K’ (Fig. 2.7A).

In order to describe an electronic wavefunction in graphene, we use a superposition

of sublattice wavefunctions.

ψK(~r) = aKψ
(A)
K (~r) + bKψ

(A)
K (~r) (2.17)

Each of these wavefunction is a linear combitation of the atomic bloch wavefunctions

on the A and B sites:
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Figure 2.6: Crystal structure of graphene. (A) Bulk graphite from NGS Natur-

graphit GmbH. (B) Graphene, a single layer of graphite. (C) The hexagonal

graphene lattice, composed of two A and B sublattices.

ψ
(j)
K (~r) =

∑
~Rl

ei
~k·~Rlφ(j)(~r + δj − ~Rl) (2.18)

where j = (A, B) and φ is centered at (~Rl − ~δj)

We now solve the Schrodinger Equation using this wavefunction:

H|ψk〉 = Ek|ψk〉 (2.19)

where H is a Hamiltonian for a free particle plus a periodic potential: H = ~p2

2m
+∑

i V (~r − ~Ri) where the sum is over all atoms. Assuming nearest-neighbor hopping,

meaning we only consider interactions between the A sublattice site and the B sub-

lattice sites, we find the following Hamiltonian:

Hk =

 0 tγk∗

tγk 0

 (2.20)
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where t is the nearest-neighbor hopping parameter and γk is the sum of nearest-

neighbor phase factors:

γ = ei
~k·~δ1 + ei

~k·~δ2 + ei
~k·~δ3 (2.21)

where δ1, δ2, and δ3 are the nearest neighbor vectors. The energies of the system are:

E±(k) = ±t|γk| = ±t

√
1 + 2cos2(

√
3kya) + 4cos(

√
3

2
kya)cos(

3

2
kxa). (2.22)

This gives us the band structure shown in Fig. 2.7B, with the valence and conduction

bands touching right at the K and K’ points.

Figure 2.7: The electronic structure of graphene. (A) The Brillouin zone of

graphene. Alternating corners of the BZ are inequivalent and labeled by K and K’.

(B) The electronic band structure of monolayer graphene. The green box shows a

zoomed-in image of the energy dispersion around the K point at low energies.

In undoped graphene the Fermi energy is right at these K and K’ points, so we expand

around them to get the low-energy Hamiltonians (Fig. 2.7B):

18



Hk = ~vF

 0 kx − iky

kx + iky 0

 = vF~p · ~σ (2.23)

H ′k = ~vF

 0 kx + iky

kx − iky 0

 = vF~p · ~σ∗ (2.24)

E ≈ ±~vF |~k| (2.25)

where vF ≈ 106 m/s is the fermi velocity and σ denotes the Pauli matrices. We see

that the energy dispersion is linear in momentum and is of the same form as the Dirac

equation describing relativistic massless fermions. This is why we call the carriers in

graphene Dirac fermions. We shall use these Hamiltonians to now solve for graphene

in a magnetic field to see what the quantum Hall effect should look like in graphene.

2.2.2 Landau quantization in graphene

Again we write our kinetic momentum as a function of the lattice momentum and

the vector potential:

~Π = ~p+ e ~A. (2.26)

We can rewrite our Dirac Hamiltonian as:

HD = ~vF ~Π · ~σ = vF

 0 ~Πx + i~Πy

~Πx + i~Πy 0

 (2.27)

and we can solve this Hamiltonian using the ladder operator approach. Again we

us the Landau gauge where py commutes with the Hamiltonian and can be treated
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like a c-number while px is treated like an operator. We find the gauge invariant

commutation relation:

[
Πx,Πy

]
=
−i~
l2B

. (2.28)

And use this to find appropriate ladder operators as:

â =
1√
2

lB
~

[~Πx − i~Πy] (2.29)

â+ =
1√
2

lB
~

[~Πx + i~Πy]. (2.30)

Note we are only going to solve the Hamiltonian for our K point, and would need to

solve the K’ Hamiltonian for the K’ point. Our Hamiltonian looks like:

Ĥ = ~ω′

 0 â

â+ 0

 (2.31)

where ω′ =
√

2vF
lB

and the harmonic oscillator eigenstates are 2-spinors, shifted by x0 =

kl2B in the x-direction (We omit the momentum eigenstates eiky in the y-direction):

ψn =

un
vn

 . (2.32)

Again we find quantized energy levels:

En = λ
√

2~v2
feBn. (2.33)

Here, our Landau levels vary with
√
B (instead of linearly with B as in the 2DES

case). Additionally, we find that we get both positive and negative LLs, which means
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our n=0 LL is composed of both electrons and holes. This is different from previous

2D systems in which a large band gap separates the electron band from the hole band.

These systems could only host hole or electron carriers, while in graphene one can

continuously tune between electrons and holes with a gate voltage. Another difference

is that these LLs have an extra degeneracy, that of the valley index. Previous systems

only had a 2-fold spin degeneracy, whereas graphene has a total 4-fold degeneracy (2

for spin and 2 for valley). Since each Landau level is four-fold degenerate, when we

look at the transport we find plateaus at intervals of 4e2/h, as shown in (Fig. 2.8).

It is also important for our purposes to emphasize the unique n=0 LL and note

that if you solve for the first spinor component, we get 0 (solving for the second spinor

component, you get the groundstate of the harmonic oscillator):

ψn=0 =

 0

|n = 0〉

 . (2.34)

Since the basis for our Hamiltonian was the sublattices, our wavefunction is lo-

calized completely on one sublattice. If we were to solve the Hamiltonian for our K′

point, we would find that those wavefunctions are completely localized on the other

sublattice. This means that in the n=0 LL, our valley and sublattices are completely

coupled – an important point to remember when the spin and valley symmetries in

the system begin to break.
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Figure 2.8: Two-terminal conductance measurement of monolayer graphene.

The brown line shows a measurement in the absence of an applied magnetic field. The

conductance reaches a minimum when the Fermi level is exactly where the electron

and hole bands touch in (I); we call this the Dirac point. It is offset from 0V on the

backgate due to impurities in the graphene and effects of the substrate. As we increase

the gate voltage in (II), we fill more electron states and the conductance increases.

At higher magnetic fields (2T), we now fill flat, Landau bands (III) and begin to see

quantized plateaus emerge in transport. Here we focus primarily on electron (instead

of hole) transport because the leads are electron-doped in this measurement, therefore

measurements are only clear on the electron side.
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2.3 Quantum Hall ferromagnetism

At high magnetic fields in both semiconductor 2D materials as well as graphene,

instead of plateaus at intervals of every 2e2/h or 4e2/h, one begins to see plateaus at

every integer. These are called broken symmetry states because they indicate that the

spin and valley degeneracies are being broken. The first experiments to show these

states in graphene were done at the National High Magnetic Field lab in Tallahassee

where the quantum Hall effect was investigated up to 45T [14]. Now, with cleaner

samples experimentalists are able to see these broken symmetry states at less than

1T.

These broken symmetry states can be understood by considering the spatial dis-

tribution of electrons in each LL. In a fully ferromagnetically aligned system where

all spins are parallel, the spin part of the wavefunction is symmetric with respect to

exchange of any two electrons:

ψ〉 = φ(z1, z2, ...zn)| ↑↑↑↑〉 (2.35)

The spatial component of the wavefunction will necessarily be antisymmetric due to

the Pauli exclusion principle, and it will vanish when two particles approach each

other. Therefore electrons of the same spin will experience less Coulomb repulsion

than unaligned spins, as depicted in Fig. 2.10A [3].

Even if there is no anisotropy in the system, it will spontaneously order into a

completely polarized state. This is called spontaneous symmetry breaking, and the

energy gap that forms is called an “exchange gap”, because it arises due to exchange

interactions between electrons [15, 16, 3] This creates completely spin- (and valley-
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Figure 2.9: The evolution of LLs in graphene transport measurements. At

low field (B = 1T) only the 4-fold degenerate plateaus at ν = 2 and ν = 6 are evident.

As the magnetic field is increased, we see broken symmetry plateaus at every integer

emerge.

, in the case of graphene) polarized Landau levels. In graphene, electron-electron

interactions give rise to ferromagnetic phases when the N=0 LL is at quarter- and

three-quarter-filling [17, 18, 14, 19, 20]. Such QH ferromagnets have an insulating

topological bulk and spin-polarized edge states. The spins in a quantum Hall ferro-

magnet are completely polarized because the energies of all states in a Landau level

are degenerate, and there is no kinetic energy cost to polarization.

This exchange gap energy is much larger in magnitude than different anisotropy

energies present in these systems. The simplest of these anisotropies is the Zeeman
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Figure 2.10: Exchange induced quantum Hall ferromagnetism. (A) When

spins are polarized their wavefunctions cannot overlap and the electrons experience

less Coulomb repulsion. Consequently, a spin polarized state is lower energy than

a spin-unpolarized state. (B) As the magnetic field increases, the 4-fold degenerate

Landau level will split into four polarized, broken symmetry states.

effect, which dictates which spin-direction the lowest energy state will explicitly or-

der in to. Because spin-orbit is very weak in graphene, the Zeeman effect is the

only relevant factor that affects spin symmetry. Additionally, in graphene there is

also valley anisotropy that arises from short-range electron-electron interactions and

electron-phonon interactions [17, 21, 22]. Additionally, in the ν = 0 LL the valley

and sublattice are completely coupled (recall the derivation of eqn. 2.34), so sublattice

anisotropies are essentially identical to valley anisotropies.

The hierarchy of energy scales is shown in Fig. 2.11 where we see that the cyclotron

energy gaps (En = ~vF
√

2
lB
∼ 400

√
B[T]K) and Coulomb energy gaps (EC = e2

εlB
∼

100
√
B[T]K) are much larger than the leading anisotropy energies, the Zeeman energy
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(EZ = gµBB ∼ B[T]K) and the lattice scale interactions (ESR = a
lB
EC ∼ B[T]K)

(where µB is the Bohr magneton, and a is the graphene lattice constant) [23, 17]. We

see plateaus at every integer when the sample is clean enough to escape the effects

of disorder broadening, and the magnetic field is large enough for the symmetries to

break spontaneously.

Figure 2.11: Energy scales involved in quantum Hall ferromagnetism and the

canted antiferromagnetic phase. (A) Energy hierarchy, adapted from ref. [23].

At finite magnetic fields the cyclotron energy (EN) and Coulomb exchange energies

(EC) are much larger than the anisotropy energies Zeeman (EZ) and lattice scale

interaction (ESR), as well as disorder broadening (Γ). (B) The canted antiferromagnet

at ν = 0. The canting angle depends on the relative strength of the Zeeman energy,

which depends on Btotal, and the antiferromagnetic exchange energy, which depends

only on B⊥.

For quarter filling of the Landau level in graphene, the lowest energy ground state

is both spin and valley polarized. Half-filling is more complicated because electrons

with identical quantum numbers (identical spin and valley) cannot overlap due to
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Pauli exclusion. Consequently, we cannot have a state cannot be both spin- and

valley- polarized. Consequently, the ground state of the ν = 0 state depends sensi-

tively on the strengths of the different anisotropies in the system. Experimentally,

when people first looked at the ν = 0 state they saw that it became highly insulating

with increasing magnetic field [24], and also that it was spin unpolarized ([23]). In

2014, a group at MIT showed that you can tune the ν = 0 state continuously between

a canted antiferromagnet that is insulating and a ferromagnetic quantum spin Hall

phase that has counterpropagating edge states and a conductance nearly quantized

at 2e2/h [25].

2.4 Edge state equilibration

As we saw in section 2.1.2, understanding edge states has aided us immensely in

our understanding of the quantum Hall effect. A number of studies looking at the

transmission and reflection of edge states helped to solidify the edge state picture as

an important model needed to understand the QHE [26]. For instance, it was seen

that if you gate a region in the middle of a device into a lower filling factor, with

fewer edge states, edges will be reflected at this barrier, as shown in Fig. 2.12A.

Alternatively, by gating the central region of a device into a higher filling factor

(Fig. 2.12B), one can look at how two edge channels at different energies might look

after flowing along next to each other after some distance, otherwise known as how

the edge states equilibrate. As a simple example let us first assume that the ν = 2

and ν = 1 edges in Fig. 2.12B do not equilibrate with each other over the distance

that they run next to each other. Assuming a chemical potential of µ on one lead
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Figure 2.12: Reflection and transmission of edge states in a device where

the filling factor in the central region is changed. (A) The central region is

at a lower filling factor and the ν = 2 edge is reflected. (B) The central region is at

a higher filling factor and the edge states can equilibrate with the extra center edge.

and 0 at the other, we expect to measure a current:

I = (µ− 0)
e

h
(2.36)

which will give us a conductance:

σ =
I

V
=
e2

h
(2.37)

Next, assume we put some kind of equilibration site (perhaps a small piece of

metal) at one edge so the two edge states completely equilibrate with each other – i.e.

they come to the same energy. This is shown in Fig. 2.13A. This will simply cause the

inner edge to float up to the same chemical potential µ as in the upper edge, and we

should again measure a conductance of e2/h, which is not very interesting. Finally,
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Figure 2.13: Edge equilibration experiment. (A) The conductance remains un-

changed with just one equilibration site. (B) The conductance changes once we have

two equilibration sites.

we put equilibration sites on both edges, allowing electrons to backscatter into the

opposite side of the device Fig. 2.13B. The current we expect in this case is:

I = (µ− µB)
e

h
(2.38)

We solve for the chemical potential µB in terms of µ by writing down a set of equations

for the current before and after each equilibration site:

(µ+ µB)
e

h
= 2µA

e

h
and (µA + 0)

e

h
= 2µB

e

h
(2.39)

⇒ µB =
µ

3
(2.40)

and find the resulting current to be:

I =
(
µ− µ

3

) e
h

=
2

3

e

h
. (2.41)

Thus, if we measure a two terminal conductance of e2

h
then the edges did not

equilibrate at all, and if we measure a conductance of 2
3
e2

h
then the edges have equi-
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librated completely. Experiments of this flavor have been performed extensively in

GaAs quantum wells, and it has been observed that it is possible for two separately

populated edge channels to travel adiabatically across large distances without equili-

brating, sometimes hundreds of microns [27, 28, 29, 30]. For degenerate edge states,

conditions for equilibration can provide information about how deep into a Landau

level the system is [29]. For non-degenerate states, the equilibration of edge states

gives insight into the mechanisms of spin scattering [30], and in the case of graphene,

valley scattering [31]. The transport experiments described in this thesis rely heavily

on the information we can gather from these types of edge equilibration experiments.
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Chapter 3

Mach-Zehnder interferometry

using spin- and valley-polarized

quantum Hall edge states in

graphene

3.1 Introduction

Interference experiments have played a central role in answering some of the most

historically pressing questions in physics. Young’s double slit interference experiment

demonstrated fringes that arose from splitting a single source of light and then coher-

ently recombining the two beams – thereby cementing the idea of light as a wave [32].

About 80 years later, the famous Michelson-Morley experiment measured the speed of

light traveling in different directions by examining the interference fringes produced.
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Figure 3.1: Mach-Zehnder and Fabry-Perot interferometers. (A) Mach-

Zehnder interferometer (B) Fabry-Perot interferometer.

They found that light traveled at the same speed no matter the direction, disproving

the notion of an “aether wind” across the Earth’s surface, and helped pave the way

for the discovery of special relativity [33]. Besides these seminal experiments, light

interferometry has been used to detect gravitational waves [34], to study quantum

entanglement [35], and has been used in a large number of industrial applications.

One of the most widely used interferometers is the Mach-Zehnder interferometer

(MZI), a type of amplitude-splitting interferometer. In these types of interferometers,

an incident light wave on a beamsplitter is split into a reflected beam and a transmit-

ted beam, both with lower amplitudes than the original beam. In an MZI one beam is

first split by a beam splitter and then recombined at a second beamsplitter, as shown

in Fig. 3.1A [36]. The MZI is sensitive to phase changes interference between the the

recombined beams, arising from different path lengths in either of the two arms.

Another well known type of interferometer is the Fabry-Perot interferometer. It

can be thought of as a multiple path resonant cavity where two beam splitters are
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Figure 3.2: Electronic Mach-Zehnder and Fabry-Perot interferometers in

quantum Hall systems. (A) Fabry-Perot interferometer adapted from [38]. (B)

Mach-Zehnder interferometer adapted from [39]

placed in series, and transmission through the cavity only occurs a particular wave-

lengths determined by properties of the cavity (Fig. 3.1B) [36].

3.1.1 Electron interferometry in the quantum Hall regime

The wave-like properties of the electron allow us to study beams of electrons using

interferometry much in the same way as we can with light [37]. We can potentially

extract a great deal of information from these systems, as the phase of an electron

can be changed by effects from Coulomb interactions, changes in the magnetic field,

fractional and non-Abelian statistics and Coulomb interactions [11, 38, 39, 40, 41, 42].

Quantum Hall edge states provide ideal electron beams for electron interferometry as

they are single-mode channels that are protected from backscattering [11]. Further-

more, they can be positioned via electrostatic gating and coupled with with quantum

point contacts [43] acting as the beam-splitters and ohmic contacts acting as the

detectors.
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3.1.2 Aharonov-Bohm effect

For systems where we do not need to consider electron-electron interactions, the

relative phase between the two beams of the MZI should be determined by the

Aharonov-Bohm effect [44]. The total magnetic flux in the system is given by

Φ = B · A, where B is the uniform magnetic field and A is the area enclosed by

the loop of the interferometer. The interference, measured via the conductance of the

interferometer, will have a period of one flux quantum Φ0. In experiments, we should

see conductance modulations as a function of the magnetic field, as well as the area,

which is typically tuned with a metal gate.

Previous to the work done here, the Fabry-Perot interferometer has been simpler

to fabricate in quantum Hall systems than the MZI. This is because in order to build

an MZI, a large ohmic contact in the middle of the device needed to be connected to an

outside ohmic via an air-bridge. This required large areas, which necessarily required

small B field oscillations in order to see the Aharonov-Bohm effect (see Fig. 3.2B).

However, interference data from Fabry-Perot interferometers can be quite a bit more

difficult to understand because of the multiple contributing paths. We will focus here

on realizing a Mach-Zehnder interferometer and refer the reader to thorough reviews

on the Fabry Perot interferometer in [45] and [46].

Detecting fractional statistics

Mach-Zehnder interferometry is regarded as one of the most promising routes for

studying fractional and non-Abelian statistics [47, 40]. At a very basic level, the

fractional quantum Hall effect (FQHE) can be thought of as a sort of integer quan-
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tum Hall effect with fractionally charged quasiparticles (e/m) where m is an integer.

Naively, one might assume that the inteference of these quasiparticles would result

in a magnetic field period multiplied by a factor of m. However, these quasiparti-

cles are expected to obey fractional braiding statistics, which electron interferometry

experiments should be sensitive to. Signatures of fractional statistics might mani-

fest as regular, discrete phase shifts in the measured interference when the number

of enclosed quasi-particles is changed [46]. Although there have been interferometry

studies of fractional QH edge states [48, 49, 50, 51, 52], indisputable proof of frac-

tional statistics has yet to be shown. One of the motivations for these experiments

was to provide a new platform, graphene, to potentially investigate interference in

the fractional quantum Hall regime.

3.1.3 Electron interferometry in graphene

The energy gaps between Landau levels (LLs) allow for the creation of interfer-

ometers and quantum point contacts even in materials that do not have a zero-field

bandgap, such as graphene [53, 54]. Graphene may provide an advantage compared

to conventional GaAs edge-channel interferometers [41, 55, 42, 56] as the absence of

a band gap allows the creation of hole- and electron-like edge channels that natu-

rally meet, co-propagate, and separate at gate-defined PN interfaces [57, 58]. The

additional valley degree of freedom and the associated unique nature of graphene

quantum Hall states [59, 23] open up new opportunities for addressing long-sought

goals of electron interferometry such as the observation of non-Abelian statistics [60].

In addition, the valley isospin provides new possibilities for controlling inter-channel
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scattering [61], a requirement for creating edge-channel interferometers. However,

even though graphene PN junctions in the quantum Hall regime have been studied

extensively [31, 57, 58, 62, 63, 64, 65, 66], creating an edge-channel interferometer us-

ing spin- and valley-polarized edge channels has remained an outstanding challenge.

3.1.4 Summary of our experimental findings

In this experiment, we engineer MZIs consisting of same-spin, opposite-valley

quantum Hall edge channels that co-propagate along a PN junction in graphene. Us-

ing magnetic and trans-junction electric fields, we can tune into a regime in which

either one or both pairs of the same-spin edge channels belonging to the zeroth

Landau level (zLL) form MZIs that coherently mediate the cross-junction transport

(Fig. 3.3A). We find that these channels can be well isolated from those belonging to

other Landau levels (LLs), enabling us to study a target interferometer over a large

range of electric fields and tune into regimes with visibilities as high as 98%. By

studying PN interfaces of different lengths, we show that the interferometer beam-

splitters are located where the PN interface meets the physical graphene edges, which

we attribute to strong inter-valley scattering at the physical graphene edge and the

absence of inter-valley scattering along the gate-defined edge. We independently ver-

ify this conclusion using a device in which we can tune the number of edge channels

co-propagating along either a physical or gate-defined edge.
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3.2 Experimental results

3.2.1 Constructing a Mach-Zehnder interferometer in a graphene

PN junction

To construct a MZI of spin- and valley-polarized edge channels, we use a hexagonal

boron nitride (hBN) encapsulated monolayer of graphene (see Fig. 3.3B and section

A.1). We tune into the quantum Hall regime using a perpendicular magnetic field B,

and define two regions of different charge densities nT and nB using a bottom gate that

affects both nT and nB and a top gate that affects only nT (Fig. 3.3B). The number

of edge channels in these regions is given by the filling factors νT,B = (h/eB)nT,B,

where e is the electron charge and h is Planck’s constant. The observation of integer

quantum Hall steps in a measurement of the two-terminal conductance at B = 4 T

in the regime where νT > 0 and νB > 0 confirms that the spin- and valley-degeneracy

is lifted (fig. A.1).

Next, we create a PN junction by tuning into the regime where νT < 0 and νB > 0

and study which edge channels mediate charge transport across the junction. When

we measure the conductance g as a function of νT < 0 and νB > 0 at B = 4 T ,

we observe four regions with distinct ranges of conductance values, as well as the

first indications of conductance oscillations (Fig. 3.3C). In region I, the conductance

of the junction is near zero, which we attribute to the situation depicted in the top

panel of Fig. 3.3A (where νB = 1 and νT = −1). Here, one N-type spin-down

and one P-type spin-up edge channel co-propagate along the junction. As these

channels have opposite spin, inter-channel scattering is suppressed [31]. When we
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Figure 3.3: Creating a Mach-Zehnder interferometer using spin- and valley-

polarized quantum Hall edge channels. (A) Schematic illustration of the for-

mation of Mach-Zehnder interferometers (MZIs) at a graphene PN junction. Green

and purple denote quantum Hall edge channels of opposite spin. Top panel: at

(νB, νT)=(1,-1), where νB (νT) is the filling factor in the N- (P-) region, two edge

channels run along the interface. Their opposite spin suppresses inter-channel scat-

tering.
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Figure 3.3: (Continued) Middle panel: at (νB,νT)=(2,-1), a pair of spin-up edge

channels forms a MZI. Inter-channel scattering occurs at the ends of the junction

as indicated by dotted lines. Bottom panel: at (νB,νT)=(2,-2), two pairs of same-

spin edge channels form two MZIs. (B) Device 1: an edge-contacted monolayer

graphene flake encapsulated in hexagonal boron nitride (hBN). The top gate (Au)

and bottom gate (graphite) define the PN junction (P: red color, N: blue color). The

top (bottom) hBN gate dielectric is 20 (30) nm thick. The top gate is contacted by

a lead that runs over a bridge fabricated from hard-baked PMMA to avoid shorting

to the graphene flake. The back gate (Si) is used to strongly increase the p-doping

of the graphene leading up to right lead and reduce the contact resistance. The SiO2

back-gate dielectric is 285 nm thick. (C) Two-terminal conductance of device 1 in

the PN regime at B = 4 T. We distinguish four regions (dashed boxes). Region I

corresponds to (νB,νT) = (1,-1). Region II corresponds to νT = −1 and νB ≥ 2.

Region III corresponds to νB = 1 and νT ≤ −2. Region IV corresponds to νB ≥ 2

and νT ≤ −2.
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cross from region I into region II, we begin to observe transport across the junction.

We attribute this to an additional spin-up edge channel having entered on the N-

side (so that νB = 2 and νT = −1) and that electrons in this channel can scatter

into the spin-up channel on the P-side (see middle panel in Fig. 3.3A). The observed

conductance ranges approximately between 0 and e2/h, consistent with one pair of

edge channels mediating transport across the junction. Similarly, in region III we

obtain the situation in which νB = 1 and νT = −2, and we attribute the observed

conductance to scattering between the two spin-down edge channels. Strikingly, in

region III the conductance does not change notably as we keep adding edge channels

on the P-side (going to νB = 1 and νT < −2). We conclude that these additional

channels do not contribute to the trans-junction conductance, presumably because

they belong to a higher LL which makes them spatially too distant from the PN

interface. Crossing into region IV (νB ≥ 2 and νT ≤ −2), we observe that the average

conductance increases and ranges between 0 and 2e2/h. We attribute this to two pairs

of same-spin edge channels mediating transport across the junction. Again, we see no

sign of edge channels belonging to higher LLs entering the system and contributing

to the trans-junction conductance. We conclude that the edge channels belonging

to the zLL mediate the trans-junction conductance, well isolated from edge channels

belonging to higher LLs.

Markedly, in region III, the conductance does not change notably when we keep

adding edge channels on the p-side (going to νB = 1 and νT < −2). We conclude

that these additional channels do not contribute to the trans-junction conductance,

presumably because they belong to a higher LL, which makes them spatially too
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distant from the pn interface, which has also been seen in the study of Klimov et al.

[67]. Crossing into region IV (νB ≥ 2 and νT ≤ −2), we observe that the average

conductance increases and ranges between 0 and 2e2/h. We attribute this to two pairs

of same-spin edge channels mediating transport across the junction. Again, we see no

sign of edge channels belonging to higher LLs entering the system and contributing

to the transjunction conductance. We conclude that the edge channels belonging to

the zLL mediate the trans-junction conductance, well isolated from edge channels

belonging to higher LLs.

The relative isolation of the edge channels that belong to the zLL allows us to

study a target pair of edge channels over a large range of filling factors. As we

increase the magnetic field to B = 9 T and concentrate on region III, in which

νB = 1 and νT ≤ −2, we observe a striking pattern of conductance oscillations

(Fig. 3.4A) whose key features such as shape and periodicity depend on both νB and

νT. These oscillations cannot be explained by semi-classical snake states or similar

low-field phenomena [68, 69, 70, 71] since in our device electron transport is mediated

by quantum Hall edge channels. Instead, as we will further argue below, the well-

defined periodicity of these oscillations indicates that scattering between the two edge

channels that mediate the cross-junction transport occurs at only two points along the

junction. These points form the beamsplitters that define our MZI. Its conductance,

in units of e2/h, is given by

g = |r1t2|2 + |t1r2|2 + 2|t1t2r1r2|cos(φ+ φ0) (3.1)

where ti (ri) is the transmission (reflection) amplitude of the i-th beamsplitter, with

|ri|2 + |ti|2 = 1. The phase φ = 2πBA
Φ0

arises from the Aharonov-Bohm effect, where
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Figure 3.4: Characterization of a single Mach-Zehnder interferometer. (A)

Two-terminal conductance of device 1 at B = 9 T, over a range of filling factors

corresponding to a single interferometer at the PN junction.
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Figure 3.4: (Continued) (B) Modeling the charge-density dependence of the distance

between the edge channels that form a MZI. The red and blue shading illustrates

the spatial variation of the charge density close to the PN junction. The green line

illustrates the spatial variation of the energies of the exchange-split ν = 1 and ν = -2

Landau sublevels. The edge channels are located at the positions where these sublevels

intersect the Fermi energy. The distance between the edge channels determines the

flux through the interferometer. Far from the PN junction, where the lowest LL is

completely empty (ν = 2) or completely full (ν = 2), the exchange splitting Uex

vanishes. Near the PN junction, however, the electronic ground state can develop an

imbalance in the valley occupation, leading self-consistently to a non-zero Uex. (C),

Increasing the electron and hole densities decreases the distance between the edge

channels. (D), A strong imbalance between the electron and hole densities. (E),

Simulation of the two-terminal conductance as a function of filling factors based on the

model sketched in (B-D). (F) Local visibility of the conductance oscillations observed

in (A). The grey dashed box indicates where the visibility was not extracted due to

non-resolved oscillations. (G) Blue circles: Experimentally determined probability

of finding a visibility, gmax, or gmin greater than x. Visibility is extracted from the

color plot in (F); gmin and gmax are extracted from the color plots in Fig. A.3(A and

B). Purple dashed line: The theoretical prediction based on MZIs with beamsplitters

described by random scattering matrices that correspond to beamsplitter transmission

probabilities uniformly distributed between 0 and 1. Green solid line: The theoretical

prediction based on MZIs with beamsplitters described by a skewed distribution of

transmission probabilities (fig. A.3C and section A.3).
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Φ0 = h/e is the flux quantum, A the effective area enclosed by the two edge channels,

and φ0 is an unknown phase associated with the beamsplitters.

Since the measurement in Fig. 3.4A is performed at a fixed magnetic field, we

attribute the conductance oscillations to a changing distance between the two edge

channels and a resulting changing flux through the interferometer. We can analyze the

charge-density-dependent locations of these channels by determining where the two

corresponding exchange-split Landau sublevels cross the Fermi energy, using a simple

model for the spatial dependence of the sublevel energy (Fig. 3.4B-D and A.2). This

model indicates that as the charge densities increase (from Fig. 3.4B-C), the edge-

channel separation decreases. Furthermore, when the charge density is small (large)

on a particular side of the junction, the edge-channel separation is relatively sensitive

(insensitive) to the charge density on that side of the junction (Fig. 3.4D). Figure 3.4E

shows that this model reproduces the key features of the data in Fig. 3.4A. Further

data in the νB ≥ 2 and νT ≤ −2 regime, in which two MZIs act simultaneously (as

depicted in the bottom panel of Fig. 3.3A), are shown in fig. A.2.

3.2.2 Beamsplitter characteristics

The visibility of the oscillations in a MZI depends on the phase coherence and the

transmission characteristics of the beamsplitters. We analyze the range of visibilities

observed in the measurement shown in Fig. 3.4A by dividing the measurement range

into a grid and calculating the local visibility V = (gmax − gmin)/(gmax + gmin), with

gmax and gmin the maximum and minimum conductance within each block (Fig. 3.4F

and fig. A.3A-B). In Fig. 3.4G we plot the resulting experimental cumulative proba-
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bility distribution function that indicates the probability of finding a visibility,gmin,

or gmax greater than x. We compare these distributions to a theoretical predic-

tion that is based on the assumption that the incoming and outgoing channels of

each of the two beamsplitters of the MZI are connected by random U(2) matrices in

valley space (see section A.3). This comparison indicates that in the measurement

of Fig. 3.4A, the beamsplitter transmission probabilities are not perfectly uniformly

distributed between 0 and 1 (Fig. 3.4G) but are instead somewhat skewed toward

lower trans-junction conductance (fig. A.3C and section A.3). Remarkably, in several

regions of the conductance map (Fig. 3.4A) we find visibilities as high as 98%, in-

dicating near-perfect phase coherence along the PN interface. Additionally, in some

regions the conductance oscillates nearly between 0 and e2/h, indicating nearly 50/50

beam splitters. Further insight into beamsplitter transmission probabilities yielding

a particular Mach-Zehnder visibility can be gained from fig. A.3(D-E).

3.2.3 Dependence of the Mach-Zehnder interference on mag-

netic field and DC voltage bias

Next, we tune to a region of high visibility and study the conductance as a function

of B and a DC voltage bias VDC (Fig. 3.5A). We observe that the visibility stays near-

unity for |VDC| < 0.5 mV (Fig. 3.5B), and decreases at larger |VDC|, which may be due

to thermal averaging or electron-electron interactions [39, 56]. For the 8 to 9 T field

range of Fig. 3.5C, measurements at VDC = 0 show a constant oscillation period ∆B,

which is consistent with an assumption that the area enclosed by the interferometer

is constant and given by A = Φ0

∆B
. Subject to this assumption, we determine an edge-
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channel separation of 52 nm. Oscillations with VDC are also observed (Fig. 3.5D)

indicating a bias-dependent edge-channel separation, which may be a result of a

bias-induced electrostatic gating effect [56]. We note that at larger filling factors we

see multiple frequencies, changing frequency with field, and lobe structures, which

have previously been attributed to Coulomb interactions in GaAs devices [41, 42, 56]

(fig. A.4). We leave the analysis of these effects to a future study.

3.2.4 Varying the length of the PN interface

To confirm that the beamsplitters are located where the PN interface meets the

physical graphene edges, we measure the MZI oscillation frequency as a function

of the interface length. We use device 2 (Fig. 3.6A-B), which has five top gates

(TG1 to TG5) of varying lengths that we can address individually in two-terminal

conductance measurements by using the appropriate leads. Using top and bottom

gates to control the filling factors in the top-gated and non-top-gated regions, νT and

νB respectively, we can tune into a regime where νT < 0 and νB > 0 to create an

NPN configuration with two PN junctions in series (fig. A.5). When we measure the

two-terminal conductance at B = 8 T as a function of νT and νB (Fig. 3.6C and

fig. A.5), we recognize the regions corresponding to zero, one, and two pairs of same-

spin edge channels mediating transport across the PN junctions, as discussed above

for the measurement in Fig. 3.3C and further analyzed in section A.4. In addition, we

observe clear conductance oscillations, of which we expect the frequencies to reflect

the gate lengths. To analyze these frequencies, we focus on the limit |νB,T | >> 1

in which the edge-channel separation and the associated Aharanov-Bohm flux are
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Figure 3.5: Mach-Zehnder oscillations as a function of magnetic field and DC

voltage bias. (A) Two-terminal differential conductance as a function of magnetic

field B and DC voltage bias VDC at (νB,νT)=(1,-2), for which only one interferometer

is formed at the PN interface. (B) Visibility of the conductance oscillations shown

in a as a function of DC bias.(C) Conductance oscillations with B at zero DC bias

corresponding to the red dotted line in (A). From the period ∆B = 66 mT we calculate

the distance between edge states to be 52 nm, assuming that the distance between the

beamsplitters is given by the 1.2 µm width of the device. (D) Line trace corresponding

to the purple dotted line in (A) showing oscillations with respect to VDC.

47



expected to vary as ∼ 1/(
√
νB +

√
−νT ) (section A.5). We plot the conductance data

against 1/(
√
νB +

√
−νT ) and use a Fourier transform to determine the frequency

spectrum (Supplementary fig. A.6). Normalizing the frequency axis to the average

length of TG5, we find peaks at locations that correspond reasonably well to those

expected based on the lengths of the different gates (Fig. 3.6D). We conclude that the

beamsplitters are located where the PN interfaces meet the physical graphene edge.

Remarkably, it follows that each oscillation corresponds to a minute change in the

edge-channel separation: for example, for the L=1.2 µm gate length of device 1, this

change equals Φ0

BL
= 3.7 Å.

3.2.5 Edge-channel equilibration along gate-defined and phys-

ical edges

Finally, we demonstrate the absence of inter-channel scattering along a gate-

defined edge and the full equilibration of same-spin edge channels running along a

physical edge. We use device 3 (Fig. 3.7A-D), which has two top gates that determine

the number of edge channels running from the left to the right lead, and a top gate

(referred to as the side gate) that determines which fraction of the edge channels

in the central region travel along the lower physical edge instead of along the side-

gate-defined edge. We first confirm the presence of robust broken-symmetry quantum

Hall states (fig. A.7C). We then apply a bias VIN between the left and top lead, and

measure the potential at the right lead (VOUT) as a function of the side-gate filling

factor (Fig. 3.7E). Edge-channel equilibration in the central region should reduce the

chemical potential at the right lead below that of the input lead. The precise match
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between data and model (described in section A.6) in Fig. 3.7E clearly demonstrates

that edge channels do not equilibrate along the side-gate-defined edge, while they do

equilibrate along the physical edge provided they have the same spin [31]. We note

that we observe no MZI oscillations as we sweep the magnetic field between 8.9 and

9 T (fig. A.7D-F), presumably because there are no locations acting as beamsplitters

as the edge channels do not meet at a physical edge before and after co-propagating

along a gate-defined edge.

3.3 Discussion and future directions

The experiments presented here demonstrate a robust method of engineering a

high-visibility MZI in a graphene quantum Hall system by harnessing edge channels

copropagating along a pn junction. Although previous measurements on graphene pn

junctions in the quantum Hall regime showed results ranging from full equilibration

between edge channels co-propagating along the pn junction(with no noticeable in-

terference effects) [58] to a complete absence of transpn junction conductance [31], we

believe we observe interference between the copropagating channels belonging to the

zLL because we have (i) a low-disorder device in which the Landau level degeneracy

is fully lifted and in which dephasing is sufficiently low and (ii) we use a top gate

that is relatively close to the graphene [closer than the top gate used in the study

of Amet et al. [31]] so that the electrical potential profile across the pn junction is

sharp and allows the edge states to come close enough to each other to be coupled

and form beamsplitters. This opens up the possibility of a variety of interferometry

experiments and grants us the diagnostic capabilities of measuring sub-nanometer
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shifts in edge-channel separation. In our experiments we observe transport across the

insulating ν = 0 state, which is expected to be in a canted antiferromagnetic (CAF)

phase in bulk graphene [22, 25]. The fact that we find that spin polarization is well

preserved in our samples suggests that the CAF phase may be suppressed in a narrow

PN junction in favor of a state where spins are fully polarized along the direction of

the magnetic field.

50



Figure 3.6: Gate-length dependence of the Mach-Zehnder oscillations. (A)

Optical microscope image of device 2: an edge-contacted, hBN-encapsulated mono-

layer of graphene with five top gates of different lengths. The top-gate dielectric

(hBN) is 17 nm thick. The bottom hBN layer is 16 nm thick. The back-gate dielec-

tric (SiO2) is 285 nm thick. Leads (L1-L6) are yellow. Top gates (TG1-TG5) are

orange. Using a top and back gate, we induce an NPN charge configuration with

two PN junctions and their associated MZIs connected in series. (B) AFM image of

device 2. The graphene is indicated by the dashed white line.
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Figure 3.6: (Continued) Top gates are outlined in green, leads in yellow, etched regions

in blue. The lengths of both sides of each top gate are indicated in micrometers. (C)

Two-terminal conductance measured across top gate 1 (TG1) using leads L1 and L2

at B = 8 T. Region I corresponds to (νB, νT) = (-1,1). Region II corresponds to

νT = -1 and νB ≥ 2. Region III corresponds to νT ≤ −2 and νB = 1. Region IV

corresponds to νB ≥ 2 and νT ≤ −2. Inset: close-up of (B) showing the top gate and

the two leads used in this measurement. The edge channels are indicated by black

lines. (D) Frequency spectrum (FFT, Fast Fourier Transform) of the conductance

oscillations for all top gates. The x-axis is normalized to the length of TG5. The

expected frequencies for each gate are indicated by the black dashed lines.
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Figure 3.7: Absence of equilibration between edge channels running along

a gate-defined edge. (A-D) Schematic of device 3: an edge-contacted, hBN-

encapsulated monolayer of graphene with two top gates and a side gate. An AFM

image shows the top gates (TG1 and TG2, false-colored purple) on top of the hBN-

encapsulated graphene flake. Yellow (green) indicates the leads (side gate). The

progression of panels (A-D) illustrates the changing locations of the edge channels in

the central region as the filling factor under the side gate is tuned from νS = 0 to νS

= 3, while the regions under TG1 and TG2 are kept at νT = 1 and the rest of the

device is kept at νB = 4. The circulating edge states near the contacts are omitted

for clarity. (E) Voltage measured at the right contact as a function of the side-gate

voltage VS that tunes the side-gate filling factor νS, for νT = 1, νT = 2, and νT = 3

as indicated by the insets. The data (blue) is an average of a set of traces taken at

different magnetic fields between 7.9 and 8 T (Supplementary fig. A.7).
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Figure 3.7: (Continued) The red line indicates the expected values given by a model

that assumes no equilibration along the gate-defined edge and full equilibration be-

tween same-spin channels along the physical edge, taking into account the indepen-

dently measured contact resistances (Supplementary Note 5). The top trace corre-

sponds to the sequence depicted in (A-D).
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Chapter 4

Electrical generation and detection

of spin waves in a quantum Hall

ferromagnet

4.1 Introduction

4.1.1 Spin waves

Just like electrical currents are an illuminating tool to examine semiconductors

and metals, spin waves can tell us a great deal about magnetic systems. They can give

us information about the magnetic ordering of the ground state, as well as possible

magnetic excitations. There is also the possibility of studying magnetic analogues to

electrical phenomena such as superconductivity (spin superfluidity [72]), a magnonic

quantum Hall effect [73], or ballistic transport (ballistic magnons). Additionally,
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spintronics has emerged as an increasingly promising platform for more efficient in-

formation technology [74].

Spin waves are the elementary excitations of a ferromagnet, and magnons which

are quantized spin waves [75, 76]. In a ferromagnetic material we can view each atomic

site as having an electron spin that can be aligned to the rest if the temperature is

below a value specific to the ferromagnet called the Curie temperature. We can think

of the spin of each atom as a local magnetic moment, and if one of the spins is

perturbed a small amount, it will create a small magnetic field that in turn perturbs

neighboring magnetic moments, as shown in Figure 4.1.

Figure 4.1: A magnon represented by a chain of spins that are slightly

perturbed from equilibrium. Adapted from [76]. The lower part of the figure

shows the direction of the spin projected onto a 2D plane, depicting how the spin

processes around a circle.

A spin-wave is just a wave of these deflected spins propagating through the crystal.

Each spin will precess around the direction of the external magnetic (B) field with a

certain frequency, eventually dissipating into the lattice as heat. This characteristic
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frequency is typically in the GHz range and can consequently be probed by microwave

techniques [77, 78]. Optical techniques have also been used to detect magnons in

various systems [79, 80].

However, in order to integrate spintronics into our current information processing

systems, it is necessary to be able to generate and detect spin via electrical methods.

Additionally, this opens up the ability to conduct measurements in extreme conditions

such as low temperature and high magnetic field. A good review on the topic can be

found in [74]. The general idea is to couple a metal with large spin orbit coupling to a

magnetic material. By flowing a large current through the metal, it will cause a large

spin imbalance to be created via a mechanism called the spin Hall Effect [81]. This

causes a spin wave to flow through the magnetic material, which can be detected in a

distant metal interface via an inverse process called the inverse spin Hall effect. One

particularly attractive version of this is the electrical generation and detection of spin

waves in a magnetic insulator such as YIG [82, 83, 74, 84], because it avoids heating

associated with conduction elections.

4.1.2 Spin waves in a quantum Hall ferromagnet

As described in section 2.3, the quantum Hall ferromagnet is a result of electron-

electron interactions in the quantum Hall regime. Due to the large degeneracy of

a Landau level there is a negligible kinetic energy penalty for spins to polarize and

the system can become 100% ferromagnetic in the absence of disorder [3]. One can

consider the QH ferromagnet as an itinerant magnet because the electrons are free to

move around as in a metal, and derive a spin wave dispersion, as is done by Girvin
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in [3] (See Fig. 4.2). We can see that the lowest energy of a magnon in the system

is EZ = gµBB, the Zeeman energy [85], where g is the electron g-factor, µB is the

Bohr magneton, and B is the external magnetic field. We can also understand this

intuitively by recognizing that the magnetization of the QH ferromagnet is extremely

dilute, so there are negligible demagnetizing fields and the minimum energy to excite

magnons would be the Zeeman energy [78].

Figure 4.2: Magnon dispersion in a quantum Hall ferromagnet. Adapted

from [3]. The minimum energy of a magnon in a QHF is the Zeeman energy ∆Z. The

energy saturates at the Coulomb exchange energy scale ∆C.

In GaAs 2D systems, the lowest energy charged excitation arises in the form of
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a Skyrmion, or a topological spin texture of partially flipped spin in a vortex-like

configuration [86], which has been seen in transport [87, 88], optical measurements

[89, 90] and NMR [91, 92, 93]. These skyrmions have also been seen in transport

experiments done in graphene [23]. There have also been measurements of the ν =

1 spin wave in GaAs using inelastic light scattering experiments [90], which also

indicated the formation of a gapless spin wave away from ν = 1. However, previous to

the work done in this thesis, there were no transport experiments examining magnons

in the ν = 1 ferromagnet due to their chargeless nature.

4.1.3 Bose Einstein condensate of magnons

Magnons have a spin of 1 and are therefore able to undergo Bose-Einstein conden-

sation. Experimentally, this has been used to explain spin relaxation and dynamics

in 3He systems [94, 95, 96], and has also been observed in several magnetic insu-

lators [97, 98, 99, 100, 101]. A good discussion of spin superfluidity can be found

in [102]. In these systems it is possible that a supercurrent of spin, defined as a

dissipationless transport of spin, can propagate [103]. A number of theoretical pro-

posals have suggested that it might be possible to generate such as spin supercur-

rent using an electrical generation scheme, similar to those described in section 4.1.1

[104, 105, 106, 107, 108]. The proposal that began our interest in studying magnons

was one by Takei in 2016 that suggested that the canted antiferromagnet phase in

the ν = 0 quantum Hall regime of graphene would be able to host a spin superfluid

[109].
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4.1.4 Summary of our experimental findings

In our experimental setup, we generate magnons by creating an imbalance of chem-

ical potential between two edge states of opposite spin that run along the boundary

of a QH magnet. If this imbalance is smaller than the energy required for generating

magnons in the QH magnet (and there are no thermal magnons already present in the

system), scattering between these two edge states is forbidden because the change in

angular momentum of a scattered electron cannot be absorbed by the system. Indeed,

previous measurements have shown that oppositely spin-polarized edge channels do

not equilibrate as long as the imbalance is small [31, 110]. However, we find edge

channel equilibration commences when the imbalance exceeds the minimum energy

required for exciting magnons in the QH ferromagnet. Although magnon generation

does not directly affect the conductance of the system, the reverse process of magnon

absorption by far-away edge states does, allowing us to detect the propagation of

magnons electrically, in close analogy to the conventional detection of magnons in

insulators via the inverse spin Hall effect [82, 83, 74, 84]. Our experiments provide

direct evidence for long-distance spin-wave propagation through the three-quarters-

filled N=0 Landau level (LL), which is known to be ferromagnetic [23]. Additionally,

we observe spin-wave propagation across a wide insulating strip tuned to half-filling,

which is believed to be an insulating canted antiferromagnet (CAF) [22, 25]. Our re-

sults provide the first experimental evidence for spin-wave transport in QH magnets,

opening a new arena of experimental investigation into the fundamental magnetic

properties of these exotic two-dimensional electron systems.
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4.2 Experimental Results

4.2.1 Demonstration of spin wave generation and propaga-

tion

To demonstrate spin wave propagation, we begin with a dual-gated monolayer

graphene device (device 1) where the central region can be tuned to a different filling

factor than the adjacent regions (Fig. 4.3A). Connecting the two leads is a chiral

edge state that carries spin-polarized electrons aligned with the magnetic field, which

we call spin-up. We tune the central region to a three-quarters-filled LL (ν = 1),

whereas the outer regions are tuned to a non-magnetic fully filled LL (ν = 2). We

apply a source-drain voltage Vdc to induce a difference in chemical potential µ = −eVdc

between the edge channels emerging from the two contacts, where e is the electron

charge. Once |µ| ≥ EZ, an electron traveling in a high-energy (“hot”), spin-down edge

state can relax into a low-energy (“cold”), spin-up edge state by emitting a magnon

into the ferromagnetic bulk (Fig. 4.3B-C). Because equilibration must occur close to

the ferromagnetic bulk in order to launch magnons, the edge states must equilibrate

over short length scales at localized “hot spots” where the hot and cold edges meet.

This makes graphene an ideal platform to observe this phenomenon, where edge state

equilibration can occur over length scales < 1µm [31, 58, 62] (See B.2 for further

discussion). Because only spin-down angular momentum can be propagated into the

spin-up bulk, magnon generation occurs at the location denoted by an encircled minus

sign when µ ≥ EZ (Fig. 4.3B) and at the location denoted by an encircled plus sign

when µ ≤ −EZ (Fig. 4.3C). These magnons propagate through the insulating QH
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ferromagnet and can be absorbed by the reverse process between other edge channels

(Fig. 4.3B-C), which causes a deviation in the conductance from a well-quantized

ν = 1 QH state.

When we measure the conductance of the graphene device (Fig. 4.3E, atomic

force microscopy image in fig. B.3) as a function of Vdc, we find that the ν = 1

QH ferromagnet remains precisely quantized at the expected value of e2/h, and then

changes once the applied bias reaches the Zeeman threshold (Vdc = ±VEZ = ∓EZ/e),

as expected from our model (Fig. 4.3F). Interestingly, we find that thanks to contact

doping (see B.2 and [111]) we can tune the entire device to ν = 1 and find the same

phenomenon of conductance deviation at the Zeeman threshold (fig. B.4).

By tilting the external magnetic field with respect to the sample-plane normal

axis, we verify that the change in conductance occurs when the applied chemical

potential exceeds the bare Zeeman energy EZ = gµBBT (g=2), which is given by the

total field BT (Fig. 4.3G – sample is tuned entirely to ν = 1). In contrast, previous

transport studies of spin and valley excitations in graphene and GaAs have only

found excitations related to the exchange energy gap [23, 86, 87], which depends on

the component of the field perpendicular to the sample plane (B⊥). Our tilted-field

measurements therefore corroborate our magnon-based interpretation of the observed

change in sample conductance. All subsequent experiments described in this work

are done at perpendicular field.

The conductance change at EZ can either be positive or negative, depending on the

number of magnons absorbed at each contact. To examine this, we use different sets

of leads in the same device (Fig. 4.4A, device 2) to perform two-terminal conductance
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Figure 4.3: Magnons in a quantum Hall ferromagnet. (A-C) A chemical

potential difference (µ) is applied between the left and right leads. Edge channels with

high and low chemical potential are labeled “hot” and “cold”, respectively. Spin-up

and spin-down polarization is denoted by the green and orange arrows, respectively.

The central region is tuned to ν = 1 and adjacent regions are tuned to ν = 2. (A) The

chemical potential difference (µ) between the spin-up and spin-down edge channel

is less than the Zeeman energy (EZ), and scattering is suppressed. (B) µ ≥ EZ:

Electrons have enough energy to flip their spins and transfer spin angular momentum

(magnons) into the bulk (at the encircled minus sign). These magnons are absorbed

at distant corners, causing electrons to flip from spin-up into spin-down channels.
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Figure 4.3: (Continued) (C) µ ≤ −EZ: Magnons are generated at the location

denoted by the encircled plus sign. (D) Bulk spin polarization before and after

magnon creation, conserving total spin angular momentum. (E) Optical micrograph

of device 1; graphene is outlined in white. TG, top gate. (F) A dc voltage (Vdc) and

a 50-µV ac excitation voltage (Vac) are applied to the left contact and the differential

conductance (dI/dV , where V = Vac + Vdc) is measured through the right contact

(Bperp = 4 T, VTG = -0.18 V, VBG = 3 V). Conductance is quantized to e2/h until |µ| ≥

EZ. (G) dI/dV as a function of bias and magnetic field. The blue dashed line is the

Zeeman energy, EZ⊥ = gµBB⊥ calculated using the perpendicular (total) magnetic

field B⊥; The black dashed line is the Zeeman energy, EZT = gµBBT calculated using

the total magnetic field BT). Both the top gate (VTG) and back gate (VBG) are swept

to stay at nu = 1 throughout the device from 7T (VTG = 0.16 V, VBG = 0.73 V) to

5T (VTG = 0.12 V, VBG = 0.44 V) The decrease in conductance from e2/h evolves

linearly with the magnetic field coinciding with EZT rather than EZ⊥. Right inset: A

saturated color plot (from 0.98 to 1.02 e2/h) of the region enclosed by the yellow box.

All measurement are conducted in a cryostat with a base temperature of 20 mK.
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measurements. We start with leads L2 and L1 in Fig. 4.4B. We label the amount of

redistributed chemical potential at each of the absorption sites εi, with i indexing the

absorption site (note that εi = 0 for −EZ < µ < +EZ), where εi is proportional to the

number of magnons absorbed at site i. Absorption at ε1 and ε2 have opposite effects

on the conductance, as magnon absorption transfers chemical potential from the outer

edge to the inner edge. Therefore, for µ ≥ EZ, magnon absorption at ε1 decreases

the particle current (IP = −I/e where I is the charge current) whereas magnon

absorption at ε2 increases IP (Fig. 4.4B). For µ ≤ −EZ, the hot and cold reservoirs

are reversed, and we now consider the change to the negative particle current −IP.

Although ε1 still decreases the particle current, IP is now negative, and so ε1 actually

increases the magnitude of the particle current (| − IP|); similarly, for µ ≤ −EZ,

ε2 decreases | − IP| (Fig. 4.4C). We can quantify this using current conservation to

formulate the differential conductance as a function of εi and µ:

dI

dV
=

dIP

dµ
=

1

RQ

(
1 +

dε2

dµ
− dε1

dµ

)
(4.1)

where RQ = h/e2 is the resistance quantum, V = Vac + Vdc, and we have neglected

contact resistance (see B.4 for a derivation of Eq. 4.1, which takes contact resistance

into account). We find that the conductance decreases at negative bias and increases

at positive bias (Fig. 4.4D) – indicating that ε1 > ε2 for both positive and negative

bias. This implies that more magnons are absorbed at ε1 than at ε2. Because our

contacts have all been fabricated identically, we conclude this is because ε1 is closer

to magnon generation than ε2 (for both positive and negative bias, see Fig. 4.4A-

B). Using different sets of contacts and top gates (Fig. 4.4E-H) we can change the
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relative distances of εi to the locations of magnon generation. We confirm that for

each configuration, the conductance values after EZ correspond to a greater number

of magnons absorbed at the site closer to magnon generation.

This change to the conductance is not a consequence of QH breakdown. Conduc-

tance deviations after the Zeeman threshold that depend on the sign of Vdc are not

explained by any current breakdown theories [112]. Additionally, we find that the

threshold voltage bias does not depend on the lead configuration (Fig. 4.4), the size

of the ν = 1 region (fig. B.4), or the density of the ν = 1 region (fig. B.6) – which is

all inconsistent with trivial QH breakdown, but consistent with our magnon model.

In total, we have measured this ν = 1 conductance deviation occurring at the Zeeman

energy for eight devices of widely varying geometries (figs. B.3, B.4, and B.11).

4.2.2 Non-local measurements

Thus far we have established that we are able to generate and absorb magnons

at current carrying contacts. If these chargeless excitations propagate through the

insulating bulk, we also expect to see signatures of magnon propagation and absorp-

tion via non-local voltage measurements (dVNL/dV referred to as nonlocal signal SNL),

away from the source-drain current. To measure SNL we use L3 and L2 in device 2 as

source-drain contacts, and use contacts L4 and L5 as voltage probes (Fig. 4.5A). These

contacts are separated from the source-drain contacts by a top gate (TG2) which we

tune between νTG2 = -2 and νTG2 = 2, where all other regions are tuned to ν = 1.

The conductance between L3 and L2 drops at VEZ in accordance with our model

(Fig. 4.5B), whereas magnon generation is largely unaffected by TG2 (fig. B.7A). At
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Figure 4.4: Effect of relative magnon absorption on conductance. (A) Optical

micrograph of device 2. Graphene is outlined in white. (B) Schematic of a two-

terminal conductance measurement using leads L2 and L1 where hot and cold edges

are colored red and blue, respectively, for both µ ≥ EZ (left) and µ ≤ −EZ (right), and

the magnon generation site is labeled by the encircled plus or minus sign indicating

positive or negative bias. µ ≥ EZ : magnon absorption at ε1 transfers chemical

potential from a forward-moving edge to a backward-moving edge, causing the particle

current (IP = −I/e) to decrease. Conversely, magnon absorption at ε2 transfers

chemical potential from a backward-moving edge to a forward-moving edge, increasing

IP. µ ≤ −EZ : Magnon absorption at ε1 causes an increase in | − IP|; absorption at

ε2 causes a decrease in | − IP|. (C) The effects of ε1 and ε2 at µ ≥ EZ and µ ≤ −EZ.

The current changes caused by ε1 are dominant and are circled in red. The purple

arrows indicate an increase (up) or decrease (down) in the magnitude of the signed

particle current.(D) Conductance from L2 to L1 (g21 = dI/dV = dIP/dµ) decreases

at Vdc = −VEZ and increases at Vdc = VEZ, indicating that ε1 has a larger effect than

ε2 (B = 8 T, VBG = 4 V). See Appendix B for full circuit analysis.
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Figure 4.4: (Continued) (E-F) Conductance from L3 and L2 (g32) where the entire

device is tuned to ν = 1 (VBG = 4V, TG1 = 0V is not shown). At positive bias,

ε2 > ε1, and at negative bias, ε1 > ε2, resulting in a conductance drop for both

biases.(G-H) Conductance from L3 to L2 (g32) where TG1 is tuned to νTG1 = 1

(TG1=-0.36 V) while the regions outside are set to νbg = 2 (VBG = 6.5V). At positive

bias, ε1 > ε2, and at negative bias, ε2 > ε1, resulting in a conductance rise for both

biases. See fig. B.5. for a detailed analysis.
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Figure 4.5: Non-local voltage signal due to magnon absorption. Shown are

the data from device 2. (A) Schematic circuit configuration for measuring a non-local

voltage in device 2. The filling factor under TG1 (νTG1) = 1 for all measurements

while the filling factor under TG2 (νTG2) is swept from -2 to 2, and the rest of the

device is kept at νbg = 1 (VBG = 4 V). The bottom panel highlights the magnetic

properties of different cases of νTG2: non-magnetic (NM), ferromagnetic (FM), or

canted antiferromagnetic (CAF). (B) SNL (purple) superimposed onto dI/dV (green)

as a function of Vdc when νTG2 = 1 (B = 8 T). The onset of SNL is slightly offset in

bias from the decrease in conductance, indicating that magnon generation needs to

reach a threshold before being absorbed in distant contacts. (C) A pronounced SNL

signal when νTG2 = 1 and νTG2 = -1 (See Fig. S8 for similar measurements using

TG1).
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Figure 4.5: (Continued) Tuning TG2 to the nonmagnetic QH phases (νTG2 = 2 and

νTG2 = -2), as well the νTG2 = 0 CAF state, strongly suppresses SNL. There is a

small finite background SNL when edge states pass through TG2, discussed in fig. S7,

B. Solid brown line indicates where νTG2 = 0, 1, and 2 (fig. S7, C and D). (D) The

spatial variation of the LLs at a ν = 1/ν = -1 junction, with the expected valley and

spin polarizations of each level labeled.
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νTG2 = 1 we measure a change in SNL at ±VEZ due to the relative absorption at each

magnon absorption site (εi).

The sign of SNL indicates that there is more magnon absorption at sites closer to

where magnon generation occurs. Through current conservation (B.5) we find that

the measured differential voltage (unitless) is:

dVNL

dV
=
(dε4

dµ
− dε5

dµ

)
(4.2)

The site labeled by ε4 is closer to magnon generation than ε5 for both negative and

positive bias, so |dε4| > |dε5|. However, the differential change in voltage (dεi/dµ)

is negative for Vdc ≥ VEZ and positive for Vdc ≤ −VEZ, corresponding to an overall

negative value for SNL at Vdc ≥ VEZ and a positive value at Vdc ≤ −VEZ (Fig. 4.5C).

The device geometry used for our non-local measurements allows us to tune TG2

away from νTG2 = 1, and thereby examine magnon transmission through different

filling factors. We make two surprising observations. We observe that when νTG2 =

−1 the signal sNL is almost identical signal to when νTG2 = 1 (Fig. 4.5C and fig. B.8).

This signal arises in the absence of any charge leakage across the νTG2 = −1 region

(fig. B.9), so that changes in SNL can be attributed to magnon transport through the

νTG2 = −1 ferromagnet. This suggest that there is neither spin nor valley mismatch

between the ferromagnetic states on either side of the boundary. We therefor propose

an ordering of the LLs that does not require a spin or valley flip for magnons to

travel across the interface between νBG = 1 and νTG2 = −1 (Fig. 4.5D; see B.6 for a

theoretical discussion.)
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4.2.3 Magnetic signals through the ν = 0 canted antiferro-

magnet

In addition, we unexpectedly find that SNL is suppressed at ±VEZ when νTG2 = 0.

For non-magnetic regions such as νTG2 = 2, it is expected that magnons will be

blocked from passing through, as experimentally confirmed in Fig. 4.5C (the non-local

signal occurring at the transition between ν = 1 and ν = 2 is explained in Fig. B.7E).

However, ν = 0 is purportedly a canted antiferromagnet which is theoretically capable

of hosting even zero-energy magnons [109]. It appears that the probability for an

incident magnon to be transmitted across the junction between the ν = 0 and ν = 1

regions is very small for energies close to EZ. This may be caused by, in part, the

mismatch in propagation velocities in the two phases, or a barrier due to the complex

nature of the interface region. Close to the boundary with a ν = 1 phase, the ground

state of the ν = 0 phase may not have canted spins but may instead be in an aligned

antiferromagnet state, where spins are parallel to the magnetic field on one sublattice

and antiparallel on the other. Eventually, far from the boundary, we may expect

the local spin arrangement to rotate into the CAF orientation (Fig. 4.6B). In the

transition region, the minimum magnon energy will be larger than EZ due to effects

of the valley-dependent interaction terms [22], which were initially responsible for

the antiferromagnet arrangement to be favored over the ferromagnetic arrangement.

In order to cross from the ν = 1 region to the CAF region, a magnon with energy

close to EZ would have to tunnel through the barrier region, and we would expect

the transmission rate to be low. If the magnons have enough energy to overcome this

barrier, they should be able to more easily enter the CAF region. Fig. 4.6C shows that
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Figure 4.6: Non-local voltage signal due to magnon propagation through

the ν = 0 CAF. (A) Schematic of the circuit used to measure SNL in device 2 across

a ν = 0 region. νTG1 = 1 for all measurements while νTG2 is swept from -1 to 1 (νBG =

1, VBG = 4 V). (B) Top: Postulated spatial variation of the LLs and spin arrangement

in a ν = 1/ν = 0/ν = 1 geometry. Close to the interface between ν = 1 and ν = 0,

spins in the two filled Landau levels prefer to be in an aligned antiferromagnetic (AF)

arrangement. Deeper into the ν = 0 region, the spins slowly rotate into the canted

antiferromagnetic phase. Because the minimum magnon energy in the aligned AF

region is higher than EZ, it should present a barrier for incident magnons close to

the energy threshold. Bottom: Energy barrier seen by the magnons as a function of

position, where EINT is the energy barrier of the interface.
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Figure 4.6: (Continued) (C) When magnons are generated, we see another onset of

SNL at energies exceeding ±VEZ (B = 8 T), indicating that higher energy magnons

have overcome EINT and have propagated through the νTG2 = 0 region. Purple dashed

lines indicate a region where vertical line cuts were taken and averaged to obtain the

line trace in (D). (D) A clear onset of SNL is shown at biases exceeding ±VEZ when

νTG2 = 0. It is not presently understood why the signal is asymmetric both in energy

of onset and strength of signal. The zoomed-in region shows a clear increase in SNL

at -VEZ and a signal consistent with a decrease, slightly offset from +VEZ, indicating

that magnons can tunnel through the interface barrier at lower energies (SNL is offset

by 0.01 µV at Vdc = 0 and is manually corrected for).
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we can experimentally exceed this barrier, where we see non-local signals at higher

|Vdc| with signs in agreement with our magnon model. The onset of this magnon

signal is unaffected by any charge transport across the νTG2 = 0 region (fig. B.10).

Closely examining the signal at νTG2 = 0, we see signals commencing at ±VEZ which

we attribute to tunneling events across this νBG = 1/νTG2 = 0 barrier (Fig. 4.6D).

Note that all non-local signals (occurring at νTG2 =-1, 0, and 1) appear only in

a finite band of Vdc. This suppression of the differential voltage signal indicates that

either magnon generation is suppressed, or alternatively, that the differently-spaced

contacts begin to see identical amounts of magnon absorption once the system has

reached a certain magnon density threshold. We further speculate that this cut-off

could be related to the magnon bandwidth, but leave this to a future investigation.

4.3 Discussion and future directions

The experiments presented here introduce a method of using magnons to probe

the SU(4) spin and valley anisotropies of graphene QH systems, whichc can be used to

probe highly correlated states such as the fractional QH regime [113], or the quantum-

spin Hall phase of monolayer graphene [25]. Owing to the theoretical prediction for

spin superfluidity in the CAF state [109], this study paves the way for exploring and

realizing dissipationless spin waves in a Bose-Einstein condensate (BEC) of magnons.

Such condensates should result in a coherent precession of the spin in the QH magnet,

which may be probed through emitted microwave radiation. Furthermore, coherent

spin waves associated with a BEC may be able to propagate long distances with neg-

ligible dissipation, which could be tested by careful length dependence measurements.
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Appendix A

Additional information for

Mach-Zehnder interferometry

experiments

A.1 Methods

A.1.1 Sample fabrication

All devices were fabricated on doped Si chips with a 285 nm layer of SiO2 that

acted as a dielectric for the Si back gate. Graphene was mechanically exfoliated from

bulk graphite obtained from NGS Naturgraphit GmbH using 1009R tape from Ultron

Systems and subsequently encapsulated in hexagonal boron nitride (hBN) using a dry

transfer process [114]. For device 1, we placed the resulting stack on a graphite bottom

gate. Before the first metal deposition step, we annealed the devices in vacuum at
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500◦C to improve device quality. We then created top gates using electron-beam

lithography and thermal evaporation of Cr/Au. To fabricate edge-contacts to the

graphene in device 1 without shorting to the graphite bottom gate, we selectively

etched the stack down such that the bottom hBN flake remained and protected the

graphite while simultaneously exposing the graphene flake. To fabricate edge-contacts

to the graphene in devices 2 and 3, we etched through the entire hBN/graphene stack.

We then created edge contacts by thermally evaporating Cr/Au while rotating the

sample using a tilted rotation stage. Finally, we etched the devices into the desired

geometry by reactive ion etching in O2/CHF3 using a PMMA/HSQ bilayer of resist

(patterned by electron-beam lithography) as the etch mask.

A.1.2 Measurement

Our measurements were performed in a Leiden dry dilution refrigerator with a base

temperature of 20 mK. Measurements of differential conductance were performed us-

ing a lock-in amplifier with an AC excitation voltage of 10 µV at 17.77 Hz. All

measurements of differential conductance were corrected for contact/line resistances,

which were independently determined by lining up the robust ν = 2 quantum Hall

conductance plateau with 2e2/h. We estimated all filling factors based on a parallel-

plate capacitor model with a correction to account for quantum capacitance (Supple-

mentary Note 6).
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A.2 Modeling the distance between the edge chan-

nels forming an MZI

In this note we describe the model used for the calculations shown in Fig. ref-

fig:F2E of the main text, which shows the conductance of a PN junction as a function

of filling factors to the left and right of the PN junction, νB and νT, respectively. As

discussed in the main text, we attribute the oscillations to a changing flux enclosed

by the two edge channels forming a Mach-Zehnder interferometer. At fixed magnetic

field, this change is caused by a change in distance between the edge channels. We

analyze the locations of the two interferometer-forming edge channels by determin-

ing where the corresponding exchange-split Landau sublevels cross the Fermi energy,

using a simple model for the spatial dependence of the sublevel energy described by

E±(x) =
µT − µB

2
g(x) +

µT + µB

2
± Uex(x)

2
(A.1)

where µB(T) is the chemical potential to the left (right) of the junction, Uex(x) is the

exchange splitting, and g(x) is a function that smoothly changes from -1 to 1 across

the PN junction over a distance W that is similar to the distance of the graphene to

the gates. For simplicity, from now on we neglect the spatial dependence of Uex.

To link the chemical potentials to filling factors, we note that in general µ =∫ ν
0

δµ
δν′
dν ′, which increases stepwise as Landau levels are filled. For simplicity, we

make the approximation µ = EC
2

sgn(νT,B)
√
|νT,B|, where EC =

√
2e~Bv2

F and vF is

the Fermi velocity [7]. Defining f±(x) = 4E±(x)
EC

, and limiting ourselves to the case of

νT < 0 and νB > 0 relevant in our PN measurements, we get

f±(x) = −(
√
−νT +

√
νB)g(x) +

√
νB −

√
−νT ± uex (A.2)
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where we have defined uex = 2Uex

EC
. The location of an edge channel is then obtained

by solving f(x) = 0, so that the distance between two edge channels is given by

∆x = g−1

[√
νB −

√
−νT + uex√

−νT +
√
νB

]
− g−1

[√
νB −

√
−νT − uex√

−νT +
√
νB

]
(A.3)

For g(x) we use a logistic function of width W :

g(x) =
2

1 + e−
X
W

− 1. (A.4)

This has the inverse

g−1(y) = W ln

[
1 + y

1− y

]
. (A.5)

Combining Eqns. A.3 and A.5, we find the distance between the two edge channels

∆x = W ln

[√
νB + uex/2√
νB − uex/2

√
−νT + uex/2√
−νT − uex/2

]
(A.6)

To calculate the plot of Fig. 3.4E we now assume a MZ interferometer with 50/50

beam splitters and calculate the conductance using

g = 0.5 + 0.5cos

(
2π
BL∆x

Φ0

)
(A.7)

In Fig. 3.4E , we used B = 9T, L = 1.2 µm, Φ0 = h/e, W = 52 nm and, to qualita-

tively resemble the data, uex=0.4.

A.3 Scattering model for an MZI at a graphene

PN junction

In this note we provide a background discussion of the electronic wavefunctions

corresponding to the edge channels that form an interferometer along the PN junction.
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We then analyze the probability to find a particular visibility of the Mach-Zehnder

conductance oscillations for an interferometer that has beamsplitters described by

random transmission/reflection matrices. The resulting cumulative probability dis-

tribution function for the visibility is shown as the theoretical curve in Fig. 3.4G of

the main text.

A.3.1 Straight junction of infinite length

Let us first consider the case of an infinite, translationally-invariant PN junction

aligned with the y-axis. The overall problem can be formulated in terms of a solution

to the time-independent single-particle Schrdinger equation at an energy E equal to

the Fermi energy. We may write this solution in the form ψ(x, y, τ), where τ is a

valley index, and we consider only one spin state. We work in a gauge where the

vector potential is parallel to the junction. Then, if there are just two edge states at

the junction, we may write, in the vicinity of the junction

ψ(x, y, τ) = c1eik1yΦ1(x, τ) + c2eik2yΦ1(x, τ) (A.8)

where kj, for j = 1,2, are the two eigenvalues of the translation operator, Φj are the

corresponding eigenvectors, and cj are arbitrary constants. It will be convenient to

choose the normalizations of Φj so that

uj

∫ ∞
∞

dx
∑
τ

|Φj|2 = 1, (A.9)

where uj = (dkj/dE)−1 is the velocity of the edge mode.
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In the simplest model that we have in mind, the functions Φj will have the ap-

proximate form

Φj(x, τ) ≈ χj(τ)exp[−(x− xj)2/(2l2B)], (A.10)

where lB is the magnetic length, χj is the center of gravity of the state j, and the

spinor χj is a function of the valley index τ . The separation ∆x = x2 − x1 may be

written as

∆x = Uex/V
′, (A.11)

where V ′ is the gradient of the electrostatic potential and Uex is the exchange splitting,

which we assume to be constants in the vicinity of the p-n junction. The separation

∆x is related to the momentum difference k2 − k1 by

∆x = |k2 − k1|l2B (A.12)

The exchange splitting in Eq. (2.4) results from a term in the Hartree-Fock

Hamiltonian of form:

Hex =
Uex

2
n̂ · ~τ , (A.13)

where n̂ is a three-component unit vector and ~τ are the three Pauli matrices, acting

on the valley index τ . In an approximation where one neglects valley-dependent

electron-electron interactions, which only occur when two electrons are very close

together, there is nothing to pick out one particular orientation of n̂ over another.

Nevertheless, the exchange splitting may be greater than zero. The choice of n̂ at a

particular PN junction will then depend on small-symmetry breaking terms, which

we will not attempt to predict, and it could vary as one moves along the junction.

The spinors Φj are the eigenstates of n̂ · ~τ .
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The magnitude of the exchange splitting must be determined self consistently,

based on the local difference in the occupation of the two valley states. On the

microscopic level, we would expect that the exchange potential is not actually a

constant over the range of the width of the PN junction, so the quantity Uex in the

above equations should be taken as an average over a region covered by the wave

functions Φj.

It is straightforward to generalize the discussion of a translationally invariant

junction to a situation where properties of the junction, including its orientation, may

vary adiabatically along its length. (Adiabatically means that the distance scale for

changes along the length of the junction should be large compared to (k2−k1)−1.) We

choose a gauge where the vector potential is always oriented parallel to the junction

at the position of the junction. We may now write

ψ(x, y, τ) = c1eiϕ1(y)Φ1(x, τ) + c2eiϕ2yΦ2(x, τ) (A.14)

ψj(y) =

∫ y

0

kj(y
′)dy′ (A.15)

where y is the distance along the edge and x is measured in the local perpendicular

direction. The fact that the magnitudes |cj| are independent of y is a consequence of

conservation of current and our choice for the normalization of Φj.

A.3.2 Junction connected to sample edges

Now we consider a PN junction of length L, connected to the sample boundaries at

its two ends as depicted in Fig. 1A. We assume that there is a single chiral edge state
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at any segment of the boundary, and we assume that the edge states at y = 0 flow into

the junction, while the edge states at y = L flow away from the junction. The portions

of the wave function ψ incident at y = 0 may be characterized by complex amplitudes

a1 and a2, such that |a1|2 and |a2|2 are, respectively, the currents incident from the

left and from the right. Similarly, we may characterize the outgoing wave function

by amplitudes b1 and b2 for electrons moving to the right and left, respectively, away

from the end of the junction at y = L. The amplitudes cj for the wave function along

the PN junction will be related to the amplitudes aj by a 2 x 2 unitary matrix S(0),

whose form will depend on details of the sample in the region where the junction

meets the edge. Similarly, we may define a matrix S(L), which relates the outgoing

amplitudes bj to the amplitudes cje
iϕj(L) at the end of the PN junction. The outgoing

amplitudes bj will then be related to the incoming amplitudes aj by a matrix N, which

we may write as

N = S(L)MS(0), (A.16)

where M is a diagonal matrix with elements Mjj′ = δjj′e
iϕj(L). Suppose that there

is incident beam impinging on the junction from the left, so that a2 = 0. Defining

the transmission coefficient T as the probability for an electron to wind up in the

right-moving state after leaving the junction, we see that

T = |N11|2 (A.17)

Let n̂α be the unit vector on the Bloch sphere that corresponds to the two-

component unit vector aj ≡ S
(0)
j,1 , and let n̂β be the unit vector on the Bloch sphere

that corresponds to the two-component unit vector β ≡
[(
S(L)

)−1]
j,i

. Let Rϕ by the
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O(3) matrix that represents a rotation by an angle ϕ about the z-axis, where

ϕ = ϕ2(L)− ϕ1(L) =

∫ L

0

(k2 − k1)dy (A.18)

Then we have

T =
1 + n̂β ·Rϕ · n̂α

2
(A.19)

If we describe the vectors n̂α and n̂β by their polar coordinates, (θ, ϕ), and define

ϕ0 = ϕβ − ϕα then we obtain

T = C +Dcos(ϕ+ ϕ0) (A.20)

C =
1 + cosθαcosθβ

2
, and D =

sinθαsinθβ
2

(A.21)

where we recognize Eq. 1 of the main text with |t1|2 = cos2 θα
2

and |r2|2 = cos2 θβ
2

. If

the length L is large, the phase ϕ will change by a large amount when we vary the

magnetic field by an amount that is still too small to affect the other parameters in

the above equation. Thus T will oscillate between maximum and minimum values

given by

Tmax = C +D and Tmin = C −D (A.22)

If we define the visibility by

V =
Tmax − Tmin

Tmax + Tmin

(A.23)

then we find

V =
D

C
=

sinθαsinθβ
1 + cosθαcosθβ

(A.24)

A.3.3 Random scattering model

Since the matrices S(0) and S(L) depend on details that we do not know how to

calculate, we will consider a model in which the matrices are random matrices in the
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group U(2). In this case, the unit vectors n̂α and n̂β will be randomly distributed on

the Bloch sphere. We wish to calculate the probability P (ε) that the visibility V is

greater than 1 - ε. It is useful to change variables to

x =
cosθα + cosθβ

2
, y =

cosθα − cosθβ
2

(A.25)

The probability P (ε) is then given by:

P (ε) =
A(ε)

2
(A.26)

where A is the area of the x− y plane that satisfies the constraints

− 1 < x < 1,−1 < y + x < 1,−1 < y − x < 1, (A.27)

ε >
C −D
C

=

1 + x2 − y2 − [(1− y2 − x2 − 2xy)(1− y2 − x2 + 2xy)](1/2)

1 + x2 − y2

(A.28)

Ideally, we should compute A(ε) numerically, which we do to calculate the theoret-

ical curve displayed in Fig. 3.4G. However, we can make an analytic approximation,

which should be valid in the limit of small ε. In this limit, we can expand the right

hand side of Eq. A.28 and replace it by the constraint

ε >
2x2

(1− y2)2
(A.29)

Since this constraint forces |x| < ( ε
2
)1/2, when ε is small we can replace the constraints

(Eqn. A.27) by

− 1 < y < 1 (A.30)

The integral is now simple to carry out, giving us

P (ε) ≈
∫ 1

−1

dy(1− y2)(ε/2)1/2 =

(
8ε

9

)1/2

(A.31)
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A.3.4 Skewed distribution Model

As shown in Fig. 3.4G of the main text we find that the experimentally deter-

mined values of gmax and gmin (extracted from fig. A.3A-B) are somewhat lower than

those expected from the model based on beamsplitters with uniformly distributed

transmission probabilities (discussed in the previous subsection). In fact, from a fit

to the data in Fig. 3.4G of the main text, we extract a distribution of beamsplitter

transmission probabilities that is significantly skewed (fig. A.3C). This skewness and

the corresponding lower values of gmax and gmin may be related to a relatively low

disorder in our sample. In particular, when disorder is low compared to the scale

over which the pn junction electrical profile changes, we may expect that an edge

channel traveling along the physical graphene edge transforms adiabatically into an

edge channel traveling along the pn junction thus suppressing trans-junction scat-

tering and leading to zero trans-junction conductance (as was e.g. observed in [31]).

If instead disorder is large where the pn junction meets the graphene edge, we would

expect a more uniformly distributed scattering probability into the other edge chan-

nel. The skewed distribution that we extract from the data (fig. A.3C) may therefore

indicate a regime of intermediate disorder.

A.4 Conductance of two Mach-Zehnder interfer-

ometers in series

In this note, we analyze the conductance values observed in the different regions

indicated in Fig. 3.6C. As discussed in the main text, we attribute the conductance
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observed in regions II and III to the presence of one interferometer at each of the PN

junctions, and the conductance in region IV to the presence of two interferometers

at each of the PN junctions. We thus analyze the expected conductance of MZ

interferometers that are connected in series, as depicted in fig. A.4A.

We first assume that we have only one interferometer at each of the PN junctions

(corresponding to regions II and III). We also assume that phase coherence is lost in

the region between the two interferometers, as the edge channels run along several

microns of vacuum edge. The transmission through the two interferometers is given

by

T = T1T2

∞∑
k=0

[(1− T2)(1− T1)]k = T1T2
1

1− (1− T2)(1− T1)

=
1

1
T1

+ 1
T2
− 1

(A.32)

where Ti is the transmission probability through interferometer i. Recalling Supple-

mentary Eq. A.20, the transmission through a MZ interferometer is given by

Ti = Ci +Dicos
(
ϕ(i) + ϕ

(i)
0

)
(A.33)

Likewise, the transmission through an NPN device with two interferometers (that are

independent because of their opposite spin) at each PN interface is given by

T = T ↑ + T↓

=
1

1

T ↑1
+ 1

T ↑2
− 1

+
1

1

T ↓1
+ 1

T ↓2
− 1

(A.34)

To compare the average conductance observed in regions II, III, and IV of Fig. 4C

of the main text to expectations based on this model, we now assume 50/50 beam

splitters and average Eqns. A.32 and A.34 over ϕ(i=1,2). The results are shown in
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Supplementary figure A.4C. We see a reasonable agreement. However, we note that

it is unclear why one should expect 50/50 beamsplitters.

A.5 Analyzing the gate-length dependence of the

Mach-Zehnder oscillation frequencies observed

in the NPN measurements on device 2.

To determine the location of the beamsplitters of our Mach-Zehnder interferom-

eters, we analyze the frequency of the conductance oscillations in the top gate/back

gate sweeps of our NPN device (device 2) for each of the five top gates. As discussed

in the main text, we analyze the frequency of the oscillations observed in the NPN

conductance data such as those shown in Fig. 3.6C by focusing on the region of large

filling factors (|νB,T| � 1). In this regime, we can linearize the function g(x) in

Eq. A.3, so that it follows that for a given value of (
√
νB −

√
−νT), the edge-channel

separation varies approximately as ∆x ∝ 1√
νB+
√
−νT

.

As such, the frequency of the Mach-Zehnder oscillations should be constant as a

function of 1√
νB+
√
−νT

. Therefore, for each top gate, we take the NPN conductance

data (such as the data shown in Fig. 3.6C) and plot it against x = −1√
νB+
√
−νT

and

y = (
√
νB +

√
−νT) (fig. A.5). We then divide the measurement range as indicated

by the boxes, focusing on the limit |νB,T| � 1 (i.e, focusing on the right-hand side of

the plots), and calculate the absolute value of the Fourier transform with respect to

the x-coordinate for all data traces within each box. For each box we average these
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Fourier transforms over the y-coordinate. In order to convert from frequency to gate

length, we multiply the x-coordinates in each box by a scale factor, which depends

on the y-coordinate but is the same across all gates for all boxes with the same y-

coordinate. The scale factors are chosen so that for TG5, the peak of the Fourier

transform occurs at the gate length 22 µm for each value of y. Finally, we average

the resulting frequency-axis-normalized spectra (1 for each box) over all boxes. The

results are plotted in Fig. 3.6D of the main text.

We emphasize here that although there may be multiple edge states present corre-

sponding to higher Landau Levels at these higher filling factors, they are so spatially

separated from the pn interface that they do not contribute to transport across the

junction, as evidenced by the conductance values seen in this region. We therefore

believe our MZI picture with two spin species is correct here as well. Increasing the

density further will decrease the distance between edge states, and if we go to higher

electric fields we expect this picture to eventually break down. Multiple Landau levels

may be able to scatter across the junction and a picture analogous to the semiclas-

sical snake state picture may be more applicable. However, we do not believe that

we reach that regime in our experiments as we do not see an increase in the average

conductance with increasing filling factor.

A.6 Gate-defined equilibration studies.

In this note, we describe how we derive the expected equilibration curves shown

in Fig. 3.7E of the main text (red lines), which are based on the assumption that
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edge-channels only equilibrate if they have the same spin and run along the physical

graphene edge.

In the measurements of Fig. 3.7E we apply a voltage VIN to the left lead, ground

the top lead (VG = 0), and measure the voltage VOUT at the right lead. Our goal is

to calculate VOUT as a function of the side-gate filling factor νS. We keep the filling

factor under the left and right top gate equal, calling it νT. Furthermore, we work

in the regime where νB > νT ≥ 1, where νB is the filling factor in the non-top-gated

regions, so that we expect VOUT = VIN if there is no edge-channel equilibration in the

central region and under the assumption that the resistances of the leads are zero.

To calculate the expected VOUT, we start by assuming an infinite input impedance

of our voltmeter, allowing us to relate VOUT to the chemical potentials of the edge

channels arriving at the right lead as

VOUT = −ν
↑
Tµ
↑
OUT + ν↓Tµ

↓
OUT

ν↑T + ν↓T
(A.35)

where ν↑T and ν↓T are the number of spin-up and spin-down edge channels under the

left and the right top gate, with νT = ν↑T + ν↓T, and µ↑OUT and µ↓OUT are the chemical

potentials of these channels when they arrive at the right lead.

We now assume that edge channels only equilibrate if they have the same spin

and run along the physical graphene edge. The number of spin-up and spin-down

edge channels running along the lower physical edge in the central region is given by

ν↑S and ν↓S, respectively, with νS = ν↑S + ν↓S. We thus expect

µ↑,↓OUT =
ν↑,↓T µIN + (ν↑,↓S − ν

↑,↓
T )µG

ν↑,↓S

for
(
ν↑,↓S > ν↑,↓T

)
∧
(
νS ≤ νB

) (A.36)
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and

µ↑,↓OUT =
ν↑,↓T µIN + (ν↑,↓B − ν

↑,↓
T )µG

ν↑,↓B

for
(
ν↑,↓S > ν↑,↓T

)
∧
(
νS > νB

) (A.37)

and

µ↑,↓OUT = µIN for
(
ν↑,↓S ≤ ν↑,↓T

)
(A.38)

where µG and µIN are the chemical potentials of the edge channels emerging from the

top and left lead respectively. Equations A.36 to A.38, substituted into Eq. A.35,

describe the expected equilibration curves shown in Fig. 3.7E of the main text (red

lines). However, to get those curves we need to include the effect of the non-zero

resistances of the left and top lead, RIN and RG respectively.

The lead resistances are non-zero because of RC filters, wires, and contact resis-

tance. From current conservation at the left and top lead, we get

µIN = −VIN
νTRG +RQ

νT (RIN +RG) + RQ

(A.39)

and

µG = −VIN
νTRG

νT(RIN +RG) + RQ

. (A.40)

Experimentally, we determine the resistances of the leads by setting νB = νT = 2 and

measuring the quantum Hall resistance plateau using the left and the top lead. The

value of this plateau is given by R = RQ/2 +RIN +RG, with RQ = h/e2, allowing us

to extract RIN + RG. We then assume RIN = RG yielding RIN = RG = 4.4kΩ. Using

Eqns. A.35 to A.40, we obtain the traces plotted in Fig. 3.7E of the main text.
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A.7 Calculating charge densities and filling factors

from gate voltages.

In this note we describe how we obtain the filling factor values displayed on the

axes of our plots. First, we estimate the charge density nB in the non-top-gated region

using a simple parallel-plate capacitor model via the equation nB = ε0εBVB/(dBe),

where ε0 is the vacuum permittivity, εB is the dielectric constant of the back-gate

dielectric (either hBN or SiO2), VB is the applied back-gate voltage, dB is the thickness

of the back-gate dielectric, and e is the electron charge. To calculate the charge density

nT in a top-gated region, we use the equation nT = nB +ε0εTVT/(dTe), where εT is the

dielectric constant of the hBN top-gate dielectric, VT is the applied top-gate voltage,

and dT is the thickness of the top-gate dielectric.

To determine the precise location of the charge neutrality point, we measure the

conductance while sweeping both the top and bottom gate. We locate the center of

the νB = 0 plateau, and if it is shifted from VB = 0 by VB,off we take this into account

by substituting VB → VB − VB,off in our equation for nB. We use a similar procedure

for nT. As described in the main text, we then calculate the filling factor ν(T,B) using

the equation ν(T,B) = (h/eB)n(T,B) where B is the magnetic field, and h is Planck’s

constant.

Due to quantum capacitance effects, these filling factors do not precisely corre-

spond with the positions where we see robust plateaus in the quantum Hall regime.

To correct for this, we tune to an NN′ configuration (defined by νT > 0 and νB > 0)

where we are able to identify the locations of particular filling factors by the observa-
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tion of robust quantum Hall plateaus. We line up the filling factor on the axis with

the corresponding plateau by multiplying by a constant factor Cq that accounts for

the quantum capacitance. Then, to determine the location of the filling factors in

the NP regime, we assume that the quantum Hall plateaus induced on the electron

side are of the same size as the quantum Hall plateaus induced on the hole side, and

multiply the filling factor obtained from the parallel-plate capacitor model by the

same Cq factor. We note that exchange-split levels often span a smaller density range

than those separated by a cyclotron energy gap (i.e. the ν = 1 plateau is smaller

than the ν = 2 plateau), introducing a small uncertainty into this procedure.
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Figure A.1: Characterization of device 1 in the regime where νB > 0 and

νT > 0 (which we call the NN′ regime). (A), Optical microscope image of device

1: a triple-gated, hexagonal boron nitride-encapsulated monolayer of graphene. This

image corresponds to the schematic in Fig. 3.3B of the main text. The encapsulated

graphene is outlined by the white dashed lines. We tune the filling factor νT under

the top gate using both the graphite bottom gate and the Au/Cr top gate. We tune

the filling factor νB in the region to the left of the top gate using the bottom gate only.

The device sits on a 285 nm SiO2/Si global back gate that we use to strongly dope

the graphene leading up to the right lead, thus reducing the contact resistance. A

bridge of hard-baked PMMA supports the lead contacting the top gate and prevents

shorting of this lead to the graphene.
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Figure A.1: (Continued) (B) A schematic illustration of the edge states present in

the system in the NN′ regime, with (νB, νT) = (1,3) as an example. In the NN′

regime, the conductance is given by min(νB, νT). (C) Two-terminal conductance in

the NN′ regime. The Si back gate is set to 60 V. (D) Line trace corresponding to

the dotted purple line in (B). The observation of conductance quantization in steps

of e2/h confirms that the spin and valley degeneracy is fully lifted in the zLL.
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Figure A.2: Two-terminal conductance of device 1 in the PN regime (in

which νB > 0 and νT < 0) at B = 4 T and large filling factors. (A) We

observe two hyperbola-shaped sets of conductance oscillations (the red dotted lines

guide the eye through the centers of these hyperbolas). As discussed in the main

text, our data indicates that these Mach-Zehnders are formed by the two pairs of

same-spin edge channels belonging to the zLL.
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Figure A.2: (Continued) We observe that the conductance oscillates approximately

between 0 and 2e2/h, even at large filling factors, indicating that two Mach-Zehnder

interferometers mediate transport across the PN junction even when there are many

edge channels in the system. (B) Schematic that depicts edge channels belonging to

higher LLs that do not communicate across the junction or with the zLL, presumably

because of their larger spatial separation.(C)Zoom in on large filling-factor region of

data shown in (A). (D) Simulation of the two-terminal conductance as a function of

filling factors based on the model sketched in Fig. 3.4(B-D) of the main text.
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Figure A.3: Analysis of transmission and reflection in Mach-Zehnder beam-

splitters. (A) Local gmax of the conductance oscillations observed in Fig. 3.4A of

the main text. The grey dashed box indicates where gmax was not extracted due to

non-resolved oscillations.
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Figure A.3: (Continued) (B) Local gmin of the conductance oscillations observed

in Fig. 3.4A of the main text. The grey dashed box indicates where gmin was not

extracted due to non-resolved oscillations. (C) The skewed probability distribution

function (blue) used to obtain the curves in Fig. 3.4G of the main text, compared to

the uniform distribution function (red).(D-E) Theoretical calculation of the Mach-

Zehnder visibility(assuming no dephasing) as a function of the transmission proba-

bilities Ti = |ti|2 of the two beamsplitters, where ti is the tunneling coefficient of

beamsplitter i, for both a large range of visibilities (D) and a range in which the

visibility 98% (E). These plots can be used to estimate tunneling coefficients given a

measured visibility.
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Figure A.4: The effect of a DC bias on the differential conductance of a PN

junction. (A) Two-terminal conductance of device 1 as a function of magnetic field

B and DC voltage bias VDC. At B = 8 T, we have νB = 1 and νT = −2.
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Figure A.4: (Continued) Different spatial derivatives of the energies of the two Lan-

dau sublevels forming an interferometer (see e.g., Fig. 3.4D of the main text) can

lead to an energy-dependent inter-edge-channel distance ∆x, which results in a dif-

ferential conductance that depends on VDC: if VDC is applied asymmetrically, as in

our measurements (with the chemical potential of the left channel raised to VDC and

that of the right channel remaining at 0V), the differential conductance is given by

g ∼ cos[2πBL
Φ0

∆x(VDC)]. In this case it is clear that a change in ∆x caused by a change

in VDC can be compensated for by a change in B, consistent with the diagonal stripes

of constant differential conductance observed in the region around B = 8 T and in

Fig. 3A of the main text. If the bias is somehow symmetrized, due to e.g. electron-

electron interactions [115], the chemical potential of the left (right) channel equals VDC

2

(−VDC

2
), and correspondingly g ∼ cos[2πBL

Φ0
∆x(

VDC

2
)]+ cos[2πBL

Φ0
∆x(

−VDC

2
)]. This may

lead to more complex behavior such as the checkerboard patterns observed around

B = 6 T [115]. We note that a bias-dependent electrostatic gating effect may also

change the inter-channel distance [56] and correspondingly lead to a bias-dependent

differential conductance.
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Figure A.5: Analyzing the average conductance observed in NPN measure-

ments on device 2. (A) Schematic of two PN junctions in series (MZ1 and MZ2), as

formed in our NPN device. µin is the chemical potential of the edge entering the first

interferometer and µout is the chemical potential exiting the second interferometer.

(B) Two-terminal conductance measurement as a function of back-gate and top-gate

filling factors νB and νT, measured across top gate 1. The red (black) dashed box

indicates a region with one (two) edge channel(s) in the top-gated region.
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Figure A.5: (Continued) (C) The red (black) data corresponds to the measured con-

ductance within the red (black) dashed box in (B), averaged over νT. The dashed lines

indicate the expected average conductance corresponding to 0, 1, or 2 interferometers

formed at each of the PN interfaces, assuming 50/50 beamsplitters as discussed in

section A.4.
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Figure A.6: Analyzing the gate-length dependence of the Mach-Zehnder

oscillation frequencies observed in NPN devices. (A-E) The conductance

maps for all top gates (TG1-TG5) at B = 8 T, plotted in a transformed coordinate

system. We address each top gate individually by using the appropriate leads. An

image of the device is shown in Fig.3.6A of the main text. The lengths of the top

gates are shown in Fig.3.6B of the main text. Note that top gate 5 is the longest

and correspondingly shows the fastest conductance oscillations. The boxes indicate

the regions in which we take Fourier transforms of the data to compare the frequency

of the observed Mach-Zehnder oscillations between the different gates, resulting in

Fig.3.6D of the main text (see section A.5.
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Figure A.7: Device 3: verifying the presence of broken-symmetry quantum

Hall states and measurements of edge channel equilibration as a function

of magnetic field. (A) Optical image of device 3. The dotted line outlines the

graphene. (B) AFM image of the clean, hBN-encapsulated graphene flake used for

device 3. (C) Two-terminal conductance measured across top gate 1 (TG1) using

the left and middle lead, as a function of the filling factor νTG1 under TG1 and the

filling factor νB in the non-top-gated region. Conductance plateaus that are present

for all integers from ν = 1 to ν = 6 confirm that the spin and valley degeneracy of

the Landau levels is lifted. These plateaus are also present in a similar measurement

across TG2 (not shown). (D-F) Equilibration measurements as a function of B and

the side-gate voltage VS, as described in the main text. The two top gates are set at

νT=1 for (D) νT=2 for (E) and νT=3 for (F).
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Appendix B

Additional information for spin

wave experiments

B.1 Methods

B.1.1 Sample fabrication

All devices consist of graphene encapsulated by two layers of hexagonal boron

nitride (hBN) on doped Si chips with a 285 nm layer of SiO2 that acts as a dielectric

for the Si back gate. Graphene is mechanically exfoliated from bulk graphite obtained

from NGS Naturgraphit GmbH using 1009R tape from Ultron Systems and subse-

quently encapsulated in hexagonal boron nitride (hBN) using a dry transfer process

[114]. Before the first metal deposition step, we annealed the devices in vacuum at

500◦C to improve device quality. We then created top gates using electron-beam

lithography and thermal evaporation of Cr/Au. We etched the devices into the de-
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sired geometry by reactive ion etching in O2/CHF3 using a PMMA/HSQ bilayer of

resist (patterned by electron-beam lithography) as the etch mask. To fabricate edge-

contacts to the graphene we etched through the entire hBN/graphene stack. We then

created edge contacts by thermally evaporating Cr/Au while rotating the sample

using a tilted rotation stage.

B.1.2 Measurement

Our measurements were performed in a Leiden dry dilution refrigerator with a

base temperature of 20 mK. Measurements of differential conductance were performed

using a lock-in amplifier with an a.c. excitation voltage of 50 µV at 17.77 Hz. All

measurements of differential conductance were corrected for contact/line resistances,

which were independently determined by lining up the robust ν = 2 QH conductance

plateau with 2e2/h.

B.2 Equilibration of edge states at hot spots

One question that arises from this study is why, after decades of experimental

investigation into QH ferromagnets, has this phenomenon not been observed in GaAs

quantum wells? We posit that this is due to the readiness of edge states in graphene

to equilibrate over small length scales due to the sharp confining potentials. Because

there is a limited spatial range over which the ‘hot spot’ magnon generation can

occur adjacent to the ν = 1 ferromagnetic bulk, spin-flip induced edge equilibration

must occur over short lengths. Past studies have shown that in graphene edges of

the same spin are able to fully equilibrate over length scales < 1 µm [31, 58, 62],
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while similar studies done in GaAs found typical lengths of around tens of microns,

and sometimes up to 200 µm [28, 29, 116]. In order to experimentally verify that

magnons are generated at these corner ‘hot spots’, we have fabricated a device with

gated corners showing conductance changes at EZ in accordance with our magnon

model (Fig. B.11).

The difference in experimentally-determined equilibration lengths between graphene

and GaAs is likely due to the sharper confining potentials in graphene, which allow for

small spatial edge channel separationincreasing the likelihood of inter-channel scatter-

ing. Additionally, a smooth potential may allow for edge reconstruction [117], which

if present, could also affect the inter-channel scattering rate and limit magnon gen-

eration. Experiments in GaAs based systems have shown that edge recondsturction

plays an important role due to the smooth confining potential [118]. The graphene

devices investigated in this work have gate electrodes located at just a few tens of

nanometers distance away, likely limiting the amount of edge reconstruction. Fur-

thermore, the close proximity of the metal gates to the graphene may screen the

electric fields that cause edge reconstruction, which is another potential difference

with GaAs-based systems [119].

However, interestingly, we note that although an electrostatically-defined con-

finement potential is able to suppress the magnon signal, it does not eliminate it

completely (Fig. B.11). This suggests that strong edge disorder is not required for

the ν = 2 and ν = 1 edge channels to equilibrate, and that it is possible that magnons

could be generated in GaAs devices with a sharp electrostatic confinement potential.

We note, however, that while magnon generation may be possible, magnon propaga-
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tion may not be as efficient in GaAs systems due to large spin-orbit coupling [30] and

more nuclear spins [120] relative to graphene, which could facilitate magnon dissipa-

tion. Such dissipative processes would be important because, as we describe in the

main text, magnon generation itself does not affect the sample conductance – only

when magnons are able to propagate and are absorbed in by electrons in other edge

channels do we detect a change in sample conductance.

Additionally, we note that even when we do not explicitly add an extra edge state

near the contacts (by gating the side regions to ν = 2), contact doping of the graphene

by the Cr/Au leads [111] introduces additional spin-down edge stateswhich also leads

to magnon generation at EZ.

B.3 Calculating Vdc necessary to exceed VEZ given

a finite contact resistance

In a two-terminal measurement, the applied bias voltage (Vdc) drops over both the

contact resistances at both the source and the drain. The d.c. current is therefore

Idc =
Vdc

2RC +RQ

(B.1)

where RQ is the quantum resistance of an edge channel, and where RC includs both

the contact resistance at each lead as well as the filtering on the lines. The filtering

on each line is 4.5kΩ, and the contact resistance at each lead of a typical device is

about 500Ω.
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The actual d.c. voltage that drops over the edge channel (V ′dc) is therefore given

by

V ′dc = IdcRQ (B.2)

Therefore:

Vdc =
V ′dc

(
2RC +RQ

)
RQ

(B.3)

In our figures, we use ‘VEZ’ (VEZ = -EZ/e) to denote the bias at which -eV ′dc reaches

the Zeeman energy (EZ = gµBBT ).

B.4 Circuit analysis for two-terminal conductance

measurement.

In Fig. B.1 The (particle) current conservation equation at the source reservoir

(labeled µ1) is:

2µ1

RQ

=
µ2 − ε2

RQ

+
µ1 + ε1

RQ

+
µ− µ1

RC

(B.4)

where RQ is the resistance quantum. As described in the main text, εi denotes the

chemical potential redistributed between edge states at the ith contact. Additionally,

although there are indeed also spin-flips occurring at the negative-bias magnon gen-

eration location when positive bias magnons are being generated (and for the reverse
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case), we ignore these in our analysis because they do not contribute to changes in

the conductance.

The equation at the drain contact is:

µ2 + ε2

RQ

+
µ1 − ε1

RQ

=
2µ2

RQ

+
µ2

RC

(B.5)

Solving for µ2 we find

µ2 =
µ+ ε2 − ε1

2 +
RQ

RC

(B.6)

Using the chemical potential of the voltage source as µ = −eVdc, and the charge

current I = −eIP (where IP is defined as 1
e2

µ2
RC

to normalize the units) the differential

conductance measured is

dI

dVdc

=
dIP

dµ
=

(
dµ2/RC

)
dµ

(B.7)

dI

dVdc

=
1

2RC +RQ

(
1 +

dε2

dµ
− dε1

dµ

)
(B.8)

This becomes Equation 1 (main text) in the absence of contact resistance (RC =0).
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B.5 Circuit analysis for non-local voltage measure-

ments.

In Fig. B.2 the chemical potential of the edge states after magnons are absorbed

are labeled as µi − εi and µi + εi where ‘i’ denotes the contact where the chemical

potential originates. We calculate the conductance expected after the Zeeman energy

has been reached. This device has 5 contacts in total. We write a current conservation

equation at each contact:

L1 : µ2 − ε2 + µ1 + ε1 = 2µ1 (B.9)

L2 : µ3 − ε3 + µ2 + ε2 = 2µ2 + µ2
RQ

RC

(B.10)

L3 : (µ− µ3)
RQ

RC

+ µ3 + ε3 + µ4 − ε4 = 2µ3 (B.11)

L4 : µ5 − ε5 + µ4 + ε4 = 2µ4 (B.12)

L5 : µ1 − ε1 + µ5 + ε5 = 2µ5 (B.13)

Solving for µ2 we find

µ2 =
µ+ ε2 − ε3

2 +
RQ

RC

(B.14)

Therefore,
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dI

dVdc

=
dIP

dµ
=

d
(
µ2/RC

)
dµ

=
1

2RC +RQ

(
1 +

dε2

dµ
− dε3

dµ

)
(B.15)

The non-local voltage measured is:

SNL =
dVNL

dV
=
(dε4

dµ
− dε5

dµ

)
(B.16)

By defining SNL as the difference between two voltage probes, any edge current which

reaches the two voltage probes should not affect the measurement — although we do

see some small background voltage which is explained in Fig. B.7B.

A similar circuit analysis can be done for any of the configurations found in the

main text or in this appendix.

B.6 Theoretical notes.

We first note that the energy levels shown in the Figure 4.5D are only schematic.

The actual Landau levels will be broadened due to electron-electron interactions and,

perhaps, disorder. The curves represent more accurately the energy in the middle of

the Landau level, and the ordering of the levels is more meaningful than the actual

energies.

Our ordering of levels was guided by the following observations. For a uniform

graphene system at ν = 0, it is believed that the valley anisotropy energy is large

compared to the Zeeman energy, and that the ground state is a canted antiferromagnet
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state [25, 22]. In this half-filled N=0 Landau level, there is one electron per flux

quantum on each sublattice, with spins oriented predominantly in opposite directions.

In the absence of Zeeman coupling the antiferromagnetic axis could point equally well

in any direction, with no difference in the energy [21]. In the presence of the Zeeman

field, there is a small energy gain for the antiferromagnetic axis to line up in the x-y

plane, perpendicular to the Zeeman field, allowing the spins on both sublattices to

cant slightly in the direction of the Zeeman field. The energy gain for this is of order

E2
Z/EA, where EA is the valley anisotropy energy.

For a general filling fraction in the range −1 < ν < 0, if one calculates the ground

state energy in a restricted Hartree-Fock approximation, which assumes that only two

of the possible spin-valley states are occupied by electrons, one generally finds that

one valley, say the K valley, has one electron per flux quantum, while the other valley

has occupancy 1 + ν < 1. For fillings very close to ν = 0, the system may remain in

a canted configuration, but for |ν| exceeding a critical value, of order EZ/EA, it will

be more favorable for the antiferromagnetic axis to align in the z-direction, so that

the majority spin is fully aligned with the Zeeman field. (See, e.g. the discussion in

[121]) Similarly, for 0 < ν < 1, we would find the antiferromagnetic spin axis to be

aligned with the magnetic field, except for a small region close to ν = 0.

In a situation where the electron density varies rapidly in space, the spin and

valley orientationsshould be determined by the dominant exchange energy, arising

from the long-range part of theCoulomb interaction, which is indifferent to the specific

orientation of the occupied levels in spin-valley space, but disfavors any rapid changes

or discontinuities in the occupations. In a boundary between ν = −1 and ν = 1, we
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are forced to have two discontinuities in occupancy, but we can avoid any other

discontinuities, if we choose to fill the levels in the order suggested in Fig. 4.5D.

Moreover, it is likely that in a relatively steep boundary, the canted orientation will

be completely suppressed, and that spins will remain quantized along the z-axis.

We have seen in a previous study an absence of mixing between spin states at a

ν = 1/ν = −1 interface, supporting our assumption of spin alignment in the present

case [110].

By contrast, when the filling fraction is ν = 0 under the center of our gate, it is

likely that the system will assume the canted orientation near the center of the gate.

At the same time, there should be a strip on either side of the gate, where the filling

fraction is intermediate between ν = 1 and ν = 0, where the antiferromagnetic axis is

in the z-direction. An interval where the filling fraction is between ν = 1 and ν = −1

, with spin axes parallel to z, will act as a barrier, to a spin wave incident from a

region where ν = 1, as the energy at the bottom of the spin wave band will be raised

by an amount of order the valley anisotropy energy (This should be small compared

to the Coulomb exchange energy, but larger than the Zeeman energy) [122]. In the

case where the filling under the gate is ν = −1, we would expect the barrier regions at

the two sides to be relatively thin, and it is plausible that the spin waves can tunnel

rather easily through the barrier region. When the filling at the gate center is = 0,

we would expect the barriers to be much thicker, and tunneling through the barriers

should be reduced accordingly.

In a bulk region where the filling is very close to = 1, we expect that the unoc-

cupied spin state will have its spin opposite to the magnetic field, but it will have no
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particular preference for either the K or K valley or an arbitrary linear combination

of them. Different valley polarizations may be selected near the physical boundaries

of the sample, but we expect that the valley orientation in the vicinity of a gate where

the charge density varies rapidly should be determined by energy considerations un-

der the gate. It should cost relatively little energy for the valley orientation to vary

smoothly between the sample edges and the gate, and we would not expect spin-wave

propagation to be affected by such variations.

Our analysis, based on a Hartree-Fock approximation, ignores correlation effects,

which can lead to fractional quantized Hall states, varying spin polarization, and

transitions between different spin states in uniform graphene sample [121, 123]. How-

ever, we would not expect such correlation effects to be important in the present case,

where the charge density varies considerably on a sub-micron scale.
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Figure B.1: Schematic of a two-terminal device where a voltage is sourced

at the left contact and drained at the right. The negative and positive signs

denote magnon generation for negative and positive Vdc respectively. ε1 and ε2 de-

note locations where magnon absorption occurs. Arrows indicate how the chemical

potential redistributes after magnon generation, and the chemical potential of the

edge states after magnons are absorbed are labeled. the electrochemical potential

applied by the voltage source is defined as µ. µ1 and µ2 are the chemical potential

reservoirs connected to the source and drain via a contact resistance RC (assumed to

be identical for both contacts).
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Figure B.2: Schematic circuit diagram of the multi-terminal device Device 2

- optical micrograph shown in Fig. 4.4A) that is used to measure SNL. µ1, µ2, µ3, µ4

and µ5 are the chemical potential reservoirs connected to each contact (L1-L5) by a

contact resistance RC. The electrochemical potential applied by the voltage source

is defined as µ. Voltage is sourced at L3 and drained from L2. L1 is floating. SNL

is measured between L4 and L5. The negative and positive signs denote magnon

generation for negative and positive Vdc respectively. ε1, ε2, ε3, ε4, and ε5 label

locations of magnon absorption.
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Figure B.3: Atomic force microscope (AFM) images of device 1 and device

2 (A-B) AFM images of the hBN/graphene/hBN heterostructures used for device 1

and device 2. Leads are illustrated in solid yellow and top gates are in transparent

yellow. Dashed white lines outline the graphene flake. Scale bar: 1 µm.
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Figure B.4: Comparison of spin-reservoirs from contact doping and spin

reservoirs from the ν = 2 edge (device 1). (A) Schematic of device 1 where

both the top and back-gated regions are set to ν = 1 and the magnon generation and

absorption occurs at the contacts (See Fig. 4.3 for optical micrograph, and Fig. B.3

for AFM image). The chemical potential redistribution at each magnon absorption

site ‘i’ is labeled by εi (see discussion of εi in the main text). (B) Schematic where the

top-gated region is set to ν = 1 and the back-gated regions are set to ν = 2. Magnon

generation and absorption occurs at the interface between ν = 1 and ν = 2. (C)

Two-terminal conductance measurement at B = 4 T where a constant d.c. voltage

(Vdc) and a 50 µV a.c. excitation voltage (Vac) are applied to the left contact and

the differential conductance (dI/dV , where V = Vdc+Vac) is measured through the

right contact. The two cases are compared, one in which contact doping provides an

opposite-spin reservoir as shown in (A) (VBG =1.24 V and VTG= 0.12 V) the other

where the ν=2 provides the opposite-spin reservoir as shown in (B) (VBG =3 V and

VTG = -0.18V.
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Figure B.5: Effect of relative magnon absorption on conductance using dif-

ferent lead configurations. Schematic illustrations of different two-terminal con-

ductance measurement using leads L3 and L2 where hot (cold) edges are colored red

(blue), for both µ ≥ EZ and µ ≤ −EZ . The magnon generation site is labeled by the

plus (minus) sign for positive (negative) bias (See Fig. 4.4A for optical micrograph,

and Fig. B.3 for AFM image). (A) Measurement where the entire device is tuned to

ν = 1, so TG1 is not shown. (Upper panel) µ ≥ EZ (−eVdc): magnon absorption at

ε1 transfers chemical potential from a forward moving edge to a backwards moving

edge — causing the particle current (IP where IP = -I/e) to decrease. Conversely,

magnon absorption at ε2 transfers chemical potential from a backward moving edge to

a forward moving edge, increasing IP. (Lower panel) µ ≤ −EZ : magnon absorption

at ε1 (ε2) causes an increase (decrease) in | − IP|.
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Figure B.5: (Continued) (B) A summary of the effects of ε1 and ε2 at µ ≥ EZ and

µ ≤ −EZ. For µ ≥ EZ, ε1 is closer to the magnon generation site, so the current

change caused by ε1 is predicted to be dominant and is circled in red. For µ ≤ −EZ,

ε2 is closer to the magnon generation site, so the current change caused by ε2 is

predicted to be dominant and is circled in red. (C) Measurement where the region

under TG1 (νTG1) is tuned to νTG1 = 1 while the regions outside, tuned by the back

gate (νBG), are set to νBG = 2, providing a spin-down reservoir in the inner edge

channel. (Left panel) µ ≥ EZ (−eVdc): magnon absorption at ε1 transfers chemical

potential from a forward moving edge to a backwards moving edge — causing the

particle current (IP where IP = −I/e) to decrease. Conversely, magnon absorption

at ε2 transfers chemical potential from a backward moving edge to a forward moving

edge, increasing IP. (Right panel) µ ≤ −EZ : magnon absorption at ε1 (ε2) causes an

increase (decrease) in | − IP|. (D) A summary of the effects of ε1 and ε2 at µ ≥ EZ

and µ ≤ −EZ. For µ ≥ EZ, ε2 is closer to the magnon generation site, so the current

change caused by ε2 is predicted to be dominant and is circled in red. For µ ≤ −EZ,

ε1 is closer to the magnon generation site, so the current change caused by ε1 is

predicted to be dominant and is circled in red.
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Figure B.6: Comparison of the breakdown of ν = 0 and ν = 1 LLs as a

function of density (device 2). (A) The region under top gate 1 (TG1) is at

νTG1 = 0 while outside regions, gated only by the back gate, are at νBG = 2. (B)

νTG1 = 1 and νBG = 2. (C) Two-terminal conductance measurement at B = 3 T

where a constant d.c. voltage (Vdc) and a 50 µV a.c. excitation voltage are applied to

L3 and the differential conductance (dI/dV ) is measured through L2. TG1 is swept

from νTG1 = 0 to νTG1 = 2, and νBG = 2(VBG = 1.8V). The horizontal black dashed

lines denote ±VEZ and the location of the line cut taken in (D) is shown by the vertical

purple dashed line.
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Figure B.6: (Continued) The bias at which νTG1 = 0 breaks down appears heavily

dependent on the density under TG1 while the bias at which νTG1 = 1 breaks down

is relatively independent of the density under TG1, occurring at ±VEZ across the

plateau. (D) The dependence of dI/dV on Vdc shows a sharp increase at ±VEZ. (E)

The dependence of dI/dV on νTG1 at Vdc = 0 shows well quantized quantum Hall

plateaus at νTG1 = 0, 1, and 2.
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Figure B.7: The conditions under which non-local voltage (SNL) is measured.

(A) The conductance between L3 and L2 as a function of Vdc and VTG2 (B = 8 T).

Horizontal dashed black lines indicate ±VEZ. Vertical green dashed line is where the

line cut in Fig. 4.5B is taken. We see a sharp drop in conductance when |Vdc| > VEZ

due to magnon generation. This drop is largely unaffected when top gate 2 (TG2)

is changed. Features at |Vdc| > VEZ coinciding with νTG2 = −1 and νTG2 = 1

indicate that magnons absorbed at the non-local voltage contacts affect the amount

of magnons absorbed at the drain contact.
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Figure B.7: (Continued) (B) SNL is measured between L4 and L5 at Vdc = 0, showing

a small negative voltage when the top gate is tuned from ν = 0 to ν = 1. This

indicates a small number of bulk carriers that give a resistance between the two

contacts — a quantity which gives a small background to the SNL signal, which can

be subtracted out when calculating the value of SNL when |Vdc| > VEZ.(C) Two-

terminal conductance measured between L3 and L2 as a function of the gate voltage

on TG2 (VTG2) and on the back gate (VBG) (Vdc = 0). The line cut in Fig. 4.5C (main

text) is meant to show the corresponding filling factors under TG2 for the voltage

range on the x-axis, with VBG = 4V (bulk at ν = 1). However, a line cut at VBG

= 4V does not show the transition between ν = 1 and ν = 2 because there is no

equilibration between the ν = 1 and ν = 2 edges due to opposite spin polarization

[31, 110]. We therefore use a line cut taken at VBG = 6.5V (νBG = 2), where the step

between ν = 1 and ν = 2 is clear, in order to estimate the steps in filling factor at VBG

= 4V. In order to account for the extra contribution in density due to the additional

2.5V applied by the back gate, we take the voltage interval of VTG2 at VBG = 4V and

shift it up by the slope of the hall plateaus (indicated by the black arrows pointing

from the red-dashed line at 4V to the red-dashed line at 6.5V). (D) Conductance

over the voltage range of VTG2 indicated by the red-dashed line in (C) at fixed VBG

= 6.5V.
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Figure B.7: (E) Comparison of a two-terminal conductance measurement

across a top gate (left) to a non-local magnon-transmission measurement

across the same top gate(right), as the density in the top-gated region is

tuned from ν = 1 to ν = 2. Panel I: (left) the two edge states in the outer regions

are not yet able to enter the top-gated nu = 1 region, resulting in a conductance

of e2/h. In the corresponding non-local measurement (right), magnons are able to

propagate, yielding a non-local voltage.

127



Figure B.7: (Continued) Panel II: (left) As the density is increased further, the devel-

oping ν = 2 region under the top gate connects with the outer ν = 2 regions, changing

the measured conductance to 2e2/h. However, some ν = 1 regions under the top gate

remain present. In the corresponding non-local measurement (right), these remain-

ing ν = 1 regions under the top gate still allow magnon transport. In the non-local

measurements shown in Fig. 4.5C, we expect these regions to be responsible for the

non-local voltage signal seen when the region under the top gate is transitioning from

νTG2 = 1 to νTG2 = 2. Panel III: Once the density is increased sufficiently, the top-

gated region consists almost entirely of ν = 2, yielding a conductance of 2e2/h and a

near complete suppression of magnon transport in the non-local measurement.
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Figure B.8: Dependence of SNL on filling factors under TG1 and TG2. (A) A

circuit configuration for measuring a non-local voltage in device 2 (schematic). The

filling factor under TG1 (νTG1) and under TG2 (νTG2) are both swept from -2 to

2, while the outside regions are maintained by a fixed back-gate voltage at νBG =1

(VBG = 4V, B = 8 T). The bottom panel highlights the case of νTG1=-1: Edge states

in both regions co-propagate along the boundary, but do not equilibrate because of

their opposite spin-polarization [110]. (B) Setting µ > EZ (VDC = -2.8 mV), and

measuring SNL between L2 and L1 we find strong non-local signals in four quadrants

around ν = 0. Strips where the signal is highly suppressed coincide with where the

charge neutrality point occurs in density measurements of TG1 (TG2) at B = 0 T,

shown by the superimposed light blue (dark blue) line cuts. We see similar signals

in all four quadrants, indicating that magnons are not suppressed by the ν = −1

regions.
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Figure B.9: Absence of current leakage when spin transport is mediated

by the ν = −1 ferromagnet. (A) A circuit used to measure SNL in device 2, as

well as a leakage current across TG2 when it is tuned to νTG2 = −1 (schematic).

νTG1 = 1 for all measurements while νTG2 is swept from -2 to 2. (B) Non-local

voltage (SNL) measured between L3 and L2 as a function of Vdc and VTG1. Horizontal

dashed black lines indicate ±VEZ. We note a delay in the onset of the non-local

signal for positive bias, which we tentatively attribute to the fact that the absorption

of magnon generation for positive bias is far from both the non-local leads and is

mostly absorbed at ε5 and ε4, with only enough magnons to generate a non-local

signal at larger energies. (C) Conductance into L1 with the color scale saturated.

This measures the current not drained at L4 due to the contact resistance RC. Black

dashed lines indicate ±VEZ. White line cut is taken from the plot shown in (B) (over

the same span of VTG1) at fixed Vdc = -1.8mV, and overlaid onto the conductance

map. When we see an increase in SNL there is a negligible amount of leakage current

(g51 < 0.01 e2/h) measured at L1. Additionally, when we see an increase in the leakage

current (g51 > 0.01 e2/h), there is no corresponding effect on SNL. This is expected

because an edge current should bring L3 and L2 to the same chemical potential. From

this we conclude that the SNL we measure is not due to leakage current.
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Figure B.10: Absence of current leakage when spin transport is mediated

by the ν = 0 CAF. (A) The circuit used to measure SNL in device 2 across a ν = 0

region (schematic). L1 is grounded in order to measure the amount of residual charge

that leaks through to the other side of νTG2 = 0. (B) When magnons are generated in

the νBG, νTG1 = 1 region and νTG2 = 0, we see an onset of SNL at energies exceeding

±VEZ. This indicates that higher energy magnons have overcome the interface barriers

and have propagated through the νTG2 = 0 region. At more positive gate voltages,

we see the effects of the residual current on SNL (due to the finite contact resistance

of L4) which passes through when νTG2 > 0. We observe that these effects disappear

once νTG2 > 0 and do not play a role in the SNL signal measured in this region. (C)

Residual current measured at L1 indicating that residual leakage does not correlate

with the appearance of the νTG2 = 0 signal.
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Figure B.11: Verifying positive and negative bias magnon generation loca-

tions (device 3). (A) Optical micrograph of device 3. The outline of the graphene

is shown by the dotted white line, and the scale bar is 1 µm. For this device, an extra

BN dielectric (10nm) was used between the top gates and side gates to electrically

isolate them. There are 4 leads (L1-L4), one top gate (TG), and four side gates (SG1

- SG4). (B) AFM image of device 3. (C) Schematic of device 3 depicting a two-

terminal conductance measurement between L1 (source) and L3 (drain) with L2 and

L4 floating. The leads are yellow, the top gate (TG) is orange and the side gates are

light blue. The regions outside of the top-gated region (including the side gates) are

tuned to ν = 2 and the region under the top gated region is tuned to ν = 1.
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Figure B.11: (Continued) Chiral edge states are shown by the lines with arrows and

edges with higher (lower) chemical potential are colored red (blue) and labeled hot

(cold). The side gates can be used to push the edge states away from the physical edge

of the device (as illustrated in the inset, for SG2). (D) Two-terminal conductance

measurement at B = 7 T where a constant d.c. voltage (Vdc) and a 50 µV a.c.

excitation voltage are applied to L1 (source) and the differential conductance (dI/dV )

is measured through L3 (drain). Magnons are generated when a spin-down hot edge

meets a spin-up cold edge at EZ. For this configuration, we expect magnons to be

generated under SG2 for positive Vdc only. When we reach +VEZ we see a change

in the conductance while at −VEZ we see almost no change, as expected. (E-G)

Similar analysis for different lead configurations shows magnons are generated in

accordance with our model predictions. The effect of SG2 is stronger than SG3 for

unknown reasons. The exact change in conductance is difficult to predict because

we are changing both the nature of scattering between the two edge states [110] as

well as the distance between magnon generation and absorption, so here we note only

qualitative changes.
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Appendix C

Fabrication of encapsulated

graphene devices

C.1 Making encapsulated graphene/hBN stacks

C.1.1 Hexagonal boron nitride

All of the experiments in this thesis use devices made from graphene encapsulated

in hexagonal boron nitride (hBN), which is a hexagonal lattice much like graphene

but with boron and nitrogen atoms in the place of carbon. Whereas the sublattice

symmetry of the graphene lattice leads to a linear Dirac dispersion, the asymmetry of

the sublattices in hBN causes a band gap of 6 eV to open, making it an insulator [124].

One of the most significant fabrication breakthroughs in the field came from Dean et

al. in 2010 when it was discovered that using h-BN as a substrate for graphene led

to much higher quality devices [125]. Prior to this, people generally used the SiO2
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substrate that was used to exfoliate the graphene [126, 127], or suspended graphene

[128, 129]. Although suspending graphene also leads to quite good device quality, it is

also quite fragile and complicated device geometries with more than 2 leads becomes

quite difficult.

C.1.2 Exfoliation of layered materials

Figure C.1: Blue exfoliation tip used to cleave layered materials to deposit

on substrate. (A) A layer of graphite cleaved off of a bulk piece of graphite. (B)

Small crystals of boron nitride that have been broken up onto blue tape.

Exfoliation is a simple method of extracting a single monolayer of material from

any van der Waals material [130], and was first used to find monolayers of graphene

from bulk graphite by Geim and Novoselov [5]. Our version of this is detailed here:

• Prepare a clean SiO2/Si (about 2 cm x 2 cm) substrate using an O2 plasma

cleaning process (RIE-8) and 350 ◦C clean in the RTP-2.

• Press a piece of blue tape (1009R from Ultron Systems) down onto a bulk piece

of graphite and peel off a thick layer of graphite. For Boron Nitride, use a small
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starter crystal and break it up by pressing the tape together multiple times until

it covers a dense chip-sized area. Example tapes are shown in Fig. C.1.

• Thin down the graphite or hBN by combining with a fresh piece of tape and

then peeling the two pieces apart. Do this 3-4 times.

• Peel off a layer of tape and then press down onto a freshly cleaned SiO2/Si chip.

You should see small pieces of graphite left behind with your naked eye.

After exfoliation, one must locate flakes of the desired size, thickness, and geom-

etry in an optical microscope. Fig. C.2 shows examples of flakes located with 100x

magnification in the optical microscope with layers of varying thickness.

Figure C.2: Flakes of hBN and graphene used to make a layered heterostruc-

ture. (A) Top hBN flake (B) Monolayer graphene to be sandwiched between two

hBN flakes.(C) Bottom hBN flake.
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C.1.3 Transferring with PC

We use a dry transfer method that we learned from references [131] and [114], as

well as from instruction from Joel Wang and Javier Sanchez-Yamagishi at MIT. This

procedure is outlined below, using the transfer setup in the Kim lab at Harvard:

• Prepare transfer slide

– Dissolve PC Poly(Bisphenol A carbonate) crystals in Chloroform. Use 6%

by weight. This can be re-used for future transfer slides.

– Using a pipette, drop about 5 drops of PC along the legnth of a clean

microscope slide. Press a second clean glass slide directly on top of the

first slide, pressing the PC into a uniform film between the two slides.

Immediately separate by sliding the two slides away from each other.

– Let the PC film harden in air for 15 minutes

– Cut out a 1 cm x 1 cm square of PDMS from a pre-made or purchased

PDMS block that is about 2mm thick.

– Assemble the transfer slide by first sticking the PDMS block onto the end

of the glass slide. Then cut out a square of PC about the same size as the

PDMS block and use a sharp set of tweezers to peel it off the glass and

stick it to the PDMS. If you get a lot of wrinkles in the PC, you can heat

up the glass slide + PDMS + PC to 80◦C for 5 minutes and the wrinkles

should smooth out.

• Picking up hBN/graphene with PC
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– Mount the glass slide in the micromanipulator with the PDMS/PC stack

facing down.

– Place chip with exfoliated flakes down onto vacuum chuck and heat up to

30 ◦C

– Locate the flake that you would like to pick-up and move and move your

PDMS/PC so that the flake is in the middle of the PDMS/PC stack when

you look through the microscope. Bring the PC into contact with the

Silicon chip. The micromanipulator should already be set at an angle, so

that when the PC comes into contact with the Silicon chip it only contacts

an edge of the PC square. You should be able to optically see it come into

contact with the chip, and see the PC wavefront.

– Lower the PDMS/PC stack using the top knob on the micromanipulator

and come as close to your flake as you can (usually around 20 um away).

Turn up the temperature to 120 ◦C and wait for the wavefront to cover

the flake.

– After your flake is completely covered, cool back down to 30 ◦C.

– Slowly bring the PDMS/PC stack up using the micromanipulator and

hopefully you should see your flake come up off of the Silicon chip.

– Pick up the next flake using the already picked-up flake.

• Place stack down on desired substrate and heat up to 180 ◦C to melt off the

PC onto the substrate.

• Dissolve the PC in chloroform for 5 minutes, then dip into IPA. Blow dry the
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chip with nitrogen.

After the stack is made, image with an AFM to identify clean areas without too

much trapped contamination, in the form of bubbles [132], as shown in Fig. C.3.

Unfortunately, some stacks may have too many bubbles to be usable.

Figure C.3: Optical and AFM image of a hBN/graphene/hBN heterostruc-

ture. The left image shows an 100x optical image after encapsulating graphene with

hBN and dissolving the PC polymer in chloroform. The graphene is outlined in white.

Dark spot are where bubbles have formed inside of the heterostructure. The right

image in the shows an AFM image over the region shown in the red box in the optical

image. The edges of the graphene can clearly be seen in the hBN/graphene/hBN

stack. A large wrinkle can be seen on the left side, as well as a large bubble in the

middle of the image; we try to avoid these types of imperfections when designing our

device.
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C.2 Fabrication of gated graphene devices

C.2.1 Fabricating Au top gates

Boron Nitride can also be used as a gate dielectric, allowing for easy gating of

encapsulated devices by local top gates. The devices are typically placed on a SiO2/Si

chip, where the Silicon can act as a global gate for the device. Local gates can be

made by adding a graphite layer to the stack, or by patterning on Cr/Au gates as

described below:

• Spin 950 A2 PMMA at 4000 RPM (Gives about 70 nm of PMMA).

• Ebeam lithography (Elionix-7000): Write top gate using 1nA beam current,

and a dose of 3000 µC/cm2. Develop in an ice-cold solution of H2O:IPA (1:3 by

weight).

• Using a thermal evaporator, evaporate 3 nm of Cr and 20 nm of Au for the

gate.

C.2.2 Etching using an HSQ/PMMA etch mask

Typically the device is designed such that only pristine areas are included in the

device geometry. This is done by etching the stack with a reactive ion etching process.

We use an HSQ/PMMA bilayer because the HSQ is very resistant to the CHF3 and

O2 etch, and the PMMA layer is easy to wash away:

• Spin 950 PMMA A4 at 4000 RPM (∼200 nm of resist). Bake at 180 ◦C for 10

minutes. Let it cool for 1 minute.

140



• Warm up bottle of FOX for 30 minutes. Spin HSQ (FOX) at 4000 RPM. Bake

at 180 ◦C for 2 minutes.

• Ebeam lithography (Elionix-7000): Write etch mask using 1nA beam current,

and a dose of 1200 µC/cm2.

• Develop with 25% TMAH for 17 seconds. TMAH is dangerous and can kill you.

• Rinse with DI water and dry with nitrogen.

• Etch in an inductively coupled pfdelasma etching system (RIE-8 in the Harvard

cleanroom) with O2 Oxygen plasma (15sccm), 70W on the Coil, and 10W on

the Platen, at 20 ◦C to get rid of PMMA.

• Etch in an inductively coupled plasma etching system (RIE-8 in the Harvard

cleanroom) with a mixture of O2 (5sccm), CHF3 (10sccm) and Ar (10sccm),

30W on the Coil, and 10W on the Platen, at 20 ◦C, until color change indicates

that the stack has been etched all the way through. This etch recipe etches BN

at about 1nm/sec.

C.2.3 1-D edge contacts

After the geometry of the device has been defined, one needs to then make contact

to the device. Because the sample is encapsulated with BN, these contacts need to

come in from the sides, and are effectively 1-D edge contacts [114]. Here is the

procedure used in the Harvard cleanroom:

• Spin 450 A8 PMMA at 4000 RPM (Gives about 700 nm of PMMA).
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Figure C.4: Fabrication steps used to making a typical device used for elec-

tron transport. (A) Chrome/Gold (Cr/Au) top gates that have been patterned on

to locally gate the device. (B) After writing an HSQ/PMMA etch mask, the device

is etched into the desired geometry using a reactive ion etcher. (C) Cr/Au leads are

patterned on to make electrical contact to the device.

• Ebeam lithography (Elionix-7000): Write contacts using 1nA beam current,

and a dose of 3000 µC/cm2. Develop in an ice-cooled solution of H2O:IPA (1:3

by weight).

• Use a thermal evaporator with a tilted rotation stage. Set the tilt to approx-

imately 15◦ and evaporate 10 nm of Cr and 3x the height of the stack in Au

while continuously rotating the device.
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