
Quantum acoustics with diamond color centers

Citation
Meesala, Srujan. 2019. Quantum acoustics with diamond color centers. Doctoral dissertation, 
Harvard University, Graduate School of Arts & Sciences.

Permanent link
http://nrs.harvard.edu/urn-3:HUL.InstRepos:42106920

Terms of Use
This article was downloaded from Harvard University’s DASH repository, and is made available 
under the terms and conditions applicable to Other Posted Material, as set forth at http://
nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA

Share Your Story
The Harvard community has made this article openly available.
Please share how this access benefits you.  Submit a story .

Accessibility

http://nrs.harvard.edu/urn-3:HUL.InstRepos:42106920
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA
http://osc.hul.harvard.edu/dash/open-access-feedback?handle=&title=Quantum%20acoustics%20with%20diamond%20color%20centers&community=1/1&collection=1/4927603&owningCollection1/4927603&harvardAuthors=0834cb139c015bd1ce2c6776ed782798&departmentEngineering%20and%20Applied%20Sciences%20-%20Applied%20Physics
https://dash.harvard.edu/pages/accessibility


Quantum acoustics with diamond color centers

A dissertation presented
by

Srujan Meesala

to
The Department of Engineering and Applied Sciences

in partial fulfillment of the requirements
for the degree of

Doctor of Philosophy
in the subject of
Applied Physics

Harvard University
Cambridge, Massachusetts

May 2019



© 2019 – Srujan Meesala
All rights reserved.



Dissertation advisor: Professor Marko Lončar Srujan Meesala

Quantum acoustics with diamond color centers

Abstract

Realization of physical systems for quantum information processing fundamentally rests

on the ability to generate entanglement among many quantum bits. To this end, solid

state quantum systems are often considered a scalable approach due to the relative ease

of generating of a large number of individual qubits. However, realizing strong coherent in-

teractions that dominate decoherence processes in the solid state environment is a formidable

challenge that has continued to motivate the investigation of new physical systems to store

quantum information and new mechanisms to achieve controllable interactions. This thesis

takes steps in these directions with diamond color centers, which can store optically acces-

sible quantum information in their electronic spin. We study color center spins as acous-

tic two level systems, and consider whether their interaction with single phonons in dia-

mond can be engineered to be coherent. Through spectroscopy of color centers in diamond

nanomechanical devices and follow-up theoretical work, we identify the negatively charged

silicon vacancy (SiV) color center as a promising candidate for phonon-mediated quan-

tum information processing. In the process, an electromechanical device platform capable

of tuning the strain environment of color centers is developed. It is used to mitigate ther-

mal decoherence of the SiV spin and demonstrate photon-mediated quantum interference

between two SiV centers on a diamond chip, highlighting the utility of nanomechanical de-

vices for photonic quantum networks. Finally, we present high quality factor, wavelength

scale acoustic resonators in diamond using phononic crystals towards a coherent interface

between SiV centers and single phonons.
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Chapter 0

Introduction

0.1 Background

Quantum mechanics arose at the beginning of the previous century from the need for a

microscopic theory to explain phenomena such as black-body radiation and the photoelec-

tric effect, which were at odds with classical physics. In the decades that followed, as ideas

of quantum physics gained wider scientific acceptance, they had enormous technological

impact, most notably through revolutionizing our understanding of chemistry and the de-

velopment of solid state physics. The latter led to devices such as the transistor and the

laser, and eventually modern day computing and telecommunication. In parallel, our abil-

ity to probe materials and the natural world was revolutionized through the development

of new sensing and imaging technologies such as scanning electron microscopy (SEM) and

magnetic resonance imaging (MRI).

While all of the above technologies have quantum mechanics at their heart, they can for

the most part be qualitatively explained by the single particle behavior of atoms and elec-

trons and the interaction of classical electromagnetic fields with dipoles. Rarely does one

have to invoke coherent interactions and interference between individual quantum entities

in the ensemble, let alone the more classically non-intuitive effect of entanglement. In con-
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trast with this first wave of quantum technologies, the past few decades have seen rapid

development in our ability to isolate, control and measure individual atom-like systems

and single photons. Moreover, one can now assemble many such quantum building blocks

and control the interactions between them. These capabilities have brought with them the

promise of a new wave of technologies through the advent of quantum information science.

Storing and processing information in the form of entangled states of quantum bits or

qubits and realizing a quantum computer can lead to dramatic, sometimes exponential

reduction in the computational complexity of certain problems in computer science and

chemistry1. Quantum communication, i.e. transmitting information using quantum states

of light can offer theoretically secure communication and the ability to link distinct quan-

tum computing modules. Quantum correlations can be utilized to enhance the sensitivity

of measurements in certain scenarios to achieve sensitivity better than that of classical sys-

tems; this is now referred to as quantum sensing. Finally and more fundamentally, the

physical realization of controllable quantum many-body systems essential to many of these

technologies could make it possible to simulate several phenomena in condensed matter

physics and understand the microscopic mechanisms that govern them.

Presently, several atom-like systems are being explored to realize quantum information

processing in its various avatars. These fall into the categories of ‘natural’ systems such

as neutral atoms, ions and molecules, and ‘artificial’ atom-like systems in solids such as

superconducting circuits, quantum dots and defect centers. In the context of quantum

computing and simulation, some of these platforms are at the cusp of scaling from few to

many qubits and hence into the regime where it may not be possible to efficiently classi-

cally simulate their behavior2. In the context of quantum communication and quantum

networks, following demonstrations of the basic ingredients of a quantum repeater through

remote entanglement3 and quantum teleportation4, work is underway to improve entan-

glement generation rates and scale to a larger number of nodes5. It is also beginning to

be believed that quantum network schemes may offer a more modular approach to build
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a quantum processor6. While these developments have inspired much excitement, tremen-

dous challenges remain en route to the more ambitious goals of quantum information pro-

cessing such as a universal quantum computer or a large quantum simulator or network.

The gap between the requirements for these goals and current experimental state of the

art often boils down to the need for a larger difference in scale between the rate of coher-

ent interaction (or entanglement generation) between qubits and the rates of decoherence

processes. It is also crucial to maintain a large ratio between coherence and decoherence

as one scales up to a large number of qubits. A central challenge in this context is the

tradeoff between controllability and isolation. A high susceptibility to the physical quan-

tity used to control a single qubit and couple it to another can also expose it to a decoher-

ence mechanism. Due to their complex environment, solid state systems can be susceptible

to multiple decoherence mechanisms, such as electric, magnetic and thermal fluctuations.

These considerations have motivated the study of a variety of solid state quantum plat-

forms, each with distinct decoherence phenomena and distinct physical fields for control

and mutual coupling.

In this thesis, we study color centers in diamond as a platform for quantum information

processing. Color centers are luminescent point defects in a wide bandgap crystal, typi-

cally formed by a dopant atom acting as a substituional impurity at a lattice site. The or-

bitals of the dopant atom hybridize with nearest neighboring host atoms to form electronic

states that lie within the bandgap of the host crystal. These systems can often be qualita-

tively treated as trapped molecules. Transitions between distinct electronic configurations

of these molecules lie in the optical frequency range. By virtue of being embedded in the

host, these electronic states couple to phonons in the host crystal. Additionally, the spin

degree of freedom of the electronic levels can be long-lived and serve as a memory qubit.

Resonance fluorescence can be used to map the quantum state of this memory onto a pho-

ton that can be sent over long distances. This makes color centers particularly well-suited

for quantum networks. Indeed the past decade has seen several pioneering demonstrations
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in this context with nitrogen vacancy (NV) centers in diamond3,4,5.

However, generating controllable local interactions between color center electron spins

in the same crystal is challenging. Magnetic dipolar coupling would be the most obvious

physical mechanism and indeed this has been used to show two-qubit gates in registers

with a single color center spin and naturally occurring, neighboring nuclear spins7. How-

ever, a more scalable approach would require deterministic placement of spins with ∼nm

precision to achieve interaction strengths that exceed decoherence from the nuclear spin

bath in the crystal, and this is experimentally very challenging8. This motivates the search

for other physical mechanisms to achieve effective interactions between them. In this the-

sis, we look at photons and phonons as intermediaries to this end. The photonic approach

is extensively studied in the framework of cavity quantum electrodynamics (QED)9, and

fits into the narrative of the color center as a spin-photon interface for quantum networks.

The tools of cavity QED can also be readily transferred to the more exploratory phononic

approach10, which is appealing from the point of view of either realizing a chipscale quan-

tum information processor with spins or to couple spins to other qubits11. We will see that

with the use of appropriate nanoscale devices, either approach requires the placement of

color centers to within the optical or acoustic wavelength (100 nm - 1 µm), which is eas-

ily achievable with current nanofabrication techniques12,13. The chapters of this thesis will

often alternate between both these approaches and the slightly different narratives associ-

ated with them.

Finally, the push towards quantum information applications with color centers can lead

to greater insight into a variety of phenomena in solid state physics. This is made possible

by using color centers as atomic scale sensors for the same physical fields that cause deco-

herence. The most relevant example is the development of high spatial resolution magne-

tometry with NV centers14.
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0.2 Cavity quantum electrodynamics

Cavity QED refers to the study of interactions between atoms and light confined in a cav-

ity. Canonically, one considers an atom that can exchange a single photon coherently with

the cavity field at the rate g as in Fig. 1. In principle, the framework holds for any two os-

cillators. The atomic state decoheres at the rate γ, for instance due to spontaneous emis-

sion into non cavity modes, while the cavity has a damping rate κ. When the coherent

rate g far exceeds the dephasing and dissipative rates γ, κ, the atom and cavity are said

to be strongly coupled. This regime provides access to quantum non-linearities for sin-

gle photons and allows entanglement generation between the atom and photons in the

cavity15. The cavity QED approach has been used across multiple physical platforms to

demonstrate quantum gates between atoms16,17,18. From a photon extraction standpoint,

the cavity provides a means to engineer the atom to dominantly emit into a single well-

defined mode, for instance that of an optical fiber19. Subsequently, photons in this mode

can either be measured or routed to another cavity QED module. This is believed to be a

modular or scalable approach to build a quantum processor or network9.

g

γ

κ

Figure 1: Schematic of atom-photon interaction in cavity QED

A frequent figure of merit that appears in the cavity QED worldview is the co-operativity
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of the atom-photon interaction defined as

C =
4g2

κγ
(1)

C ≫ 1 dictates the regime for quantum coherent phenomena* and frequently, the co-

operativity is the main parameter that determines the fidelity of quantum operations. It

is important to note that the coherent rate g need not itself exceed the decoherence rates

κ, γ but the co-operativity exceed 1. Typically, in the case of atom-cavity systems, one

lies in the regime κ ≫ g ≫ γ. Ways to increase the co-operativity include increasing

the Q factor of the cavity (lowering κ) and increasing g, which scales as µ/
√
V , where µ is

the dipole moment of the optical transition and V is the mode volume of the cavity. This

has motivated the use of nanophotonic cavities in cavity QED with optical photons. In

particular, photonic crystal cavities provide a high Q/V ratio and hence can offer high co-

operativity when integrated with atoms or atom-like emitters.

0.3 Quantum acoustics

In parallel with the development of nanophotonic devices for strong atom-photon interac-

tions, recent years have witnessed studies of nanomechanical devices at the single phonon

level. In particular, the field of cavity optomechanics20 has enabled parametric interac-

tion between photons and phonons. This has allowed the use of laser light to cool nanome-

chanical oscillators to the ground state21, prepare non-classical mechanical states22 and

entangle mechanical oscillators23. Nanomechanical resonators can be engineered to have

extremely low dissipation rates24, orders of magnitude below nanophotonic devices due to

the difference in energy scale between optical photons and phonons, and the absence of

loss from scattering into vacuum. Further, mechanical vibrations couple to a wide vari-

ety of quantum systems and can therefore serve as a low decoherence bus between them.

* If the environment for the cavity field is not at zero temperature, its thermal occupation nth enters
the denominator of C as (nth + 1)

6



The vision for such hybrid quantum systems11 is to couple disparate oscillators/qubits

and carefully choose the underlying physical mechanisms to achieve high coherent inter-

action rates with low decoherence. Recent demonstrations of strong coupling between su-

perconducting qubits and phonons25,26 and the closely related push for phonon-mediated

microwave to optical frequency conversion27,28 are pertinent examples.

This context of hybrid quantum systems is another key motivation for the question of

whether one can engineer a high co-operativity interface between color centers and phonons.

Seminal experiments on coupling spins to mechanical oscillators relied on placing a can-

tilever with a magnetic tip close to the spin of interest29,30,31. The magnetic field gradient

from the tip leads to an oscillating magnetic field that couples to the spin. An alterna-

tive approach would be to rely on coupling between the electronic levels of the defect cen-

ter and phonons in the host crystal32,33. Microscopically, this coupling arises from defor-

mation of the defect orbitals by strain in the crystal34. Phonons generate AC strain that

can either lead to transitions between defect electronic levels or a periodic modulation of

their energy. Absorption of acoustic energy by two level systems (TLS) possessing such

an elastic dipole is a known limitation for the Q-factors of micromechanical resonators at

low temperatures (T <1 K)24,35. Such phenomenological TLS have long been known to de-

termine the low temperature acoustic and thermal properties of glasses36 and also to have

dipolar interactions among each other mediated by strain37,38. These observations pro-

vide additional impetus to explore strain as a means to couple color centers coherently

to phonons, since color centers are microscopically well-understood defects that can be

individually isolated. The recent development of single crystal diamond nanofabrication

techniques39,40,41,42,43 and subsequent realization of high Q mechanical oscillators in dia-

mond44,45,46 can further allow for coupling between single color centers and well-defined

mechanical modes of these structures.

For strain-mediated coupling, the coupling rate between the acoustic TLS and a single

phonon in the mechanical resonator is given by g = dϵZPM , where ϵZPM is the strain due
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to zero point motion, and d is the strain susceptibility, an intrinsic property of the TLS.

Engineering the mechanical mode to provide large ϵZPM can provide large g. For instance,

for a cantilever of width w, thickness t, and length l, we can use Euler-Bernoulli beam the-

ory47 to show that the zero point strain for the fundamental out-of-plane flexural mode of

frequency ωm ∝ t/l2 scales as

ϵZPM ∝ 1√
l3t2w

(2)

This sharp inverse scaling of ϵZPM with cantilever dimensions is analogous to the 1/
√
V

scaling of g in cavity QED and highlights the benefit of working with small resonators.

Over the course of this thesis, we will progress from MHz frequency cantilevers of l ∼

10µm in Chapter 1 to ∼GHz frequency phononic crystal resonators in Chapter 6 and re-

duce acoustic mode volume by two orders of magnitude. The other parameter of interest

to increase g is the strain susceptibility d, which is analogous to the dipole moment of the

atom in cavity QED. Over the course of this thesis, we will see an increase in d by four or-

ders of magnitude by switching from the NV center ground state (d ∼ 10 GHz/strain) in

Chapter 1 to the SiV center ground state (d ∼ 100 THz/strain) in Chapter 5.

0.4 Silicon vacancy center in diamond

The work in this thesis was carried at a time when a variety of defect centers were being

explored after extensive studies on the diamond NV center. This includes defects in other

host materials such as silicon carbide48 and 2D materials49. In diamond, there has been a

push towards inversion-symmetric defects that include the SiV and similar group IV emit-

ters, the germanium vacancy (GeV) and tin vacancy (SnV). This has been largely moti-

vated by their excellent optical properties for photonic quantum networks owing to their

inversion symmetry. In particular, inversion symmetry sets the permanent dipole moment

of the electronic states to zero, which makes them insensitive to electric fields to first or-
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der50,51,52,53. This alleviates the sensitivity of the SiV to fluctuating electric fields in the

solid state environment, especially in nanostructures, which are known to reduce the co-

herence of photons emitted by the NV center through spectral diffusion54,55. This has al-

lowed the realization of high co-operativity atom-photon interactions with the SiV center

in photonic crystal cavities17,56.

Another distinctive feature of the negatively charged SiV is its thermally limited spin

coherence time, T2. In contrast with the NV center which can have T2 of a millisecond

at room temperature and nearly a second at 77 K57, the SiV center has a T2 of tens of

nanoseconds at 4K58,59,60 and tens of milliseconds at 100 mK61. This strong thermal de-

pendence arises from the electronic structure of the SiV ground state which makes it very

sensitive to phonons. This observation provides the first indication that the SiV may in-

trinsically act as a better spin-phonon interface than the NV. The microscopic details of

this mechanism are the topic of Chapters 2 and 5. This also begs the question of whether

the spin coherence can somehow be engineered to make the SiV a good quantum memory

at 4K, which would be beneficial for photonic quantum networks. Chapter 4 provides a

solution to this problem using strain control.

0.5 Thesis outline

Chapter 1 describes a preliminary experiment on NV centers in diamond cantilevers. Driven

motion of the cantilevers is detected via microwave spectroscopy of the ground state elec-

tron spin. The results allowed us to assess experimental challenges for strong electron-

phonon coupling with a defect spin. Our conclusions spurred two parallel efforts towards

this goal: the investigation of a more strain sensitive defect spin, the SiV center and the

development of optomechanical crystals in diamond.

Chapter 2 describes strain dependent optical spectroscopy of SiV centers. This work

is enabled by the development of electromechanical actuation for the diamond cantilever
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devices used in Chapter 1. Herein, we determine the strain response of the electronic levels

of the SiV center and corroborate our observations with a group theoretical description of

the defect.

Chapter 3 describes the application of strain tuning to alleviate inhomogeneity and

spectral diffusion of optical transitions - two key technical challenges in solid state quan-

tum optics, particularly with emitters in nanophotonic devices. By tuning and stabiliz-

ing the optical transitions of two SiV centers in a nanophotonic waveguide, we perform a

quantum interference experiment on the emitted photons and observe the signature of an

entangled, superradiant state. This addition of local tunability and spectral stabilization

features compatible with nanophotonic devices advances the SiV center for applications in

long distance photonic quantum networks.

Chapter 4 describes control of electron-phonon interactions in the SiV center ground

state at 4 K. With strain control, we tune the energy of an acoustic phonon mediated

transition in the ground state by two orders of magnitude from 50 GHz to over 1 THz.

This capability allows us to probe and eventually suppress the effect of the thermal phonon

bath on electron spin coherence.

Chapter 5 is a continuation of the strain dependent optical spectroscopy in Chapter 2

with an eye towards tailoring the SiV for strong electron-phonon coupling. Based on ob-

servations from static strain response, we establish schemes to couple the ground state

electron spin to mechanical resonators of various frequencies.

Chapter 6 describes experiments towards a quantum coherent interface between the SiV

electron spin and GHz frequency phonons confined in phononic crystal resonators. Op-

tomechanical crystals with high quality factor (105) mechanical resonances at cryogenic

temperatures are demonstrated in diamond.

Chapter 7 describes theoretical work exploring phonon-mediated interactions between

multiple SiV electron spins. Specifically, we study the problem of quantum state transfer

between SiV centers in a 1D acoustic waveguide.
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Chapter 1

Nitrogen vacancy centers driven by

diamond cantilevers

In this chapter, we study NV centers in diamond cantilevers with lateral dimensions of

a few hundred nm and resonance frequencies around ∼1 MHz. The effect of driven can-

tilever motion on the ground state electron spin is observed in electron spin resonance

(ESR) spectra and spin echo measurements. We infer a spin-phonon coupling strength of 1

Hz, a 10-100× enhancement over previous NV-strain coupling demonstrations at the time

of this work due to the smaller mode volumes of our devices. While far from the strong

coupling regime, the use of dense NV ensembles instead of a single NV can allow this sys-

tem to reach high co-operativity.

1.1 Introduction

Strain mediated coupling between solid state emitters and mechanical resonators was first

proposed32, and subsequently demonstrated62,63 with the electronic levels of quantum

dots. Such a mechanical hybrid quantum system with negatively charged nitrogen va-

cancy (NV(-), hereafter referred to as NV) centers in diamond would benefit from their

long spin coherence times57. It has been proposed that in the strong spin-phonon coupling
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regime, phonons can be used to mediate quantum state transfer, and generate effective in-

teractions between NV spins10. Strong coupling of an NV spin ensemble to a mechanical

resonator can also be used to generate squeezed spin states64, which can enable high sensi-

tivity magnetometry65.

Prior to this work, the effect of lattice strain on the NV ground state spin sublevels was

used to couple NVs to mechanical modes of diamond cantilevers66,67, and bulk acoustic

wave resonators fabricated on diamond68,69,70. Strain-mediated coupling is experimentally

elegant since its origin is intrinsic to a monolithic device, and it does not involve function-

alization of mechanical resonators, or precise and stable positioning of magnetic tips very

close to a diamond chip29. However, current demonstrations are far from the strong cou-

pling regime due to the small spin-phonon coupling strength provided by strain from rel-

atively large mechanical resonators. In this work, we present an important step towards

strong coupling by incorporating photostable NVs in a diamond cantilever with nanoscale

transverse dimensions, and demonstrate a single phonon coupling rate of ∼ 2 Hz from dis-

persive interaction of NV spins with the resonator. This was a ∼ 10 − 100× improvement

over previous NV-strain coupling demonstrations. In our experiments, we first detect the

effect of driven cantilever motion on NVs as a broadening of their electron spin resonance

(ESR) signal, and through follow-up measurements, establish this to be strain-mediated

coupling to the mechanical mode of interest. Subsequently, we use spin echo to probe the

temporal dynamics of NVs in the cantilever, and precisely measure the spin-phonon cou-

pling rate. In conclusion, we discuss options to further improve this coupling strength by

∼ 100×, and reach the strong coupling regime.

1.2 Device fabrication and experimental setup

Incorporating photostable NV centers close to surfaces71,72, particularly in nanostructures

with small transverse dimensions such as nanophotonic cavities54,55, has been found to
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be a considerably challenging task in recent years. To prevent charge state blinking and

photo-ionization of NVs under optical excitation73, high quality surfaces with low defect

density, and appropriate surface termination are necessary. Recent advances in annealing

and surface passivation procedures74 have significantly improved the ability to retain pho-

tostable NV centers generated by ion implantation even after fabrication of nanostructures

around them75. Using these techniques in combination with our angled reactive ion etch-

ing (RIE) fabrication scheme41 (details discussed in Appendix A), we were able to gen-

erate photostable NVs in diamond nano-cantilevers with a triangular cross section (Fig.

1.1(a,b)). Previously, we have demonstrated high Q-factor mechanical modes (Q approach-

ing 100,000) with frequencies ranging from <1 MHz to tens of MHz in cantilevers, and

doubly clamped nanobeams fabricated using the same angled etching scheme46.

Our measurements are carried out at high vacuum (10−5 torr), and room temperature

in a vacuum chamber with a view port underneath a homebuilt scanning confocal micro-

scope for addressing NV centers. Microwaves for ESR measurements are delivered with a

wire bond positioned close to the devices of interest. The diamond chip is mounted on a

piezo actuator for resonant actuation of cantilevers. Mechanical mode spectroscopy per-

formed via optical interferometry76 is used to characterize the modes of the cantilevers.

For the experiments described in this paper, we used a triangular cross-section cantilever

with w=580 nm, t=170 nm, and l=19 µm. The mechanical mode of interest (Fig. 1.1(c))

is the out-of-plane flexural mode, which was found to have a frequency, ωm = 2π × 937.2

kHz, and a quality factor, Q ∼ 10, 000.
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Figure 1.1: (a) Representative scanning electron microscope (SEM) image of the angle-etched diamond can-
tilevers used. (b) Representative confocal microscope scan of a section of the cantilever showing fluoresecence
from NV centers. (c) Driven response of the fundamental out-of-plane flexural mode (right inset) of the tri-
angular cross section (left inset) cantilevers studied in this work. For this particular device, we have w=580
nm, t=170 nm, and l=19 µm. The mode frequency is 937.2 kHz, and it has a Q-factor of 10,000. Measure-
ments were taken in high vacuum (1e-5 torr) at room temperature. (d) Hyperfine structure of the ms = 0 to
ms = +1 electron spin transition in the NV ground state indicating the three allowed microwave transitions. (e)
AC strain induced broadening of the ms = 0 to ms = +1 hyperfine transitions near the clamp of the cantilever
with gradually increasing mechanical amplitude. The mechanical mode is inertially driven at its resonance fre-
quency with a piezo stack in all measurements. Open circles indicate measured data, and smoothed solid lines
serve as a guide to the eye. Legend shows values of piezo drive power for each measurement. 0 dBm of drive
power corresponds to an amplitude of 559± 2 nm at the tip of the cantilever.
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1.3 Effect of strain on the NV ground state

The effect of lattice strain on the orbital singlet, spin triplet (S = 1) ground state manifold

of the NV center has been described by the Hamiltonian66,67,77,78,79 -

H = D0S
2
z + γS ·B+ d∥ϵzzS

2
z −

d⊥
2

[
ϵ+S

2
+ + ϵ−S

2
−
]

(1.1)

Here Si are the S = 1 Pauli spin operators. D0 = 2.87 GHz is the zero-field splitting

between ms = 0 and ms = ±1 levels due to spin-spin interaction, γ = 2.8 MHz/G is

the gyromagnetic ratio for the NV ground state. At small B-fields (≪ D0/γ), the spin

quantization axis (z−axis in the above Hamiltonian) is the NV high symmetry axis. d∥

and d⊥ are respectively the strain susceptibilities for A1 and E strain. ϵij are strain tensor

components defined in the coordinate basis of the NV80, and ϵ± = (ϵxx − ϵyy)± 2iϵxy.

Physically, strain leads to shifting and mixing of electronic levels corresponding to dif-

ferent orbital occupation of the electrons (holes) on the defect molecule due to deformation

of chemical bonds. Given that the NV ground state manifold corresponds to the occupa-

tion of two holes in the same singlet orbital state80, the strain response of the spin sub-

levels must be due to an indirect mechanism, presently believed to be a perturbation to

the spin-spin interaction between the two holes78,79.

1.4 AC strain induced ESR broadening

The strain terms in Hamiltonian 1.1 lead to frequency shifts in the ms = ±1 levels respec-

tively given by

∆ω± = d∥ϵ∥ ±
√
(γBz)

2 + (d⊥ϵ⊥)
2 (1.2)

Here, ϵ⊥ denotes the magnitude of the E-strain vector and is given by
√
(ϵxx − ϵyy)

2 + 4ϵ2xy.

Physically, Eq. 1.2 reveals that A1-strain leads to a linear modification of the zero-field
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splitting, while E-strain mixes the ms = ±1 states, thereby causing a quadratically in-

creasing splitting between them. In a mechanical resonator driven at the frequency ωm,

the local strain components ϵ∥ and ϵ⊥ oscillate at the frequency ωm. The classical effect

of driving the mechanical mode on the NV ground state is frequency modulation of the

two transitions between ms = 0 and ms = ±1 levels. From the strain susceptibilities

measured in66, and finite element calculations on our structures, we anticipate a frequency

modulation comparable to the ESR linewidth, when the mechanical mode is driven to an

amplitude of ≈500 nm.

At the chosen nitrogen ion implantation density, we expect ∼ 10 NV centers within

our confocal laser spot. ESR measurements are performed on such an NV ensemble at a

fixed position in the cantilever, and simultaneously, the flexural mode shown in Fig. 1(c)

is driven by supplying an RF voltage to the piezo actuator at the resonance frequency ωm.

A small static magnetic field Bz= 4 G is applied with a bar magnet placed outside the

cryostat, and only the ms = 0 to ms = +1 transition is probed. The external magnetic

field is aligned exactly vertically to ensure that all four NV classes experience the same

projection Bz along their respective axes. The cantilever itself is fabricated such that its

long axis is aligned to the < 100 > crystal axis to within a few degrees as determined by

electron back scatter diffraction (EBSD). As a result, all four NV classes are symmetri-

cally aligned with respect to the dominant strain component of the flexural mode, which

occurs along the cantilever long axis. Thus, at a given location in the cantilever, all four

NV classes experience the same axial and transverse strain amplitudes, and hence experi-

ence identical transition frequency modulation. Low microwave power was used to prevent

power broadening, and retain near native linewidths in the ESR.

Fig. 1.1(e) shows ESR spectra at the same location in the cantilever for progressively in-

creasing mechanical amplitude. At the lowest piezo drive power of -21 dBm, we observe

three dips spaced equally by 2.2 MHz corresponding to the hyperfine structure arising

from interaction between the NV electron spin and the 14N nuclear spin (Fig. 1.1(d)).
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This was found to be identical to the ESR spectrum with no piezo drive (not shown). For

each of the hyperfine transitions, we measure a linewidth of ≈2 MHz. As the piezo drive

power is increased to -12 dBm, we observe a broadening of the hyperfine features to the

point where the hyperfine structure is barely resolvable. At -6 dBm, the hyperfine struc-

ture is washed out, and at 0 dBm, the overall ESR dip is even broader. Such broadening

of the ESR signal with progressively larger mechanical amplitude is expected, since the

measurement sequence involves dwelling at each microwave frequency sample for many

(> 106) cycles of the mechanical oscillation period. As a result, we would expect to aver-

age over the AC modulation of the microwave transition, and detect an overall broadening

determined by the modulation amplitude.

To verify that the ESR broadening arises from the mechanical mode, we perform the

same measurement at a fixed drive power of -12 dBm, and multiple drive frequencies around

resonance. The slight asymmetry in the driven mechanical response (Fig. 1.2(a)) can be

attributed to the onset of a Duffing-type nonlinearity at this drive power. When driven

far off the mechanical resonance as in points 1 and 5 in Fig. 1.2(b), the ESR spectrum re-

tains three clear hyperfine dips with linewidths close to the native linewidth. At smaller

detunings as in points 2 and 4 in 1.2(b), we observe a broadening of the individual hyper-

fine features. When driven exactly on resonance as in point 3 in Fig. 1.2(d), the hyperfine

features are on the verge of being washed out. Thus, the ESR broadening effect follows

the frequency response of the mechanical mode. To further confirm that this is a strain-

induced effect, we repeat the measurement at multiple points along the length of the can-

tilever for a fixed piezo drive power of -6 dBm. From the strain profile of the flexural mode

(Fig. 1.2(c)), we expect a roughly linear variation in AC strain amplitude from its maxi-

mum value near the clamp of the cantilever to zero at the tip of the cantilever. This effect

is observed in the form of ESR broadening for NVs near the clamp, and retention of native

linewidths for NVs at the tip (Fig. 1.2(c)).
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Figure 1.2: (a) Driven response of the cantilever at a piezo drive power of -12 dBm. The drive frequencies
used for frequency dependent broadening measurements are indicated with numbers 1-5. (b) ESR spectra at
the same location in the cantilever at mechanical drive frequencies 1-5 indicated in (a). (c) ESR spectra at the
tip and clamp of the cantilever for -6 dBm drive power. Strain profile of the mechanical mode from an FEM
simulation for the corresponding displacement amplitude is also shown. Open circles in each ESR spectrum are
measured data, and smoothed lines serve as a guide to the eye
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1.5 Temporal dynamics of the mechanically driven spin

The ESR broadening measurements in Figs. 1.1(e) and Fig. 1.2 provide strong evidence

of strain from the driven mechanical mode coupling to the NV spin. From the washing

out of hyperfine structure in the measurements, we can deduce driven coupling rates of

the order of the hyperfine splitting (2.2 MHz). In order to probe the temporal dynamics

of the NV spin due to mechanical motion, and precisely measure the coupling strength, we

employ spin echo measurements. It has been shown in previous demonstrations that the

two distinct modes of level shifts generated by axial and transverse strain can be used to

achieve dispersive66 and resonant interactions68,81 of the spin with mechanical motion, re-

spectively. In our work, the frequency of our mechanical mode (≈1 MHz) is smaller than

the ESR linewidth, and we will focus on the dispersive regime provided by axial strain.

We apply a moderate static magnetic field, and suppress the effect of transverse strain to

first order as evinced by Eq. 1.2. In this regime, if we work with the effective qubit defined

by the ms = 0 and ms = +1 levels, driven motion of the mechanical resonator can mod-

ulate the phase of our effective qubit at the frequency ωm, analogous to an AC magnetic

field. This is described by the time dependent Hamiltonian

Hint(t) = 2πGcos (ωmt+ ϕ) σz (1.3)

Here G = d∥ϵzz is the AC strain coupling rate from the driven motion, ϕ is an arbitrary

phase offset, and σz is the corresponding S = 1/2 Pauli spin operator.

In our spin-echo measurements, we apply an external static magnetic field Bz= 27 G.

As in the case of ESR measurements, the magnetic field is aligned to ensure equal Zeeman

splittings for all four NV orientations. Our experimental sequence is shown in Fig. 1.3(a),

wherein the piezo drive signal, and hence the strain field, has an arbitrary phase ϕ with

respect to the microwave pulses that varies over multiple iterations of the sequence. The

spin echo signal obtained from this measurement (Fig. 1.3(b)) at a piezo drive power of 0
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dBm shows a periodicity corresponding to twice the time period of the mechanical mode.

The theoretically expected spin echo signal in this measurement has the form of a zero

order Bessel function with a periodic argument29,66.

p(2τ) =
1

2

[
1 + e−(2τ/T2)

3

J0

(
8πG

ωm

sin2
(ωmτ

4

))]
(1.4)

The exponential damping term multiplying the periodic function corresponds to dephas-

ing of the NV electron spin due to interactions with the surrounding 13C nuclear spin bath

in diamond, and T2 is the dephasing time82. In our experiments, T2 ≫ the mechanical

oscillation period (2π/ωm), and the effect of spin decoherence is relatively small. A fit to

expression 1.4 yields ωm = 2π × 918.7 ± 5.6 kHz, which is in reasonable agreement with

the driving frequency of 923.4 kHz used in the experiment. The extracted driven coupling

rate G = 2.10 ± 0.07 MHz is of the order of the hyperfine splitting as observed in our ESR

broadening measurements.

Finally, we performed spin echo measurements at the same location on the cantilever for

varying piezo drive powers (Fig. 1.4(a)). The no-drive spin echo signal (not shown) is flat,

indicating that this measurement is not sensitive to the thermal motion of the cantilever

mode (estimated to have an amplitude of 0.53 nm). As the cantilever is driven, the spin

echo signal begins to show a dip when the evolution time 2τ equals the mechanical oscil-

lation period (2π/ωm). At larger amplitudes, the spin precesses by more than one full ro-

tation on the equator of the Bloch sphere, and we observe higher order fringes within one

period of the signal. These drive-power dependent measurements further allow us to verify

that the axial strain coupling is linear in the displacement amplitude (Fig. 1.4(b)). From

the linear fit, we infer a displacement sensitivity dG/dx = 4.02±0.40 kHz/nm. By estimat-

ing the zero point motion of the mode from its effective mass, this displacement sensitivity

yields a single phonon coupling strength, g = 1.84± 0.18 Hz for an NV at the clamp of this

cantilever. Compared with previous demonstrations of NV-strain coupling, this was about

two orders of magnitude larger than that measured in Ref.66, and an order of magnitude
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larger than that in Ref.67.

1.6 Outlook

In conclusion, we demonstrate nanoscale diamond cantilevers for strain-mediated coupling

of NV spins to mechanical resonators. The relatively small dimensions of our devices of-

fer a significant improvement in the single phonon coupling strength compared to previ-

ous work with mechanical modes at similar frequencies. Shorter cantilevers will boost g

even further according to the scaling in Eq. 2. This will also increase the mechanical fre-

quencies, and allow operation in the sideband resolved regime with access to the resonant

spin-phonon interaction provided by E-strain68,81. Nanostructures that allow strong cou-

pling have mechanical frequencies in the few hundreds of MHz range. Dynamic actuation

and transduction of single crystal diamond resonators up to frequencies of 50 MHz was

achieved with dielectric gradient forces83, and up to 9 GHz was achieved by using cavity

optomechanics84. Given these developments, we anticipate that the major engineering

challenge for strain-mediated strong spin-phonon coupling will be the ability to maintain

photostable NVs in nanostructures with extremely small widths (the current state-of-the-

art being nanobeams with w ≈ 200 nm75). Another challenge is the demand for high

Q-factors in the 105 − 106 range from small resonators, which are usually challenging to

engineer for high Q35.

However, these device engineering requirements can be less demanding for magnetome-

try applications that can benefit from an NV ensemble coupled to a mechanical resonator64.

In particular, collective enhancement from a dense spin ensemble can boost the co-operativity

by a factor of the number of spins N 85, allowing one to work with device dimensions more

favorable for NV photostability and high mechanical Q-factors. Alternatively, since the

framework of strain coupling outlined in this work is fairly general, the same devices may

be used, but with a different qubit, whose energy levels have a larger strain response. Po-
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axis. One period of the signal is plotted in each case. Solid lines are fits to the zero order Bessel function form
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der. Vertical error bars correspond to the error in each G estimate from fitting to the spin echo function given
by Eq. 1.4. Solid line is a linear fit, which yields dG/dx = 4.02± 0.40 kHz/nm.
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tential candidates include the NV center excited electronic state86,87, and the orbital ground

states of the silicon vacancy (SiV) center88, both of which have 4-5 orders of magnitude

larger strain susceptibility than the NV ground state spin sublevels.
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Chapter 2

Strain tuning of the silicon vacancy

center

In this chapter, we describe an experiment to control the electronic structure of the silicon-

vacancy (SiV) color-center in diamond by changing its static strain environment with a

nano-electro-mechanical system. We achieve deterministic and local tuning of SiV optical

and spin transition frequencies over a wide range, an essential ingredient for multi-qubit

photonic quantum networks. In the process, we infer the strain Hamiltonian of the SiV

revealing large strain susceptibilities of order 1 PHz/strain for the electronic orbital states.

2.1 Introduction

Solid state emitters such as color-centers and epitaxially grown quantum dots provide

both electronic spin qubits and coherent optical transitions, and are optically accessible

quantum memories. They can therefore serve as building blocks of a quantum network

composed of nodes in which information is stored in spin qubits and interactions between

nodes are mediated by photons9,3,89,90. However, due to the effects of their complex solid

state environment, most quantum emitters do not simultaneously provide long coherence

time for the memory, and favorable optical properties such as bright, spectrally stable
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emission. The negatively charged silicon vacancy center in diamond (SiV−, hereafter sim-

ply referred to as SiV) has been recently identified as a system that can overcome these

limitations, since it provides excellent optical and spin properties simultaneously. Its dom-

inant zero-phonon-line (ZPL) emission and stable optical transition frequencies resulting

from its inversion symmetry50,51,52 have recently been used to realize single-photon switch-

ing56 and a fibre-coupled coherent single-photon source19 in a nanophotonic platform.

Further, recent demonstrations of microwave60 and all-optical91 control of its electronic

spin, as well as long (∼10 ms) spin coherence times at mK temperatures61, when electron-

phonon processes in the center are suppressed,59,60 make the SiV a good memory qubit.

Scaling up these demonstrations to multi-qubit networks requires local tunability of in-

dividual emitters, as well as the realization of strong interactions between them. In this

work, we control local strain in the SiV environment using a nano-electro-mechanical sys-

tem (NEMS), and show wide tunability for both optical and spin transition frequencies. In

particular, we demonstrate hundreds of GHz of optical tuning, sufficient to achieve spec-

trally identical emitters for photon-mediated entanglement9,3. Further, we characterize

the strain Hamiltonian of the SiV and measure high strain susceptibilities for both the

electronic and spin levels. Building on this strain response, we discuss schemes to realize

strong coupling of the SiV spin to coherent phonons in GHz frequency nanomechanical res-

onators in Chapters 5, 7.

2.2 Strain response of optical transitions

The SiV center is an interstitial point defect in which a silicon atom is positioned midway

between two adjacent missing carbon atoms in the diamond lattice as depicted in the in-

set of Fig. 2.1(a). Its electronic level structure at zero strain is shown in Fig. 2.1(a). The

optical ground state (GS) and excited state (ES) each contain two distinct electronic con-

figurations shown by the bold horizontal lines. Physically, each of the two branches in the
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Figure 2.1: (a) Electronic level structure of the SiV center (molecular structure shown in inset) at zero strain
showing ground and excited manifolds with spin-orbit eigenstates. The four optical transitions A, B, C, and
D at zero magnetic field, and splittings between orbital branches in the ground state (GS) and excited state
(ES), ∆gs and ∆es respectively are indicated. In the presence of a magnetic field, each orbital branch splits into
two Zeeman sublevels. A long-lived qubit can be defined with the sublevels of the lower orbital branch in the
GS. (b) Schematic of the diamond cantilever device and surrounding electrodes. Diamond crystal axes relative
to the cantilever orientation are shown. Four possible orientations of the highest symmetry axis of an SiV are
indicated by the four arrows above the cantilever. Under application of strain, these can be grouped into axial
(red) and transverse (blue) orientations. Molecular structure of a transverse-orientation SiV as viewed in the
plane normal to the cantilever axis is shown below, and crystal axes that define the internal co-ordinate frame
of the color center are indicated. The z-axis is the highest symmetry axis, which defines the orientation of the
SiV. (c) SEM image of diamond cantilever NEMS device.
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GS and ES corresponds to the occupation of a specific E-symmetry orbital by an unpaired

hole.53 At zero magnetic field, the degeneracy of these orbitals is broken by spin-orbit

(SO) coupling leading to frequency splittings ∆gs = 46 GHz, and ∆es = 255 GHz respec-

tively. Due to inversion symmetry of the defect about the Si atom, the wavefunctions of

these orbitals can be classified according to their parity with respect to this inversion cen-

ter.50,53 Thus, the GS configurations correspond to the presence of the unpaired hole in

one of the even-parity orbitals eg+, eg−, while the ES configurations have this hole in one

of the odd-parity orbitals eu+, eu−. Here the subscripts g, u refer to even (gerade) and odd

(ungerade) parity respectively, and +, − refer to the orbital angular momentum projecton

Lz. This specific level structure gives rise to four distinct optical transitions in the ZPL

indicated by A, B, C, D in Fig. 2.1(a). Upon application of a magnetic field, degeneracy

between the SO eigenstates is further broken to reveal two sub-levels within each orbital

branch corresponding to different spin states of the unpaired hole (S = 1/2). In this man-

ner, a qubit can be defined on the two sublevels of the lowest orbital branch in the ground

state.

To control local strain in the environment of the SiV center, we use a diamond can-

tilever, shown schematically in Fig. 2.1(b) and in a scanning electron microscope (SEM)

image in Fig. 2.1(c). Electrodes are fabricated, one on top of the cantilever, and another

on the substrate below the cantilever to form a capacitive actuator. By applying a specific

DC voltage to these electrodes, we can deflect the cantilever to achieve a desired amount

of static strain at the SiV site. The fabrication procedure based on angled etching of di-

amond92,41 and device design are discussed in more detail in Chapter 4 and Appendix

C. The diamond sample with cantilever NEMS is maintained at 4 K in a Janis ST-500

continuous-flow liquid helium cryostat. We perform optical spectroscopy on SiVs inside the

cantilever by resonantly exciting the transitions shown in Fig. 2.1(a) with a tunable laser,

and collecting fluorescence in the phonon sideband. Mapping the response of these transi-

tions as a function of voltage applied to the device allows us to study the strain response
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of the SiV electronic structure.

The diamond samples used in our study have a [001]-oriented top surface, and the long

axis of the cantilever is oriented along the [110] direction. There are four possible equiva-

lent orientations of SiVs - [111], [1̄1̄1], [11̄1], [1̄11] - in a diamond crystal, indicated by the

four arrows above the cantilever in Fig. 2.1(b). Since the cantilever primarily achieves uni-

axial strain directed along [110], this breaks the equivalence of the four orientations, and

leads to two classes indicated by the blue and red colored arrows in Fig. 2.1(b). The blue

SiVs, oriented perpendicularly to the cantilever long-axis, predominantly experience uni-

axial strain along their internal y-axis (see inset of Fig. 2.1(b)). On the other hand, the

red SiVs are not orthogonal to the cantilever long-axis, and experience a non-trivial strain

tensor, which includes significant strain along their internal z-axis. For simplicity, we refer

to blue SiVs as ‘transverse-orientation’ SiVs, and red SiVs as ‘axial-orientation’ SiVs. This

nomenclature is used with the understanding that it is specific to the situation of predomi-

nantly [110] uniaxial strain applied with our cantilevers.

Two distinct strain-tuning behaviors correlated with SiV orientation are observed as

shown in Fig. 2.2. Orientation of SiVs in the cantilever is inferred from polarization-dependence

of their optical transitions at zero strain.53 With gradually increasing strain, transverse-

orientation SiVs show an increasing separation between the A and D transitions with rel-

atively small shifts in the B and C transitions as seen in Fig. 2.2(a). This behavior has

been observed on a previous experiment with an ensemble of SiVs.88 On the other hand,

axial-orientation SiVs show a more complex tuning behavior in which all transitions shift

as seen in Fig. 2.2(b).

In the context of photon-mediated entanglement of emitters, typically, photons emit-

ted in the C line, the brightest and narrowest linewidth transition are of interest56. Upon

comparing Figs. 2.2(a) and (b), we note that this transition is significantly more respon-

sive for axial-orientation SiVs. Particularly in Fig. 2.2(b), we achieve tuning of the C tran-

sition wavelength by 0.3 nm (150 GHz), approximately 10 times the typical inhomogene-
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upon deflection of the cantilever. (e) Variation in orbital splittings within GS (green dots) and ES (blue dots)
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Data points are extracted from the optical spectra in Fig. 2(b). Solid line is a linear fit as predicted by theory
in text. Appendix B.2 details the fitting procedure used in panels (e) and (f).

ity in optical transition frequencies of SiV centers in bulk diamond51,93, and 5 times that

of the typical inhomogeneity in nanofabricated structures (Fig. 3.2). Thus, NEMS-based

strain control can be used to deterministically tune multiple on-chip or distant emitters to

a set optical wavelength. Integration of this NEMS-based strain-tuning with existing di-

amond nanophotonic devices is particularly appealing. Besides static tuning of emitters,

dynamic control of the voltage applied to the NEMS can be used to counteract slow spec-

tral diffusion, and stabilize optical transition frequencies94. Both these ideas are essential

for the observation of quantum interference between two SiVs in Chapter 3.
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2.3 Effect of strain on electronic levels

Following previous work on point defects,53,80,95 we employ group theory to explain the ef-

fect of strain on the SiV electronic levels, and extract the susceptibilities for various strain

components. In this section, we describe the strain Hamiltonian of the SiV center, and

summarize the physical effects of various modes of deformation on the orbital wavefunc-

tions. A more detailed group-theoretic discussion of the results in this section is provided

in Appendix B.1 and in Ref.53. Based on the symmetries of the orbital wavefunctions, it

can be shown that the effects of strain on the GS (eg) and ES (eu) manifolds are inde-

pendent and identical in form. For either manifold, the strain Hamiltonian in the basis

of {|ex ↓⟩, |ex ↑⟩, |ey ↓⟩, |ey ↑⟩} states (pure orbitals unmixed by SO coupling as defined in

Ref.53) is given by

Hstrain =

ϵA1g − ϵEgx ϵEgy

ϵEgy ϵA1g + ϵEgx

⊗ I2 (2.1)

The spin part of the wavefunction is associated with an identity matrix in Eq. (2.1)

because lattice deformation predominantly perturbs the Coulomb energy of the orbitals,

which is independent of the spin character. Each ϵr is a linear combination of strain com-

ponents ϵij, and corresponds to specific symmetries indicated by the subscript r.

ϵA1g = t⊥(ϵxx + ϵyy) + t∥ϵzz

ϵEgx = d(ϵxx − ϵyy) + fϵzx (2.2)

ϵEgy = −2dϵxy + fϵyz

Here t⊥, t∥, d, f are the four strain-susceptibility parameters that completely describe the

strain-response of the {|ex⟩, |ey⟩} states. These parameters have different numerical values

in the GS and ES manifolds. From the Hamiltonian 2.1, we see that Egx and Egy strain
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cause mixing and relative shifts between orbitals, and modify the orbital splittings within

the GS and ES manifolds as depicted in Fig. 2.3(a). On the other hand, A1g strain leads

to a uniform or common-mode shift of the GS and ES manifolds, and only shifts the mean

ZPL frequency as depicted in Fig. 2.3(b).

By decomposing the strain applied in our experiment into A1g and Eg components, we

can confirm the observations on tuning of transverse- and axial-orientation SiVs in Fig.

2.2. Strain tensors for transverse- and axial-orientations of emitters obtained from finite

element method (FEM) simulations are plotted in Figs. 2.3(c), (d) respectively. As ex-

pected from the cantilever geometry in Fig. 2.1(a), transverse-orientation SiVs predomi-

nantly experience ϵyy and hence an Eg deformation. The Eg-strain response predicted in

Fig. 2.3(a) leads to the strain-tuning of mainly A and D transitions seen in Fig. 2.2(a).

This mode of strain is also responsible for the resonant interaction of GS and ES orbitals

with phonons, which will be the topic of Chapter 4. On the other hand, axial-orientation

SiVs experience both ϵzz and ϵyz as shown in Fig. 2.3(d), which leads to simultaneous Eg

and A1g deformations. Indeed, a combination of the strain responses in Figs. 2.3(a), (b)

qualitatively explains the strain-tuning behavior of the transitions in Fig. 2.2(b).

2.4 Estimation of strain susceptibilities

We now quantitatively fit the results in Fig. 2.2 with the above strain response model.

Adding SO coupling (HSO = −λSOLzSz) to the strain Hamiltonian in Eq. 2.1, we get the

following total Hamiltonian in the {|ex ↓⟩, |ex ↑⟩, |ey ↓⟩, |ey ↑⟩} basis.53

Htotal =



ϵA1g − ϵEgx 0 ϵEgy − iλSO/2 0

0 ϵA1g − ϵEgx 0 ϵEgy + iλSO/2

ϵEgy + iλSO/2 0 ϵA1g + ϵEgx 0

0 ϵEgy − iλSO/2 0 ϵA1g + ϵEgx


(2.3)
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Here, λSO is the SO coupling strength within each manifold: 46 GHz for the GS, and

255 GHz for the ES. Diagonalization of this Hamiltonian gives two distinct eigenvalues

E1 = α− 1

2

√
λ2SO + 4(ϵ2Egx

+ ϵ2Egy
)

E2 = α +
1

2

√
λ2SO + 4(ϵ2Egx

+ ϵ2Egy
) (2.4)

Each of these corresponds to doubly spin-degenerate eigenstates in the absence of an ex-

ternal magnetic field. Noting that Eqs. (2.4) are valid within both GS and ES manifolds,

but with different strain susceptibilities, we obtain the following quantities that can be di-

rectly extracted from the optical spectra in Fig. 2.2.

∆ZPL = ∆ZPL,0 +
(
t∥,es − t∥,gs

)
ϵzz + (t⊥,es − t⊥,gs) (ϵxx + ϵyy) (2.5)

∆gs =
√
λ2SO,gs + 4 [dgs(ϵxx − ϵyy) + fgsϵyz]

2 + 4 [−2dgsϵxy + fgsϵzx]
2 (2.6)

∆es =
√
λ2SO,es + 4 [des(ϵxx − ϵyy) + fesϵyz]

2 + 4 [−2desϵxy + fesϵzx]
2 (2.7)

The quantities on the left hand side, ∆ZPL the mean ZPL frequency, and ∆gs, ∆es the

GS and ES orbital splittings are written as a function of strain. The subscripts ‘gs’ and

‘es’ for the various strain susceptibility parameters refer to the values of the respective pa-

rameters in the GS and ES manifolds respectively. ∆ZPL,0 is the mean ZPL frequency at

zero strain. Extracting all three frequencies in Eqs. (2.5-2.7) as a function of strain from

the optical spectra measured in Fig. 2.2, we fit them to the above model in Figs. 2.3(e),

(f), and estimate the strain-susceptibilities. The fitting procedure described in detail in

Appendix B.2 gives us
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(
t∥,es − t∥,gs

)
= −1.7±0.1PHz/strain

(t⊥,es − t⊥,gs) = 0.078±0.009PHz/strain

dgs = 1.3±0.1PHz/strain

des = 1.8±0.2PHz/strain

fgs = −1.7±0.1PHz/strain

fes = −3.4±0.3PHz/strain (2.8)

We will continue our study of the SiV strain response by considering the case with a

nonzero magnetic field in Chapter 5. The following two chapters will apply the tools devel-

oped so far to tune SiV centers on a chip into optical resonance and to control the phonon-

limited spin coherence of SiV centers at 4 K.
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Chapter 3

Quantum interference between strain

tuned silicon vacancy centers

Photon-mediated coupling between distant matter qubits96,97,98 may enable secure com-

munication over long distances, the implementation of distributed quantum computing

schemes, and the exploration of new regimes of many-body quantum dynamics5,9. Solid-

state quantum emitters coupled to nanophotonic devices represent a promising approach

towards these goals, as they combine strong light-matter interaction and high photon col-

lection efficiencies16,99,100. However, nanostructured environments introduce mismatch and

diffusion in optical transition frequencies of emitters, making reliable photon-mediated en-

tanglement generation infeasible100. In this chapter, we address this long-standing chal-

lenge by employing silicon-vacancy (SiV) color centers embedded in nanophotonic waveg-

uides with the electromechanical strain control demonstrated in Chapter 2. Strain tun-

ing enables control and stabilization of optical resonance between two SiV centers on the

hour timescale. Using this platform, we observe the signature of an entangled, superradi-

ant state arising from quantum interference between two spatially separated emitters in a

waveguide. This demonstration and the developed platform constitute a crucial step to-

wards a scalable quantum network with solid state quantum emitters.
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3.1 Introduction

Solid-state emitters with inversion symmetry53 are promising for use in optical quantum

networks due to their ability to be integrated into nanophotonic devices17,56,61,93. These

emitters have suppressed static electric dipole moments, decreasing the susceptibility of

their optical transition frequencies to fluctuations of electric fields that occur near device

surfaces53. This fundamental property has been leveraged most notably with the nega-

tively charged silicon-vacancy center in diamond (SiV) to achieve emitter-photon interac-

tion with cooperativity greater than 20 in nanophotonic cavities17. The platform devel-

oped around this color center also provides other essential components for quantum net-

working, such as a long-lived quantum memory61 and efficient photon collection19. Nev-

ertheless, in terms of advancing towards multi-qubit networks, even inversion-symmetric

emitters present challenges when incorporated into nanophotonic devices. They exhibit

a significant inhomogeneous distribution of their optical transition frequencies as well as

residual instability in the form of spectral diffusion93. Demonstrating full control of their

spectral behavior is necessary to generate mutually indistinguishable photons, the key in-

gredient for long distance entanglement101. Because these emitters cannot be spectrally

tuned using electric fields, the established tuning mechanism for solid-state emitters100,102,

previous experiments involving indistinguishable photon generation from such defects have

relied on Raman56,103 and magnetic field17 tuning. However, these techniques constrain

either the spin or optical degree of freedom of the color center and are challenging to im-

plement in the multi-qubit regime. The suitability of the strain tuning approach shown

in Chapter 2 for photon mediated entanglement of multiple emitters remains an open

question. In this work, we show that strain control can be used to manipulate the optical

resonances of solid-state emitters and generate quantum interference between them. The

demonstrated integration of strain control with nanophotonic devices represents a key step

towards the realization of scalable quantum networks.
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Figure 3.1: Schematic of diamond nanophotonics device. a) Diamond waveguides (gray) are implanted with
color centers (purple and orange) at desired locations on the device. Electrodes (gold) are used to define a
capacitor between plates located on the device (negative terminal) and below the device (positive terminal).
Applying bias voltage between the plates causes the deflection of the doubly clamped cantilever. This tunes
color centers between the plates and the first clamp (orange spot) without perturbing color centers beyond
the clamp (purple spot). b) Scanning electron micrograph (SEM) of the photonic devices. c) Capacitor plates
located on and below the devices. d) Diamond tapers used to extract photons from waveguides. This enables
the extraction efficiency of more than 85% from the diamond waveguide into the fiber.

3.2 Waveguides with strain control

Our devices, presented in Figure 3.1, consist of triangular cross-section waveguides fabri-

cated from single crystal diamond41,92. Each of these waveguides is connected to a support

structure on one end (Figure 3.1b). The other end is tapered to allow for collection of pho-

tons from the waveguide into an optical fiber with better than 85% efficiency19 (Figure

3.1c). In order to embed SiV centers within diamond nanophotonic devices, we adapt a

masked implantation technique previously used for bulk substrates12. After the creation

of SiV centers, gold electrodes are patterned onto the devices such that metallized parts

of the waveguide act as one plate of a capacitor, with the other plate located on the dia-
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Figure 3.2: Characterization of DC and AC voltage response of the devices. Voltage bias is applied to the
capacitor plates, resulting in strain fields that tune the optical transitions of SiV1 in the deflected portion of the
device (orange) compared to the optical transitions of SiV2 in the stationary regions (purple). The tuning range
of the SiV color center greatly exceeds the inhomogeneous distribution for 50% (75%) of SiV color centers
observed in this experiment shown in dark (light) blue shading. The red inset shows the photoluminescence
excitation spectra of two color centers at a voltage near the overlap. The blue inset shows the AC response of
the cantilever system, measured by observing SiV optical transitions while modulating the AC driving frequency.
Driving the cantilever resonance with its mechanical mode results in linewidth broadening of the color center
optical transitions.

mond substrate (Figure 3.1b). Applying a voltage difference to these plates generates a

force that deflects a portion of the waveguide, applying electrically controllable strain to

the embedded SiV centers. This strain field perturbs the diamond lattice around the SiV

and tunes the frequency of the optical transitions as discussed in Chapter 2.

Our experiments are carried in a closed cycle helium cryostat with optical access and

fiber coupling capabilities (Appendix I). We measure the strain response of two SiV cen-

ters 30 µm apart within the same diamond device by resonantly exciting their optical tran-

sitions and collecting their phonon sideband emission at 4 K (Figure 3.2). The difference

in the position of SiV centers in the device accounts for the difference in their response to

the applied voltage, allowing us to overlap their optical transitions (Figure 3.2, red inset).

The waveguide supports (Figure 3.1a, rounded gray region) between the SiV centers acts
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as a mechanical clamp preventing strain from propagating and impacting spectral behavior

of color centers in the portion of the waveguide beyond the clamp. We observe a tuning

range of over 80 GHz, a factor of 3 larger than the total inhomogeneous distribution of the

SiV optical transitions measured in these devices (Figure 3.2, blue shaded region). This is

sufficient range to completely eliminate the effects of static strain variations on SiV optical

transitions.

To determine the bandwidth of our electromechanical actuation scheme, we investi-

gate an SiV color center’s spectral response to AC mechanical driving of the nanophotonic

structure (Figure 3.2, blue inset). We apply a DC bias combined with a variable-frequency

RF signal to the gold electrodes and monitor the SiV optical transition. When the RF

drive frequency matches one of the nanobeam’s mechanical modes, we observe linewidth

broadening of the SiV coupled to this mechanical mode due to the resonant amplification

of the driving signal as seen with the NV spin in Chapter 1. Using this technique, we ob-

serve and drive modes with mechanical frequencies of up to 100 MHz. Optimizing the de-

vice design could enable the electromechanical driving of vibrational modes with GHz fre-

quencies which are resonant with SiV spin transitions.

The high bandwidth of our electromechanical actuation scheme is sufficient to suppress

spectral diffusion exhibited by the SiV center93. Monitoring an SiV center’s optical transi-

tion over the course of five hours, we observe spectral diffusion that is an order of magni-

tude larger than its single-scan linewidth of around 300 MHz (Figure 3.3a). Using a pulsed

feedback scheme that applies a voltage adjustment every 20 seconds we reduce the total

summed linewidth by almost an order of magnitude on a timescale of several hours (Fig-

ure 3.3b). The efficacy of this feedback scheme is limited by the long duration of the laser

scan used to capture the full extent of the spectral diffusion. More sophisticated feedback

schemes may be employed in the future to ensure better locking of the SiV optical transi-

tion to the target frequency.
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3.3 Observation of quantum interference

With the optical transitions of the SiV centers tuned and stabilized, we proceed to gener-

ate probabilistic entanglement between two color centers. We begin by using strain control

to set the optical transition frequencies between the lower branch of the ground state (|c⟩)

and the excited state (|e⟩) of two emitters at the target detuning (∆) by applying the ap-

propriate voltage (Figure 3.4a). The transitions between the upper branch of the ground

state (|u⟩) and the excited state (|e⟩) of the two emitters are then continuously excited

using two separate lasers (Figure 3.4a). Finally, the photons emitted into the diamond

waveguide are collected through a tapered fiber interface and filtered using a high finesse

Fabry-Perot filter (see Appendix I) in order to separate the desired optical transition from

the excitation laser56.

We characterize our setup by measuring the second order correlation function between

photons from a single excited SiV center (Figure 3.4c, left panel). We observe the sup-

pression of photon coincidences with g(2)single(0) = 0.13(4), a quantity raised above its ideal

value of 0 by dark counts of the photon detectors. Next, we simultaneously excite both

SiV centers and measure their photon correlation function. When two excited SiV centers

are spectrally detuned (∆ ̸= 0), their emitted photons are distinguishable and the detec-

tion of the first photon projects the system into the statistical mixture of the |ce⟩ and |ec⟩

states (Figure 3.4b, blue path)56. In this case, the zero-time-delay photon correlation func-

tion reaches g(2)dist(0) = 0.50(7) (Figure 3.4c, left panel).

When the two SiV optical transitions are tuned into resonance (∆ = 0), detection of the

first emitted photon from a pair of excited SiV color centers projects the system into an

entangled, bright state (Figure 3.4b, red path). This state is identified by the superradiant

emission of a second photon at twice the rate expected from the distinguishable case56,104.

We confirm the generation of an entangled state by observing a superradiant peak in the

photon correlation function (Figure 3.4c, right panel) with g(2)ind(0) = 0.88(8). Experimen-

tal results are in good agreement with a simulated model of our system (Figure 3.4c, red
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Figure 3.4: Observation of the superradiant entangled state using strain control. a) Level structure for two
SiV centers. Strain tuning of one SiV color center changes the detuning (∆) between their |e⟩ to |c⟩ transi-
tions. Separate lasers are applied to excite the |u⟩ to |e⟩ transition of each emitter. b) A single photon emitted
from the two excited emitters with distinguishable transitions (∆ ̸= 0) projects the system to a statistical mix-
ture of |ec⟩ and |ce⟩ states (blue decay path). When the emitters are indistinguishable (∆ = 0), the emission of
one photon projects the system into a superradiant bright state (purple decay path) that decays at a rate two
times faster than that of the statistical mixture. c) The second order photon correlation function is measured
for a single emitter (left panel, gray data points) and for two spectrally distinguishable emitters (left panel, blue
data points). Measured g(2)(0) is 0.13(4) and 0.50(7) for the single emitter and distinguishable cases, respec-
tively. Exponential curves fit to the data are plotted and mirrored onto the right half of plot (gray and blue
lines). For two emitters tuned into resonance, we observe the generation of a superradiant entangled state, sig-
nified by the peak in the photon correlation (right panel, purple data points). Data is overlaid with a simulated
model with a single fit parameter. For indistinguishable emitters, we measure g(2)(0) = 0.88(8), limited primar-
ily by detector jitter.

43



curve) which uses only a single fitting parameter, the phonon-induced mixing rate between

the |u⟩ and |c⟩ ground states105 (see106 for detailed description of the model). Using the

height of the superradiant peak and the value of the g(2)single, we calculate a lower bound on

the conditional bright state fidelity to be 0.8(1), indicating the observation of an entangled

state56.

In particular, the g(2) data presented in the right panel of Figure 3.4 can be understood

as consisting of two parts. First, the “dip” with a decay timescale of about 10 ns occurs

because photons collected in this experiment can only be generated from the |e⟩ state,

and the detection of a photon leads to projection of the system into the |c⟩ state. The

timescale of the dip then corresponds to the average amount of time between the emitter

arriving in the |c⟩ state and it being excited to the |e⟩ state. This timescale is primarily

set by the ground state mixing rate between |c⟩ and |u⟩ states in our experiment , but

in cases of low laser driving power can also be broadened by the slow Rabi driving be-

tween the |e⟩ and |u⟩ states. The second feature is the superradiant peak. Theoretically,

the width of this peak should be set to roughly 1 ns (half of the excited state lifetime),

as superradiant effects should dominate at this timescale. In reality, both the electronic

jitter and the laser power impact the measured width. The total electronic jitter mea-

sured in our detection electronics is 350 ps, a timescale comparable to the anticipated peak

timescale of 1 ns, leading to broadening of the measured feature. Fast laser driving could

also reduce the timescale of the peak by providing another driven decay channel (stim-

ulated emission) from the bright state. The oscillations in the g(2) for indistinguishable

emitters result from a combination of small mismatch between emitter optical transitions

and Rabi driving between the |u⟩ and |e⟩ states in line with the theory.
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3.4 Outlook

In conclusion, we show a scalable approach to generating quantum interference between

solid state emitters in nanophotonic devices using strain. Using strain control, we realize

a reduction of spectral diffusion by almost an order of magnitude over a broad bandwidth

and achieve a spectral tuning range exceeding 150 pm, several times greater than the SiV

inhomogeneous distribution inside nanophotonic devices. This approach can be directly

adapted to other quantum emitters such as quantum dots, as well as other inversion-symmetric

color centers in diamond107,108,109. Furthermore, high frequency strain control inside a

nanophotonic cavity can lead to a photon or phonon mediated gate between quantum

memories17,18,110. Our platform fulfills the requirements for an ideal quantum network

node and paves the way for realization of large-scale quantum networks.
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Chapter 4

Strain control of spin coherence in

the silicon vacancy center

For quantum bits in the solid state, decoherence from thermal vibrations of the surround-

ing lattice can typically only be suppressed by lowering the temperature of operation. In

this chapter, we use the strain tuning platform developed in Chapter 2 to mitigate the ef-

fect of thermal phonons on the silicon-vacancy (SiV−) electronic spin without changing the

system temperature. By controlling the strain environment of the color center, we tune its

electronic levels to probe, control, and eventually suppress the interaction of its spin with

the thermal bath.

4.1 Introduction

Phonon-driven processes are responsible for relaxation and decoherence processes in a vari-

ety of solid state emitters that can serve as optically accessible quantum memories59,111,112,113,107,114.

In particular, for emitters with spin-orbit coupling, such processes can demand opera-

tion at sub-Kelvin temperatures61,91,99, or the use of magnetic fields of several Tesla115 to

achieve long spin relaxation and coherence times. This requires cryogenic setups that are

significantly more complex than common helium-4 cryostats employed to obtain coherent
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Figure 4.1: Simulation of the displacement of the cantilever due to the application of a DC voltage of 200 V
between the top and bottom electrodes. The component of the strain tensor along the long axis of the can-
tilever is displayed using the color scale. Scale bar corresponds to 2. Crystal axes of diamond are indicated in
relation to the geometry of the cantilever. Arrows on top of the cantilever indicate the highest symmetry axes
of four possible SiV− orientations, and their color indicates separation into two distinct classes upon applica-
tion of strain. SiVs studied in this work are shown by blue arrows are oriented along [11̄1], [1̄11] directions, are
orthogonal to the cantilever long-axis, and experience strain predominantly in the plane normal to their highest
symmetry axis. Inset shows the molecular structure of such a transverse orientation SiV along with its internal
axes, when viewed in the plane normal to the [110] axis.

optical photons from solid-state emitters.

Our approach to mitigate phonon-induced decoherence takes advantage of the fact that

the large electron-phonon coupling responsible for decoherence fundamentally arises from a

high susceptibility of the electronic orbitals to lattice strain as characterized in Chapter 2.

Through strain control, we increase the energy scale for phonon absorption by the emitter

to far above the thermal energy (kBT ≈ 0.3 meV at the experimental temperature, T =

4 K). The resulting depletion of thermal phonons seen by the SiV− leads to an improve-

ment in its spin coherence time.

4.2 Controlling electron-phonon processes

The strain profile from the NEMS device used in Chapter 2 can be calculated numerically

via a finite-element-method (FEM) simulation, as shown in Fig. 4.1. Of the two possible
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Figure 4.2: Strain-tuning of the SiV− energy levels. (a) Thermal relaxation rates between GS orbital
branches vs. their energy splitting. Error bars represent standard deviation of the estimated rate, and are under
5% for all data points. Fit to model in Appendix E.1 allows extraction of the phonon-absorption rate γup and
phonon-emission rate γdown. (b) Calculated phonon-absorption rate γup(∆gs) (solid yellow line) as a function
of GS-orbital splitting ∆gs at temperature T = 4 K. Left y-axis indicates the magnitude of this rate normalized
to the value at zero strain, γup(46 GHz). Right y-axis indicates the two competing factors whose product de-
termines γup: the phonon density of states (normalized to its value at zero strain), shown with the solid violet
line, and the thermal occupation of acoustic modes shown with the dashed violet line.

orientations of SiV− centers in our device, we address those with transverse orientation

(labelled blue, and shown in detail in inset of Fig. 4.1c), which predominantly experience

strain in the plane normal to their highest symmetry axis i.e. Eg strain. Upon deflecting

the cantilever, the GS and ES splittings of this SiV as increase as shown in Fig. 2.3 due

to Eg strain mixing orbitals within the GS and ES manifolds. As a consequence of this

mixing interaction, phonons with nonzero Eg strain components can induce resonant tran-

sitions between these orbitals.

With our device we can tune the splitting of the orbitals in the GS manifold from 46 GHz

to typically up to 500 GHz, and in the best case, up to 1.2 THz (see Appendix D.1). Given

the enormous range of control over the GS orbital splitting, we can probe the interaction

between the color center and phonons of different frequencies. This is achieved by mea-

suring the thermal relaxation rate between the orbitals with a time-resolved pump-probe

technique (Fig. 4.2b) discussed in Appendix D.3. Measurements are performed in the fre-

quency range ∆gs = 46 GHz to 110 GHz where this technique can be applied. The total
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relaxation rate is a sum of the rates of phonon absorption, γup, and emission, γdown (shown

by the dashed and solid squiggly arrows respectively in Fig. 4.3a), which can be individ-

ually extracted using the theory described in Appendix E.1. Over the range of ∆gs mea-

sured, phonon processes in both directions are observed to accelerate with increasing or-

bital splitting. This is because the number of acoustic modes resonant with the GS split-

ting, i.e. the phonon density of states (DOS) at ∆gs, increases with the dependence ∆n
gs (n

depends on the geometry of material seen by resonant phonons, see Appendix E). How-

ever, if the orbital splitting is increased far above 120 GHz (at temperature T = 4 K) as

plotted in Fig. 4.2c, the phonon absorption rate (γup) is theoretically expected to reverse

its initial trend. In this regime, the polynomial increase in phonon DOS is outweighed by

the exponential decrease in thermal phonon occupation (∼ exp(−h∆gs/kBT ))59, and con-

sequently γup is rapidly quenched.

4.3 Strain-enhanced spin T ∗
2 and T1

In the presence of magnetic field, the SiV− electronic levels further split into spin sub-

levels and provide an optically accessible spin qubit as shown in Fig. 4.3a51,60,58,116. When

a thermal phonon randomly excites the SiV center from the qubit manifold to the upper

orbital branch, as shown by the dotted squiggly arrows in Fig. 4.3(a), the energy of the

qubit suddenly changes by an amount ∼ h∆gs. After some time in the upper branch, the

system randomly relaxes back to the lower manifold through spontaneous emission of a

phonon as shown by the solid squiggly arrows in Fig. 4.3(a). In this process, the spin pro-

jection is conserved, since phonons predominantly flip only the orbital character. However,

a random phase is acquired between the ↓ and ↑ projections of the qubit due to phonon

absorption and emission, as well as faster precession in the upper manifold. The qubit de-

phasing rate is thus determined by the upward phonon transition rate γup. A suppression

of phonon absorption at high strain can therefore improve the spin coherence of the emit-

49



0 200 400 600 800

Laser power (nW)

1.0

2.0

3.0

4.0

5.0

CP
T 

lin
ew

id
th

 (M
H

z)

1000
0.0

Δgs  = 467 GHz

T2
* = 0.25±0.02 μs 

300 350 400 450 500

1.0

2.0

3.0

4.0

CP
T 

lin
ew

id
th

 (M
H

z)

Ground state splitting, Δgs  (GHz)

a b

c d

-10 -5 0 5 10
Frequency (MHz)

N
or

m
al

iz
ed

 c
ou

nt
s 

pe
r s

ec
on

d

303 GHz

352 GHz

407 GHz

467 GHz

88 GHz

Δgs

C1 C2

Δgs

Strain

Spin qubit

Δes

│eg-↓〉

│e
g+
↑〉

│eg+↓〉

│e
g-
↑〉

│eu-↓〉

│e
u+
↑〉

│eu+↓〉

│e
u-
↑〉

Figure 4.3: Spin coherence measurements. (a) SiV− level structure in the presence of strain and external
magnetic field. A qubit is defined with levels |eg− ↓⟩ and |eg+ ↑⟩ on the lower spin-orbit branch of the GS.
This qubit can be polarized, and prepared optically using the Λ-scheme provided by transitions C1 and C2.
Phonon transitions within ground- and excited-state manifolds are also indicated. The upward phonon transi-
tion (phonon absorption process) can be suppressed at high strain, thereby mitigating the effect of phonons on
the coherence of the spin qubit. (b) Coherent population trapping (CPT) spectra probing the spin transition
at increasing values of the GS orbital splitting ∆gs from top to bottom. Scale bar in bottom left represents a
fluorescence signal contrast of 10%. Measurements are carried till the noise in the fluorescence signal is below
1.5%. Bold solid curves are Lorentzian fits. Optical power is adjusted in each measurement to minimize power-
broadening. (c) Linewidth of CPT dips as a function of GS orbital splitting ∆gs indicating improvement in
spin coherence with increasing strain. Error bars represent standard deviation of the estimated linewidths from
the Lorentzian fits. (d) Power dependence of CPT-linewidth at the highest strain condition (∆gs= 467 GHz).
Data points are estimated linewidths from CPT measurements, and the solid curve is a linear fit, which reveals
linewidth of 0.64± 0.06MHz corresponding to T ∗

2 = 0.25± 0.02µs.
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ter.

We use coherent population trapping (CPT) to measure the spin coherence at high strain.

Through simultaneous resonant laser excitation of the optical transitions labeled C1 and

C2, we pump the SiV− into a dark state, a coherent superposition of the qubit levels |eg− ↓

⟩, |eg+ ↑⟩58,116. When the two-photon detuning is scanned, preparation of the dark state

results in a fluorescence dip, whose linewidth is determined by the optical driving and spin

dephasing rates. At low laser powers, the linewidth is limited by spin dephasing, which

is dominated by phonon-mediated transitions within the GS manifold59. In Fig. 4.3b, as

the dark resonance narrows down due to prolonged spin coherence with increasing strain,

we reveal a fine structure not visible before. Further measurements in Appendix F suggest

that the presence of two resonances is due to interaction of the SiV− electron spin with a

neighbouring spin such as a 13C nuclear spin. This indicates the possibility of achieving a

local register of qubits as has been demonstrated with NV centers82. Fig. 4.3c shows the

decreasing linewidths of the CPT resonances with increasing GS orbital splitting, indicat-

ing an improved spin coherence time. Beyond a GS splitting of ∼400 GHz, the linewidths

saturate at ∼1 MHz. At the highest strain condition, we perform a power dependent CPT

measurement to eliminate the contribution of power broadening, and extract a spin co-

herence time of T ∗
2 = 0.25± 0.02 (compared with other CPT-based measurements which

reported T ∗
2 = 40 ns without strain control58,116). This saturation of T ∗

2 suggests the miti-

gation of the primary dephasing source, single-phonon transitions between the GS orbitals,

and the emergence of a secondary dephasing mechanism such as slowly varying magnetic

fields from naturally abundant (1.1%) 13C nuclear spins in diamond. We note that our

longest T ∗
2 = 0.25± 0.02 is on par with that of the NV− center without dynamical de-

coupling117,118, and of low-strain SiV− centers operated at a much lower temperature of

100 mK61, the conventional approach to suppress phonon-mediated dephasing.

Population decay or longitudinal relaxation of the qubit is significantly slower than co-

herence decay and is driven by spin-flipping phonon transitions shown by the red arrows
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Figure 4.4: (a) Illustration of dephasing and population decay processes for the SiV spin. Blue arrows show
spin-conserving transitions responsible for dephasing. Red arrow shows a spin-flipping transition driving decay
from |eg+ ↓⟩′ to |eg− ↑⟩′. Processes suppressed at high strain are crossed out. (b) Reduction in spin relaxation
rate (1/T1) with increasing GS splitting ∆gs as extracted from pump-probe measurements. Solid line is a fit to
the resonant two-phonon relaxation model in Appendix E.2 for ∆gs above 200 GHz where this model is valid.
Dotted line is an extrapolation of the fit into the low strain regime.

in Fig. 4.4a, which occur with a small probability due to perturbative mixing of spin pro-

jections. A detailed analysis of various decay channels is presented in Appendix E.2. At

high strain, it can be shown that the decay rate is approximately 4 (dg,flip/dg)
2 γup, where

dg,flip is the strain susceptibility for a spin-flipping transition such as |eg+ ↓⟩′ → |eg+ ↑⟩′.

Thus it is a fraction of the spin-conserving transition rate γup, which determines the qubit

decoherence. The factor dg,flip/dg scales as ∼ 1/∆gs according to first order perturbation

theory. As a result, we expect exponential decrease in the population decay rate similar

to the decrease in decoherence, but with a different polynomial pre-factor. Fig. 4.4b shows

this decreasing trend with increasing ∆gs fit to a two-phonon relaxation model. As strain

is increased, spin T1 increases six-fold to a value of 2.5 µs at the highest GS splitting of

450 GHz.

4.4 Outlook

As a next step to the demonstrations in this chapter, we can further improve the spin co-

herence at high strain by cancelling the effect of slowly varying non-Markovian noise from

the environment61 using dynamical decoupling techniques that are well-studied with other

spin systems82,119,120. Our strain engineering approach can be applied to overcome phonon-
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induced decoherence in other emitters such as emerging inversion-symmetric centers in

diamond107,108,109, Kramers rare earth ions114,99,115, and in general, systems with spin-orbit

coupling in their ground state. If active tuning is not required, high strain necessary to

quench phonon processes can be achieved simply by deposition of a thin film121, which

passively stresses the underlying crystal. Finally, the limiting effects of thermal phonons

on the SiV qubit prompt investigation into whether these interactions can be engineered

to be coherent, and this will be the topic of the following chapters.
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Chapter 5

Tailoring the silicon vacancy for

strong electron-phonon coupling

A natural extension of our results in Chapters 2 and 4 is coherent coupling of the SiV spin

to a well-defined mechanical mode, which will enable the use of phonons as quantum re-

source. In particular, we can combine the large strain susceptibility of the SiV with me-

chanical resonators of dimensions close to the phonon wavelength84 to obtain orders of

magnitude larger spin-phonon interaction strengths compared with previous works68,66,67,122,29,31,

leading to strong spin-phonon coupling. In this regime, one can realise phonon-mediated

two-qubit gates123 analogous to those implemented with trapped ions124, and achieve quan-

tum non-linearities required to deterministically generate single phonons and non-classical

mechanical states125,126,127,25,26, a long sought-after goal since phonons can be used to in-

terface spins with other quantum systems11.

In this chapter, we continue with the strain dependent spectroscopy experiments from

Chapter 2, this time in the presence of a magnetic field. The results of these measure-

ments give us insight into how the SiV can be tailored for strong coupling to a well-defined

mechanical mode using the right combination of external strain and magnetic fields.
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5.1 Strain response of optical transitions in a mag-

netic field

In Chapter 4, we saw that static Eg-strain in the SiV environment can significantly impact

spin coherence and relaxation rates by modifying the orbital splitting in the GS. In this

section, we discuss effects that arise in the presence of a magnetic field due to competition

between SO coupling and Eg-strain. Particularly, we notice tuning in the spin transition

frequency, ωs by a large amount (a few GHz) at a fixed external magnetic field by simply

controlling local strain. At the same time, we discuss how the magnitude of local strain

strongly determines the ability to couple or control the SiV qubit with external fields such

as AC strain or microwaves at frequency ωs, and resonant laser-fields in a Λ-scheme.

The strain-response of the SiV qubit is measured by monitoring the four Zeeman-split

optical lines arising from the C transition as shown schematically in Fig. 5.1(a). In Fig.

5.1(b), we apply a fixed magnetic field B =0.17 T aligned along the vertical [001] axis with

a permanent magnet placed underneath the sample, and gradually increase the GS split-

ting of a transverse-orientation SiV by applying strain. With increasing strain, each of the

four Zeeman-split optical transitions moves outwards from the position of the unsplit C

transition at zero magnetic field. In particular, the spin-conserving inner transitions C2

and C3 overlap at zero strain, but become more resolvable with increasing strain. Thus,

all-optical control of the spin91 relying on simultaneous excitation of a pair of transitions

C1 and C3 (or C2 and C4) forming a Λ-scheme requires the presence of some local strain.

The strain-tuning behavior of Zeeman split optical transitions can be theoretically calcu-

lated by diagonalizing the GS and ES Hamiltonians in the presence of a magnetic field.

Upon adding Zeeman terms to the Hamiltonian in equation F.5, and switching to the basis
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of SO eigenstates {eg− ↓, eg+ ↑, eg+ ↓, eg− ↑}, we obtain

Htotal =



−λSO/2− γLBz − γsBz 0 ϵEgx γsBx

0 −λSO/2 + γLBz + γsBz γsBx ϵEgx

ϵEgx γsBx λSO/2 + γLBz − γsBz 0

γsBx ϵEgx 0 λSO/2− γLBz + γsBz


(5.1)

Here we have discarded the A1g and Egy strain terms, since the transverse-orientation

SiVs in our experiments experience predominantly Egx strain. We have also assumed that

the transverse component of the magnetic field is entirely along the x-axis of the SiV. The

gyromagnetic ratios are γs = 14 GHz/T, γL = 0.1(14) GHz/T, where the pre-factor of 0.1

is a quenching factor for the orbital angular momentum.53 The result of our calculation

is shown in Fig. 5.1(c). In the low strain regime indicated by the region with the shaded

gradient, we reproduce the experimental behavior in Fig. 5.1(b), and obtain good quanti-

tative agreement with the variation in the spin transition frequency ωs in Fig. 5.1(d).

Physically, this behavior of the spin transitions arises as strain and SO coupling com-

pete to determine the orbital wavefunctions. From the Hamiltonian in equation 5.1, we

can see that the eigenstates begin as SO eigenstates {eg− ↓, eg+ ↑, eg+ ↓, eg− ↑} at zero

strain, and end up as the pure orbitals {egx ↓, egx ↑, egy ↓, egy ↑} at high strain (ϵEgx ≫

λSO/2). At zero strain, the effective magnetic field from SO coupling quantizes the elec-

tron spin along the z−axis. In this condition, the off-axis B-field does not affect the spin

transition frequency ωs to first order, so ωs ∼ 2(γs + γL)Bz = 3.1 GHz. As the strain

ϵEgx is increased far above the SO coupling λSO and the eigenstates approach the pure or-

bitals, the spin quantization axis approaches the direction of the external magnetic field,

and ωs approaches 2γsB = 4.8 GHz. Since SO coupling in the ES is stronger, this limit

is attained at higher values of strain than in the GS as shown by the dashed line in Fig.

5.1(d). In the limit of very high strain, the transitions C2 and C3 also become strictly

spin-conserving, and optical pumping-based initialization and readout of the qubit60,128
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Figure 5.1: (a) Splitting of the C transition into the four transitions C1, C2, C3, and C4 in the presence of a
magnetic field. Spin transition frequencies on the lower orbital branches of the GS and ES are ωs, ω′

s respec-
tively. (b) Response of transitions C1, C2, C3, and C4 upon tuning GS splitting ∆gs with Eg-strain. (c) Calcu-
lated response of optical transitions C1, C2, C3, and C4 to Eg-strain in presence of 0.17 T B-field aligned along
the [001] direction. Shaded regions on the left and right ends indicate the regimes in which the GS orbitals are
determined by SO coupling and strain respectively. (d) Strain response of spin transition frequencies upon tun-
ing of ground state orbital splitting ∆gs with Eg-strain. SO regime data points are extracted from the optical
spectra in Fig. 5.1(b). High strain regime data points are obtained from CPT measurements on the SiV stud-
ied in Fig. 4.3 (error bars for these points are smaller than data markers). Solid (dashed) line is calculated spin
transition frequency on the lower orbital branch of GS (ES) from 5.1(c).
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are no longer possible. Instead, initialization by measurement and single-shot readout61

of the spin through resonant excitation of one of these spin-cycling transitions can be im-

plemented, as long as these transitions remain optically resolvable from each other. Once

local strain is even further increased to the point where SO coupling is merely perturba-

tive, the difference in GS and ES spin transition frequencies becomes vanishingly small,

eventually leading to overlapping C2 and C3 optical transitions as depicted on the right

hand side of Fig. 5.1(c). For instance, for the magnetic field of 0.17 T used in these ex-

periments, these transitions will become separated by their linewidth (∼200 MHz) at a

ground state splitting of 700 GHz. If the local strain is increased beyond this limit, all-

optical control and single-shot readout of the qubit61 will become impossible unless higher

magnetic field is applied to increase the separation between these transitions.

5.2 A GHz frequency qubit with high strain suscepti-

bility

The rapid variation of the spin transition frequency ωs in the low-strain regime of Fig.

5.1(d) provides the first hint that the qubit formed by the two lowest spin-orbit states

can be very sensitive to oscillating strain generated by coherent phonons. The interaction

terms due to strain and the off-axis magnetic field predicted by the Hamiltonian in equa-

tion 5.1 are depicted visually in Fig. 5.2(a). In particular, at zero strain, the presence of

the off-axis magnetic field perturbs the eigenstates of the qubit to first order as

|eg− ↓⟩′ ≈ |eg− ↓⟩+ γsBx

λSO,gs

|eg− ↑⟩ (5.2)

|eg+ ↑⟩′ ≈ |eg+ ↑⟩+ γsBx

λSO,gs

|eg+ ↓⟩ (5.3)

This perturbative mixing with opposite spin-character can now allow resonant AC strain

at frequency ωs to drive transitions between the qubit levels. For a small amplitude of
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such AC strain ϵAC
Egx

, we can calculate the strain susceptibility of the spin transition dspin

in terms of the GS orbital strain susceptibility dg in Eq. 2.8.

dspin =
⟨eg− ↓′ |Hstrain|eg+ ↑′⟩

ϵAC
Egx

dgs =
2γsBx

λSO,gs

dgs (5.4)

Since dg is very large (∼1 PHz/strain), even with the presence of the pre-factor γsBx/λSO,gs,

the qubit levels themselves can have a relatively large strain-response. For the present case

of B=0.17 T along the [001] axis, we get dspin/dgs = 0.085 yielding dspin ∼ 100 THz/strain.

An exact calculation of dspin for arbitrary local static strain using the Hamiltonian in equa-

tion 5.1 is shown in Fig. 5.2(b). As static strain in the SiV environment is increased far

above the SO coupling, the AC strain susceptibility approaches zero. Thus we can con-

clude that coupling the SiV qubit levels to resonant AC strain requires (i) low static strain

ϵEg ≪ λSO,gs/2 and (ii) a non-zero off-axis magnetic field Bx. The qubit levels can also

dispersively couple to off-resonant AC strain with a different susceptibility tspin, and this is

discussed in Appendix H.1. In Appendix H.2, we discuss how static strain is essential for a

nonzero response of the qubit levels to resonant microwave magnetic fields.

5.3 A coherent spin-phonon interface

Our results on the strain response of the electronic and spin levels of the SiV indicate the

potential of this color center as a spin-phonon interface. The diamond NV center spin, the

most investigated candidate in this direction has an intrinsically weak strain susceptibil-

ity (∼ 10 GHz/strain) since the qubit levels are defined within the same orbital in the GS

configuration of the defect as discussed in Chapter 1. While using distinct orbitals in the

ES can provide much larger strain susceptibility (∼ 1 PHz/strain)86,129, such schemes will

be limited by fast dephasing due to spontaneous emission and spectral diffusion. In com-

parison, the SiV center provides distinct orbital branches within the GS itself. Further,

the presence of SO coupling dictates that the qubit levels |eg− ↓⟩, |eg+ ↑⟩ correspond to dif-
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ferent orbitals. As a result, one achieves the ideal combination of high strain susceptibility

and low qubit dephasing rate.
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Figure 5.2: (a) Illustration of mixing terms introduced by Eg-strain and an off-axis magnetic field in the GS
manifold. (b) Calculated susceptibility of the qubit for interaction with AC Eg-strain resonant with the transi-
tion frequency ωs (interaction shown in inset). This AC strain susceptibility is maximum at zero strain for the
pure SO eigenstates. At high strain, it falls off as 1/∆gs. Color variation along the curve shows the GS splitting
∆gs corresponding to the value of static Eg-strain at the SiV. Both the static and AC strain are assumed to be
entirely in the Egx component. (c) SEM image of an optomechanical crystal nanobeam cavity84 along with an
FEM simulation of its 5 GHz flapping resonance. Displacement profile and a cross-sectional strain profile of the
mode are shown with arbitrary normalization.

The effects of various modes of strain and the rich electronic structure of the SiV al-

low a variety of spin-phonon coupling schemes. Here, we focus on direct coupling of the

spin transition to a mechanical resonator at frequency ωs enabled by Eg-strain response of

the spin discussed in the previous section. An alternative approach utilizing propagating

phonons of frequency ∼ λSO coupled to the GS orbital transition is discussed in Chap-

ter 7. Our scheme would require diamond mechanical resonators of frequency ωs ∼ few
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GHz, which have already been realized in both optomechanical84,130 and electromechani-

cal platforms69,70,131,132. Fig. 5.2(c) shows the strain profile resulting from GHz frequency

mechanical modes in an optomechanical crystal cavity. Since this structure achieves three-

dimensional confinement of phonons on the scale of the acoustic wavelength, it provides

large per-phonon strain. For an SiV located ∼20 nm below the top surface, when a mag-

netic field B = 0.3 T is applied along the [001] direction, the qubit levels are resonant with

the 5 GHz flapping mode, and has a single-phonon coupling rate g ∼ 0.8 MHz. In order to

achieve this maximal value of g, SiV centers can be generated in the high strain region of

the resonator by previously demonstrated targeted ion implantation techniques56,13,133.

At mK temperatures, given the low SiV spin dephasing rate γs ∼ 100 Hz61, even modest

mechanical quality-factors Qm ∼ 103 are sufficient to achieve strong spin-phonon cou-

pling. In fact, recent results from GHz frequency silicon phononic crystal resonators at

mK temperatures show Q-factors in the tens of billions corresponding to damping rates

∼0.1 Hz and dephasing rates κ ∼10 KHz24. An SiV center located in such a cavity will be

deep in the strong coupling regime with g exceeding both spin and mechanical dephasing

processes by several orders of magnitude. At 4 K, despite the higher spin dephasing rate

γs ∼ 4 MHz116,58 and thermal occupation of mechanical modes nth ∼ 20, spin-phonon co-

operativity ∼ 1 can be achieved with Q-factors of order Qm ∼ 105 which we will demon-

strate in Chapter 6. We note that this form of spin-phonon coupling can also be imple-

mented in other resonator designs such as surface acoustic wave cavities131,132,134, wherein

piezoelectric materials are used to transduce the mechanical motion with microwave elec-

trical signals instead of optical fields.
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Chapter 6

Diamond phononic crystals at

cryogenic temperatures

In this chapter, we discuss phononic crystal resonators in diamond towards realizing a

coherent spin-phonon interface with the SiV center. We present optomechanical crystal

(OMC) cavities in diamond84 that localize highly confined, coupled optical and mechani-

cal modes. These devices were developed following pioneering demonstrations in silicon135

motivated by the presence of color centers that could act as acoustic two level systems.

In our experiments, the optical cavity allows sensitive transduction of mechanical motion

and determination of the mechanical frequency before searching for signatures of resonant

electron-phonon coupling between the SiV and the mechanical mode. The results at this

point are somewhat preliminary. We mainly show high Q-factor GHz frequency mechan-

ical modes in these structures, sufficient to achieve co-operativity ∼1 at 4 K and ≫1 at

100 mK. We also discuss 4 K measurements that would allow characterization of the reso-

nant single phonon coupling rate g to the SiV qubit.
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6.1 Optomechanical crystal cavities

The 1D OMC devices (Figure 6.1a) used in our experiments are designed to co-localize

an optical mode at telecom wavelengths (Figure 6.1b) and GHz frequency acoustic modes

(Figure 6.1c). They were fabricated by Faraday cage angled etching developed previously41.

Detailed discussion of the optical and acoustic band structure of triangular cross section

OMCs is provided in84. In addition, the device shown in Figure 6.1a has a 1D phononic

bandgap mirror section on the left hand side with a bandgap for all acoustic polarizations

at 5 GHz. This section is included to reduce damping of the flapping mode shown in Fig-

ure 6.1c due to leakage of acoustic energy into the bulk through propagating modes of the

OMC at 5 GHz. While these propagating modes are, by design, orthogonal to the defect

mode, they may weakly couple due to fabrication-induced disorder that breaks the sym-

metry properties of the device24,136. The devices are designed to be optically probed in re-

flection mode with a large number of photonic crystal periods forming a strong mirror on

the reflective end (left hand side of Figure 6.1a) and a smaller number of periods forming

a weaker mirror on the transmissive end (right hand side of Figure 6.1a). The transmis-

sive end also has a section of tapered holes to adiabatically transfer the cavity mode into

a waveguide mode with low scattering loss. The diamond waveguide is then gradually ta-

pered to a point over a length of tens of microns to form a coupling section for a tapered

optical fiber which is parked on this section during measurements19. This is similar to the

fiber coupling approach used in Chapter 3 to collect SiV fluorescence with the minor dif-

ference that we use a single mode optical fiber at telecom wavelengths instead. The experi-

ments are carried in a closed cycle helium cryostat at 4K (Appendix I.1).

Our devices feature high Q-factor optical modes (Figure 6.1c) that place us in the re-

solved sideband regime of cavity optomechanics. We observe two high Q mechanical modes

of the structure (Figure 6.1d) by probing the RF power spectrum of light reflected off the

cavity, when the laser is optimally blue detuned from the optical resonance at a detuning

corresponding to these modes. In these measurements, the laser power is kept sufficiently
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low to avoid linewidth narrowing of the mechanical mode from optomechanical backac-

tion20. The modes correspond to the flapping and swelling modes of the structure at ∼5

GHz and ∼8 GHz respectively shown in shown in Figure 6.1c, close to the design values in

FEM simulations. The Q-factor of the flapping mode in particular is comparable to state-

of-the-art silicon OMCs at 4 K137. The cross-sectional strain profiles in the center of the

resonator for both modes are shown in Fig. 6.1c. Using the off-axis magnetic field coupling

scheme outlined in Chapter 5, we estimate that a resonant single phonon coupling rate g

of 0.8 MHz and 1.9 MHz can be achieved with these modes. This requires B-fields of 0.31 T

and 0.47 T respctively aligned along the [001] crystal axis tune the lowest two spin-orbit

ground states of the SiV into resonance with these modes. For the purpose of these esti-

mates, it is also assumed that the SiV experiences zero static strain and is situated at a

depth of 50 nm from the surface for the flapping mode, and at the strain maximum in the

device center for the swelling mode. The presence of static strain will reduce the coupling

rate g according to the scaling of the strain susceptibility shown in Figure 5.2b.

6.2 SiV centers in optomechanical crystals

More recently, we have fabricated OMCs with rectangular cross-section via isotropic etch-

ing of diamond (Fig. 6.2a)43,138. Prior to device patterning, we implant silicon ions through

apertures patterned at locations corresponding to the two central fins of the cavity where

the strain from the ∼9 GHz breathing mode of the structure135 is maximum (Fig. 6.2b).

The masked implantation procedure followed is similar to the one used in Chapter 3 with

the difference that we implant before device patterning to avoid reduction in mechani-

cal Q-factors from high temperature annealing employed to generate SiV centers. In our

devices, we observe breathing modes with Q-factors in the few ten thousands as seen in

Fig. 6.2c. The order of magnitude reduction in mechanical Q factor compared to the angle

etched devices in Fig. 6.1 is most likely due to imperfect etching on the underside of the
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beams, which could induce scattering into propagating modes of the device. These results

correspond to the first iteration of devices from the isotropic etch, and we are optimistic

that Q-factors can be improved over subsequent runs through optimization of the etch pa-

rameters. The spin-phonon coupling rate g is expected to be of the same order of magni-

tude as in the triangular cross section beams, but robust to variations in SiV depth since

the breathing mode has a strain profile that is invariant along the vertical direction (into

the page in Fig. 6.2b). Fig. 6.2d shows the C transitions of an SiV in this device with its

qubit frequency tuned close to the mechanical frequency. We now list measurements that

could be performed at 4 K to infer the spin-phonon coupling rate g.

Detection of the mechanical mode in SiV fluorescence: The presence of a mechan-

ical resonator close to the qubit frequency ωs introduces a single phonon relaxation mech-

anism resonantly enhanced by the mechanical mode. This process, analogous to Purcell

enhancement in optics, can be much faster than the usual two phonon process involving

the upper orbital branch described in Chapter 4. Specifically, we expect the modified re-

laxation rate

Γ′
s = Γs + nthg

2 γ

γ2/4 + (ωs − ωm)2
(6.1)

Here Γs is the bare relaxation rate of the SiV spin, ∼0.4 MHz for a low strain SiV at

4 K with magnetic field aligned along the [001] crystal axis60 and γ is the spin dephasing

rate. When the spin and mechanical mode are exactly in resonance, the resonator-induced

thermalization is 4nthg
2/γ ∼ 25Γs assuming g ∼ 1 MHz. Note that the bandwidth for res-

onator enhanced thermalization is determined by γ ≫ κ. This should lead to a substantial

enhancement in the resonance fluorescence off one of the optical transitions eg. C1 as the

qubit frequency ωs is swept across the mechanical resonance ωm. In Appendix I.4, we show

an attempt at this measurement.

EIT in the SiV ODMR spectrum: The most direct estimate of co-operativity could

be achieved by inferring the depth of an EIT dip formed in the ODMR spectrum of the

qubit transition due to the mechanical mode. The physics of this effect is illustrated in
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Figure 6.3: Schematic for EIT in an ODMR measurement of the spin-resonator system

Fig. 6.3, wherein a microwave drive ΩMW drives the qubit transition while one of the lev-

els is being read out with a laser at the rate Γopt. Spin and mechanical excitations are

exchanged resonantly at the rate g
√
n. Since the resonator is long-lived compared to the

qubit i.e. κ ≪ γ, the spin excitation is shelved in the mechanical mode leading to a dip

in the ODMR spectrum. This effect is analogous to dipole induced transparency in cav-

ity QED139 with the interesting difference that the dark state in our case corresponds to

the resonator being excited instead of the atom. This occurs due to the parameter order-

ing γ ≫ g ≫ κ i.e. the ‘good cavity, bad atom’ regime in contrast with the ‘good atom,

bad cavity’ regime in cavity QED. The extent of the dip scales as 1/(1 + 4g2/κγ) with the

thermal occupation of the mechanical mode nth dropping out since this can be viewed as a

classical effect arising from two coupled oscillators140. Mathematically, in Fig. 6.3, faster

damping ∼ nκ of the state |n⟩ is compensated for by stronger driving ∼
√
ng out of it.
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Chapter 7

Phonon networks with silicon vacancy

centers

In this chapter, we propose and analyze a novel realization of a solid-state quantum net-

work, where SiV centers are coupled via the phonon modes of a quasi-1D diamond waveg-

uide. Quantum states can be encoded in long-lived superpositions of the two lowest spin-

orbit states, the same qubit discussed in previous chapters, while a controlled admixing

of higher orbital states, which are susceptible to strain, gives rise to a strong and tun-

able coupling to phonons. As a result, the qubit state can be converted into a propagat-

ing phonon wavepacket and be reabsorbed efficiently by a distant SiV. Our analysis shows

that high fidelty state transfer can be achieved with realistic experimental parameters.

Apart from quantum information processing, this setup constitutes a novel waveguide

QED platform, where strong-coupling effects between solid-state defects and individual

propagating phonons can be explored at the quantum level.

7.1 Model

We consider a system as depicted in Fig. 7.1, where an array of SiV centers is embedded in

a 1D diamond waveguide. In contrast with the direct qubit-phonon coupling discussed in
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Figure 7.1: An array of SiV defects is embedded in a 1D phonon waveguide. The inset shows the level struc-
ture of the electronic ground state of the SiV center. A tunable Raman process involving the excited state |3⟩
is used to coherently convert the population of the stable state |2⟩ into a propagating phonon, which can be
reabsorbed by any other selected center along the waveguide.

Chapters 5, 6, here we will study a Raman scheme implemented with a driving field (inset

of Fig. 7.1) that will allow us to control the coupling to propagating phonons. With the

notation {|1⟩ ≃ |e−, ↓⟩, |2⟩ ≃ |e+, ↑⟩} and {|3⟩ ≃ |e+, ↓⟩, |4⟩ ≃ |e−, ↑⟩} for the GS spin-orbit

eigenstates separated by ∆/2π ≃ 46 GHz53, we have the following Hamiltonian for a single

SiV center in this setting.

HSiV = ωB|2⟩⟨2|+∆|3⟩⟨3|+ (∆ + ωB)|4⟩⟨4|

+
1

2

[
Ω(t)ei[ωdt+θ(t)] (|2⟩⟨3|+ |1⟩⟨4|) + H.c.

]
,

(7.1)

where a magnetic field B⃗ = B0e⃗z is applied purely along the SiV axis. ωB = γsB0 and

γs is the spin gyromagnetic ratio. The time-dependent driving field with a tunable Rabi-

frequency Ω(t) and phase θ(t) couples the lower and upper states of opposite spin. This

coupling can be implemented either directly with a microwave field of frequency ωd ∼

∆141, or indirectly via an equivalent optical Raman process. The latter method is already

used in experiments to initialize and prepare individual SiV centers in superpositions of |1⟩

and |2⟩58,142.

For the waveguide, we consider a quasi-1D geometry of width w and length L ≫ w. In
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the frequency range of interest (ω/(2π) ∼ ∆/2π ≃ 46 GHz), the waveguide supports trav-

elling phonon modes of frequency ωn,k and mode function u⃗n,k(r⃗) ∼ u⃗⊥n,k(y, z)e
ikx, where k

is the wavevector along the waveguide direction, n is the branch index and u⃗⊥n,k(y, z) is the

transverse profile of the displacement field. The phonons induce transitions between the

orbital states |eg±⟩, and the Hamiltonian for the whole system reads

H =
∑
j

H
(j)
SiV +

∑
n,k

ωn,ka
†
n,kan,k

+
1√
L

∑
j,k,n

(
gjn,kJ

j
+an,ke

ikxj +H.c.
)
.

(7.2)

Here j labels the SiV centers located at positions r⃗j = (xj, yj, zj), J− = (J+)
† = |1⟩⟨3| +

|2⟩⟨4| is the spin-conserving lowering operator and an,k (a†n,k) are the annihilation (cre-

ation) operators for the phonon modes. The couplings gjn,k ≡ gn,k(yj, zj) depend on the

components of the local strain tensor,

ϵabn,k(r⃗j) = 1
2
[ ∂
∂xb
uan,k(r⃗j) +

∂
∂xa

ubn,k(r⃗j)], and can be evaluated for a known transverse mode

profile u⃗⊥n (y, z)143,144. We express the resulting couplings as

gjn,k = d

√
ℏk2

2ρAωn,k

ξn,k(yj, zj), (7.3)

where d/2π ∼ 1 PHz is the strain sensitivity of the orbital states measured in Chapter 2, ρ

the density and A the transverse area of the waveguide. The dimensionless coupling profile

ξn,k(y, z) accounts for the specific strain distribution and ξ(y, z) = 1 for a homogeneous

compression mode.

7.2 From cavity to waveguide QED

For small structures, L ∼ 10− 100µm, w ≲ 200 nm, and group velocities v ∼ 104 m/s, the

individual phonon modes are well separated in frequency, ∆ω/2π ≳ 50 MHz, and the SiV
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Figure 7.2: Phonon waveguide. (a) Acoustic dispersion relation for a triangular waveguide of width w = 130
nm and etch-angle φ = 35o. Symmetric (solid lines) and anti-symmetric (dashed lines) branches with respect to
the vertical mirror-symmetry plane are shown. (b) Normalized displacement profiles of the symmetric phonons
at 46 GHz. (c) The emission rates into the symmetric longitudinal (Γl) and transverse (Γt) polarization modes
at 46 GHz are plotted for different positions of the SiV center within the triangular cross-section. (d) Γl and
fraction (βl) of spontaneous emission into the longitudinal branch for different positions of the SiV center along
the vertical mirror-symmetry axis. For all results, an orientation of the waveguide along the [110] crystal axis
of diamond and SiV centers oriented along [1̄11] and [11̄1], i.e., orthogonal to the waveguide axis, have been
assumed.
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centers can be coupled to a single standing-wave mode with a strength gL = g0
√
λ/L ≈

2π × (4 − 14) MHz, where g0/2π ≈ 105 MHz and λ ≈ 200 nm is the phonon wave-

length. The system dynamics is then governed by a Jaynes-Cummings-type interaction

between phonons and orbital states. In the strong coupling regime, gL > κ = ∆/Q, which

is reached for moderate mechanical quality factors of Q > 104, a coherent exchange of

phonons and defect excitations becomes possible. For longer waveguides, the coupling to

the quasi-continuum of phonon modes is characterized by the resulting decay rate Γj(∆) =∑
n Γj,n(∆) for states |3⟩ and |4⟩, where

Γj,n(ω) = lim
L→∞

2π

L

∑
k

|gjn,k|
2δ(ω − ωn,k). (7.4)

For a single compression mode with u⃗⊥(y, z) ∼ x⃗ and a linear dispersion ωk = vk, we

obtain Γ(ω) = d2ℏω/(ρAv3), which results in a characteristic phonon emission rate of

Γ(∆)/2π ∼ 1 MHz145.

Figure 7.2 summarizes the simulated acoustic dispersion relations and the resulting de-

cay rates for a triangular cross-section waveguide46 of width w = 130 nm. The SiV cen-

ters couple primarily to a longitudinal (l) compression and a transverse (t) flexural mode

with group velocities vl = 1.71 × 104 m/s and vt = 0.73 × 104 m/s, respectively. The

coupling to the other two branches of odd symmetry can be neglected for defects near the

center of the waveguide. Fig. 7.2(c) and (d) show that the rates Γl,t are quite insensitive

to the exact location of the SiV center. However, the fraction of phonons emitted into a

specific branch, βn = Γn/Γ, is significantly below unity as emission is split between a pair

of modes. In optical waveguides146, a value of β < 1 usually arises from the emission of

photons into non-guided modes, which are irreversibly lost. For a phonon waveguide this

is not the case, but the multi-branch nature of the waveguide must be fully taken into ac-

count. In all examples below we assume βl = βt = 0.5, which is most relevant for SiV

defects located near the center of the beam.
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7.3 Generation of a coherent phonon wavepacket

We are interested in the transfer of a qubit state, encoded into the stable states |1⟩ and

|2⟩, between an arbitrary pair of emitting (e) and receiving (r) defects in the waveguide,

(α|1⟩e + β|2⟩e)|1⟩r → |1⟩e(α|1⟩r + β|2⟩r). (7.5)

As shown in Fig. 7.1, this can be achieved by inducing a Raman transition via state |3⟩e to

convert the population in state |2⟩e into a propagating phonon and by reverting the pro-

cess at the receiving center. For low enough temperatures, T ≪ ℏ∆/kB ≈ 2.2 K, such

that all phonon modes are initially in the vacuum state, this scenario is described by the

following ansatz for the wavefunction |ψ(t)⟩ = [α1+βC†(t)]|1̄, 0⟩, where |1̄, 0⟩ is the ground

state with all SiV centers in state |1⟩. C†(t) written out below is the creation operator for

a single excitation distributed between the SiV centers and the phonon modes.

C†(t) =
∑
j=e,r

[
cj(t)e

−iωBt|2⟩j⟨1|+ bj(t)e
−iω0t|3⟩j⟨1|+

∑
n,k

cn,k(t)e
−iω0ta†n,k

]
(7.6)

The central phonon frequency ω0 = ∆j + δj is assumed to be fixed by compensating small

inhomogeneities in the ∆j by the detunings δj = ωj
d − (∆j − ωj

B).

By adiabatically eliminating the fast decaying amplitudes bj, we derive effective equa-

tions of motion for the slowly varying amplitudes ci(t). From this derivation, detailed

in144, we obtain for each qubit amplitude

ċj(t) = −γj(t)
2

cj(t)−
∑
n

√
γj,n(t)

2
e−iθj(t)Φin

j,n(t), (7.7)

where γj(t) =
∑

n γj,n(t) is the effective decay rate of state |2⟩j and

γj,n(t) =
Ω2

j(t)

4δ2j + Γ2
j(ω0)

Γj,n(ω0). (7.8)
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Assuming 0 ≤ Ω(t)/2π < 70 MHz and δ/2π = 100 MHz, this rate can be tuned between

γj = 0 and a maximal value of γmax/2π ≈ 250 kHz, which is still fast compared to the ex-

pected bare dephasing times T ∗
2 = 10 − 100µs of the qubit state 61. At the same time, the

large detuning δ ≫ Γ(∆) ensures that any residual scattering of phonons from an undriven

defect is strongly suppressed.

The last term in Eq. (7.7), where Φin
j,n = Φin,L

j,n + Φin,R
j,n , describes the coupling of an SiV

center to the left- (L) and right- (R) incoming fields Φ
in,R/L
j,n , which themselves are related

to the corresponding outgoing fields by147

Φ
out,R/L
j,n (t) = Φ

in,R/L
j,n (t) +

√
γj,n(t)

2
cj(t)e

iθj(t). (7.9)

Together with Eq. (7.7), these input-output relations specify the local dynamics at each

node and must be supplemented by a set of propagation relations for all fields [cf. Fig. 7.3(a)].

As an example, for xr > xe, the right propagating fields obey Φin,R
r,n (t) = Φout,R

e,n (t− τner)e
iϕn

er ,

where τner = (xr − xe)/vn and ϕn
er = kn(xr − xe) are the respective propagation times and

phases. Reflections at the boundaries lead to a retarded interaction of each center with its

own emitted field. For example, Φin,R
e,n (t) = −

√
RnΦ

out,L
e,n (t − τne )e

iϕn
e , where τne = 2xe/vn

and ϕn
e = 2knxe, and the reflectivity Rn ≤ 1 has been introduced to model losses. The

combined set of time-nonlocal equations for the SiV amplitudes can be solved numerically

for given positions xj and pulses γj,n(t). Since any deterministic phase acquired during the

protocol can be undone by a local qubit rotation, we identify F(t) = |cr(t)|2 with the fi-

delity of the transfer, which exceeds the classical bound for F > 2/3148.

7.4 Quantum state transfer

In Fig. 7.3(b) we first consider constant rates γj,n(t) = γmax/2, in which case a state trans-

fer is achieved over multiple round-trips of the emitted wave-packet. For L ∼ 100µm, the

round-trip times 2L/vn are still short compared to γ−1
max and we recover the standing-wave
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Figure 7.3: State transfer protocol. (a) Schematics showing the relevant fields, retardation times and propa-
gation phases. (b) State transfer fidelity for constant rates γe(t) = γr(t) = γmax. The case of a single reso-
nant mode (red dashed line; ϕt

L = 0, ϕl
L = π) is compared to the off-resonant case (dot-dashed black line;

ϕt
L = ϕl

L = π) for L ∼ 100µm (∆ωt/γmax = 140). The full green line represents the long-waveguide coun-
terpart of the off-resonant scenario, where L ∼ 1 mm (∆ω/γmax = 14). (c)-(d) Protocol using slowly-varying
control pulses (tpγmax = 1) where Φout,L

r,t (t) is completely suppressed. The dashed blue line corresponds to the
long waveguide counter part of the dashed red line. For (b)-(d), the two defects are equally coupled to both
modes, ϕn

e = ϕn
r = π and βn

e = βn
r = 0.5. (e) Plot of the state transfer fidelity for varying positions of the

receiving SiV center. For this plot ϕt
L = ϕl

L = π and a maximal transfer time of 12γ−1
max have been assumed. In

all plots, we considered defects near the boundaries where τe = τr ≈ 0. To illustrate the effect of phonon losses
a boundary reflectivity of R = 0.92 has been assumed, which corresponds to Q ≈ 5× 104 in the cavity limit.
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picture with splittings ∆ωn = πvn/L between consecutive k-modes. When only the trans-

verse mode is resonant, [i.e., ϕt
L = ϕt

e+ϕ
t
r+2ϕt

er = 2πn, while ϕl
L = (2m+1)π] and for max-

imal coupling [ϕl
e = ϕl

r = (2m + 1)π], we observe damped oscillations with a fast frequency

g̃ =
√
γmax∆ωt/2π ≈ 2π × 1.2 MHz and decay rate κ = −∆ω

π
logR ≈ 2π × 0.93 MHz.

This result is expected from a single-mode description of the waveguide144, and is recov-

ered here as a limiting case of our general framework. The losses from multiple imper-

fect reflections at the boundaries can be partially suppressed at the expense of a slightly

slower transfer by detuning the SiV centers from the closest mode by δ0 > g̃. In this

case the SiV centers communicate via an exchange of virtual phonons and κ → κ(g̃/δ0)
2.

For a maximal detuning δ0 = ∆ωt/2, the transfer fidelity scales approximately as F ≃

R − π2/(8T ∗
2 γmax)

110. For T ∗
2 ≈ 100µs and R > 0.99, which can be achieved, for example,

by phononic Bragg mirrors84, gate fidelities of F ≳ 0.99 are possible.

As illustrated by the solid line in Fig. 7.3(b), the simple cavity picture fails for longer

waveguides, where multi-mode and propagation effects become non-negligible. In Fig. 7.3(c)

we illustrate a more general and more robust protocol, where the phonons ideally travel

the waveguide only once. Here, the emission is gradually turned on with a fixed pulse

γe(t)/γmax = min{1, e(t−5tp)/tp}, while γr(t) and θr(t) are constructed numerically by mini-

mizing at every time step the back-reflected transverse field |Φout,L
r,t |. For slow pulses, γmaxtp ≫

1, a perfect destructive interference between the field reflected from the boundary and the

field emitted by the receiving center can be achieved, i.e., Φin,L
r,t (t) +

√
γr,t(t)/2cr(t)e

iθr(t) =

0. For a single branch (βt = 1) this results in a complete suppression of the signal trav-

eling back to the emitting center so that for R = 1 and negligible retardation effects, a

perfect state transfer can be implemented98,149,150,151. Fig. 7.3(c) shows that this approach

also leads to high transfer fidelities under more general conditions, where all propagation

effects are taken into account and multiple independent channels participate in the trans-

fer. Importantly, since there are no resonances building up, this strategy is independent of

L and can be applied for short and long waveguides equally well.
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In the examples shown in Fig. 7.3(b)-(d), the SiV centers are placed at positions near

the ends of the waveguide, where the effective emission rate

γ̃j,n(t) = 2γj,n(t) sin
2(ϕn

j /2)
152 into both modes is maximal. Fig. 7.3(e) shows the achiev-

able transfer fidelities when the position of the receiving center is varied over several wave-

lengths. We observe plateaus of high fidelity extending over ∼ 100 nm, interrupted by a

few sharp dips arising from a complete destructive interference, i.e. ϕr ≈ π. This position

insensitivity, even in a multi-channel scenario, can be understood from a more detailed in-

spection of the outgoing fields Φout,L
r,l

144 and makes the transfer protocol consistent with

uncertainties of δx < 50 nm achieved with state-of-the-art implantation techniques13.

7.5 Conclusion

We have shown how an efficient coupling between individual SiV centers and propagat-

ing phonons in a diamond waveguide can be used to realize a chip scale quantum network.

By employing direct spin-phonon couplings in the presence of a transverse magnetic field

as discussed in Chapter 5 or defect-phonon interactions in other materials33,125,153, many

of the described techniques could also be adapted for lower phonon frequencies ∼ 5 − 10

GHz, where advanced dispersion engineering techniques for phonons using phononic crys-

tals are readily available. The use of phononic crystals in particular allows for single mode

waveguides154. Control of phonon emission and absorption in this case could be achieved

through local bias magnetic fields which tune the spins selectively in and out of resonance

with a phononic band edge155. When combined with local control operations involving ad-

jacent nuclear spins as quantum memories156,157, the set of all these techniques provides

a realistic approach for a scalable quantum information processing platform with spins in

solids.
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Appendix A

NV cantilever sample fabrication

Single crystal electronic grade bulk diamond chips (4mm x 4mm) from Element Six Ltd

are implanted with 14N ions at an implantation energy of 75 keV, and a dose of 6 × 1011

/cm2. This yields an expected depth of 94 ± 19 nm calculated using software from Stop-

ping and Range of Ions in Matter (SRIM). Subsequently, NVs are created by annealing the

samples in high vacuum (< 5 × 10−7 torr). The temperature ramp sequence described in74

is followed with a final temperature of 1200oC, which is maintained for 2 hours. After the

anneal, the samples are cleaned in a 1:1:1 boiling mixture of sulfuric, nitric and perchlo-

ric acids to remove a few nm of graphite generated on the surface from the anneal. Can-

tilevers are then patterned using e-beam lithography, and etched using reactive ion beam

angled etching92. Post-fabrication, we repeat the tri-acid cleaning treatment to partially

repair etch-induced damage, and perform a piranha clean to ensure a predominantly oxy-

gen terminated diamond surface (diagnosed by X-ray photoelectron spectroscopy (XPS)),

which is beneficial for NV photostability74,75.
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Appendix B

Silicon vacancy center: strain

response theory

B.1 Group theoretical description of strain response

The response of the electronic levels of trigonal point-defects in cubic crystals to lattice de-

formations was treated theoretically by Hughes and Runciman95. A solution of this prob-

lem for the specific case of the SiV has been previously carried out using group theory53

with some errors. Here, we reconcile these two treatments, and present a model for the re-

sponse of the SiV electronic levels to strain (and stress). In what follows, we use x, y, z to

refer to the internal basis of the SiV (see inset of Fig. 2.1(b). eg. for a [111] oriented SiV,

we have x : [1̄1̄2], y : [1̄10], z : [111]), and X,Y, Z to refer to the axes of the diamond crys-

tal, i.e. X : [100], Y : [010], Z : [001]. We use σ and ϵ for the stress and strain tensors in

the SiV basis, and σ̄ and ϵ̄ to refer to them in the crystal basis. We also neglect the spin

character of the states involved, since we are only concerned with changes to the Coulomb

energy of the orbitals.

When the applied stress is small, in the Born-Oppenheimer approximation, the effect of

lattice deformation is linear in the strain components and is captured by a Hamiltonian of
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the form95 -

Hstrain =
∑
ij

Vijϵij (B.1)

Here i, j are indices for the co-ordinate axes. Vij are operators corresponding to partic-

ular stress components, and act on the SiV electronic levels. Group theory can be used to

rewrite this Hamiltonian in terms of basis-independent linear combinations of strain com-

ponents adapted to the symmetries of the SiV center. Each of these combinations can be

viewed as a particular ‘mode’ of deformation, and the effect of each mode on the orbital

wavefunctions, each with its own symmetries can be deduced using group theory. More

technically, such deformation modes are obtained by projecting the strain tensor onto the

irreducible representations of D3d, the point group of the SiV center.95 This transforma-

tion gives

Hstrain =
∑
r

Vrϵr (B.2)

where r runs over the irreducible representations. Deducing the operators Vr simply re-

quires computing the direct products of irreducible representations.53 It can be shown that

strain and stress tensors transform as the irreducible representation, A1g + Eg
53 which

has even parity about the inversion center of the SiV. Since the ground states of the SiV

transform as Eg (even), and the excited states transform as Eu (odd), lattice deformations

do not couple the ground and excited states with each other to first order. As a result,

we can describe the response of the ground and excited state manifolds independently. In

particular, Hstrain is identical in form for both manifolds, but will involve different numer-

ical values of strain-response coefficients. Therefore, we drop the subscripts g and u used

to refer to the ground and excited states, and simply work in the doubly-degenerate ba-

sis {|ex⟩, |ey⟩}. The interaction Hamiltonian can be shown to comprise three deformation
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modes -

Hstrain = α

1 0

0 1

+ β

−1 0

0 1

+ γ

0 1

1 0

 (B.3)

The components α, β, γ corresponding to ϵr in Eq.B.2 are given by the following linear

combinations95

α = A1(ϵ̄XX + ϵ̄Y Y + ϵ̄ZZ) + 2A2(ϵ̄Y Z + ϵ̄ZX + ϵ̄XY )

β = B(2ϵ̄ZZ − ϵ̄XX − ϵ̄Y Y ) + C (2ϵ̄XY − ϵ̄Y Z − ϵ̄ZX)

γ =
√
3B(ϵ̄XX − ϵ̄Y Y ) +

√
3C (ϵ̄Y Z − ϵ̄ZX)

The coefficients A1,A2,B,C completely determine the strain-response of the {|ex⟩, |ey⟩}

manifold. It can be shown that α transforms as A1g, and {β, γ} transform as {Egx, Egy}.

To gain more physical intuition for these three deformation modes, we can write α, β, γ

in the SiV basis using the unitary transformation R = Rz(45
◦)Ry(54.7

◦), where Rz(θ),

and Ry(ϕ) correspond to rotations by θ and ϕ about the z- and y-axes respectively. Upon

transformation, we get

α = t⊥(ϵxx + ϵyy) + t∥ϵzz ≡ ϵA1g

β = d(ϵxx − ϵyy) + fϵzx ≡ ϵEgx (B.4)

γ = −2dϵxy + fϵyz ≡ ϵEgy

Here t⊥, t∥, d, f are the four strain-susceptibility parameters. They are related to the

original stress-response coefficients of Hughes and Runciman95 according to the expres-

sions in Table B.1. Further, to explicitly indicate the symmetries of these deformation
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Table B.1: Various strain-modes, and their susceptibilities in terms of the Hughes-Runciman stress-
response coefficients95. The constants cij are the elastic modulus components of diamond - c11=1075 GPa,
c12=149 GPa, c44=567 GPa158.

Strain term Susceptibility Relation to Hughes-Runciman coefficients
ϵxx + ϵyy t⊥ (c11 + 2c12)A1 − c44A2

ϵzz t∥ (c11 + 2c12)A1 + 2c44A2

ϵxx − ϵyy d (c11 − c12)B + c44C
ϵxy −2d

ϵzx f
√
2 (c44C − 2(c11 − c12)B)

ϵyz f

modes, we hereafter switch to the notation ϵA1g for α, ϵEgx for β, and ϵEgy for γ in line

with the description in Eq. (B.2).

At this juncture, we contrast Eqs. (B.4) with the recent results in Ref.53 (Eqs. 2.80-

2.82). Our analysis predicts a non-zero response to uniaxial strain along the high symme-

try axis ϵzz in A1g deformation, and to the shear strains ϵzx and ϵyz in Eg deformations.

The origin of nonzero response to ϵzz in particular is discussed in the next section.

B.2 Extraction of strain susceptibilities

To extract all the values {t⊥, t∥, d, f} for both ground and excited state manifolds, in prin-

ciple, strain needs to be applied at least in three different directions for a given SiV. This

procedure gives a set of overdetermined equations in these parameters.95 However, the de-

vices in this study can only induce two types of strain profiles as shown in Fig. 2.3(c) and

(d). In particular, for a given SiV in either the ‘axial’ or the ‘transverse’ class, the relative

ratio between strain-tensor components remains constant when voltage applied to the can-

tilever is swept. This condition makes it difficult to estimate the relative contributions of

t∥ and t⊥ to ϵA1g , and of d and f to ϵEg .

To get around this issue, we follow an approximate approach. From Fig. 2.3(d), we ob-

serve that in the case of an axial SiV, ϵzz ≫ (ϵxx + ϵyy) is always true. Therefore, we can

use the response of the axial SiV in Fig. 2.2(b) to approximately estimate
(
t∥,es − t∥,gs

)
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by neglecting (ϵxx + ϵyy) in Eq. (2.5). Fig. 2.3(f) plots the mean ZPL frequency of the ax-

ial SiV in Fig. 2.2(b) vs. ϵzz estimated from FEM simulation. The slope of the linear fit

yields
(
t∥,es − t∥,gs

)
.

(
t∥,es − t∥,gs

)
= −1.7±0.1PHz/strain (B.5)

Likewise, in the case of the transverse SiV in Fig. 2.3(c), we can conclude that |ϵxx −

ϵyy| ≫ max{ϵzx, ϵyz, ϵxy}. With this class of SiVs, we can approximately estimate {dgs, des}

by neglecting {ϵzx, ϵyz, ϵxy} in Eqs. (2.6,2.7). The significant strain term then is |ϵxx − ϵyy|.

Fig. 2.3(e) fits the GS and ES splittings of the transverse SiV in Fig. 2.2(a) vs. |ϵxx − ϵyy|

estimated from FEM simulation. Fitting yields

dgs = 1.3±0.1, des = 1.8±0.2 PHz/strain (B.6)

Once we extract
(
t∥,es − t∥,gs

)
from an axial SiV, we can use this value to further extract

(t⊥,es − t⊥,gs) by fitting Eq. (2.5) to the tuning behavior of the mean ZPL frequency of the

transverse SiV. This procedure yields

(t⊥,es − t⊥,gs) = 0.078±0.009PHz/strain (B.7)

We immediately note that
(
t∥,es − t∥,gs

)
is more than an order of magnitude larger than

(t⊥,es − t⊥,gs). This implies that ϵzz tunes the mean ZPL frequency much more effectively

than (ϵxx + ϵyy). This can be intuitively explained by examining the spatial profile of the

GS and ES orbitals (Table 2.7 of Ref.53). Since the GS and ES correspond to even (g) and

odd (u) eigenstates of SiV’s D3d point symmetry group respectively, the charge density

distributions of the orbitals egx, eux (and egy, euy) are similar in any transverse plane nor-

mal to the z-axis. As a result, we would expect that the common mode energy shift re-

sulting from the strain-mode ϵxx + ϵyy is very similar for the GS and ES manifolds, i.e.

t⊥,gs ≈ t⊥,es. On the other hand, the energy shift from ϵzz is expected to have opposite
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signs for the GS and ES manifolds due to the change in wavefunction parity along the z-

axis.

As the last step, we estimate the values fgs, fes. This is done by substituting the fitted

values of dgs and des from Eq. (B.6) in Eqs. (2.6,2.7), which then become single variable

expressions in fgs, fes respectively. The resulting expressions can be fit to the response of

the axial orientation SiV, which experiences significant ϵyz (see Fig. 2.3(d)). This gives

fgs = −1.7± 0.1, fes = −3.4± 0.3 PHz/strain (B.8)

The above error bars for the strain susceptibility parameters are a sum of standard devi-

ations from the fit procedure and from straggle in the SiV implantation depth (10% from

SRIM calculations). We note that additional error might arise due to the fact that the de-

vice geometry cannot be replicated exactly in FEM simulations for strain estimation.
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Appendix C

SiV cantilever sample fabrication and

device design

C.1 Fabrication

The diamond NEMS (nano-electro-mechanical system) device used in Chapters 2, 4, 5 was

fabricated in three steps in the following order: (i) fabrication of bare diamond cantilevers,

(ii) creation of silicon vacancy color centers, and (iii) deposition of electrodes. We use

commercially available, ⟨100⟩-cut, ultra-high purity, single-crystal diamond (type IIa, ni-

trogen concentration less than 5 ppb) synthesized by chemical vapor deposition (CVD)159.

Cantilevers are fabricated in two steps. First, diamond with patterned electron-beam

resist is etched vertically with oxygen plasma39. These vertically-etched structures are

then made free-standing by etching the sample at a tilted angle. Specifically, we employ

an oxygen-plasma assisted ion-milling process in which the sample is mounted at an an-

gle that is manually adjustable within a few degrees of precision. An illustration of this

process, and the resulting suspended structure is schematically shown in Fig. C.1(a).The

etching occurs over a period of a few hours, during which the stage is rotated constantly.

Further discussion of these techniques can be found in41,92.
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After cantilever fabrication, silicon ions (Si+) are implanted at target spots on the can-

tilevers using a custom focused-ion-beam (FIB) system at Sandia National Labs. The spot

size of the ion-beam on the sample is 40 nm, and is expected to determine the lateral pre-

cision of the implantation procedure. The beam energy is chosen to be 75 keV, which is

predicted to yield a mean implantation depth of 50 nm with a straggle of 10 nm accord-

ing to Stopping and Range of Ions in Matter simulations. Further details of the FIB im-

plantation procedure can be found in13,56. After FIB implantation, the sample is sub-

jected to a tri-acid clean (1:1:1 sulfuric, perchloric, and nitric acids), and a three-step high-

temperature high-vacuum annealing procedure74,93 in an alumina tube furnace. The an-

nealing sequence followed comprises steps at 400◦C (1.5◦C per minute ramp, 8 hour dwell

time), 800◦C (0.5◦C per minute ramp, 12 hour dwell time), and 1100◦C (0.5◦C per minute

ramp, 2 hour dwell time). During the entire procedure, the pressure is maintained below

5 × 10−7 torr. Annealing generates a small amount of graphite on the diamond surface,

which is subsequently etched away by a tri-acid clean. Following this step, we perform a

cleaning in piranha solution to ensure a high level of oxygen-termination at the diamond

surface. With regards to conversion efficiency, we implant approximately 50 Si+ ions per

target spot on the sample, and typically generate 1-3 SiVs at each spot after annealing.

Subsequently, electrode patterns are made by a conventional bi-layer PMMA process

followed by metal evaporation. Since the distance between the top surface of the can-

tilever and the bottom substrate is approximately 4µm, bi-layer PMMA is spun multiple

times until the cantilevers are buried completely. Patterns are written by electron-beam

lithography, and metals are evaporated to define the electrodes. Detailed fabrication steps

are schematically shown in Fig. C.1(b). Here, the triangle represents the cantilever, and

the pedestal to the right of the triangle is the location of the bonding pad for electrical

contact. The bi-layer PMMA process is repeated twice - first, to define the bonding pad,

and second, to define the electrode pattern near the cantilever. This is because, we use a

200 nm thick gold layer for the bonding pad, but only a 10 nm thick tantalum (Ta) layer
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Figure C.1: (a) Schematic of oxygen-plasma assisted ion-milling process for angled-etching of diamond can-
tilevers. The ion beam is directed at the diamond sample, with a vertically-etched device pattern. The tilted
stage is continuously rotated during the etching process. After the cantilevers are freely standing, the etch-mask
is stripped. (b) Fabrication process for the placement of electrodes. First, the coarsely aligned bonding pad
is defined with a bi-layer PMMA process followed by gold evaporation. Then the same process is repeated to
define tantalum electrodes near cantilevers, but with better alignment precision. Conductive layer (ESPACER
300Z) on top of the cantilever is helpful for precise alignment. (c) SEM image of the complete chip showing
connection between the bonding pad and electrodes on top of the cantilevers.

for the cantilever electrodes. Fig. C.1(c) shows the scheme to connect electrodes on top of

the cantilevers to the bonding pad on the diamond pedestal. Electrodes on the substrate

below the cantilevers are connected to a second bonding pad (not shown in the figure)

that is directly on the surface of the diamond.

We now discuss the choice of 10 nm tantalum film for our cantilever electrodes. For five

different metals we have tested as a cantilever electrode material (aluminium, chromium,

copper, titanium and tantalum), our device always shows a continuous, non-zero leakage-

current upon applying voltage. While the exact reasons for this leakage-current on our

sample, in particular, are unknown, there have been numerous studies on the surface con-

ductivity of diamond under various conditions160. For aluminium, chromium, copper and

titanium, this leakage current destroys the electrode when a high voltage (in the few hun-
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dred volts range) is applied. The destruction of electrodes appeared to be the result of

melting or bursting of the thin metal film, likely caused by Joule heating161. Tantalum

is one of the metals with the highest melting and evaporation points among those available

for e-beam evaporation. We find that devices with tantalum electrodes are robust enough

to operate at very high applied voltage (∼600 V across an electrode gap of approximately

4µm, which corresponds to an electric-field of 1.5 MV/cm). The thickness of tantalum is

kept below 10 nm in order to avoid thin film-induced stress in the cantilever, which leads

to pre-strained SiV centers.

C.2 Device design

An important figure of merit for our NEMS device is the maximum achievable strain at

the location of SiV. In this section, we discuss two key design aspects that need to be con-

sidered towards this goal: (i) ‘pull-in instability’, and (ii) practical limits for high voltage

operation.

Pull-in instability is a well-known phenomenon for an electrostatic actuator made with

a parallel plate capacitor as shown in Fig. C.2(a). In these devices, voltage is applied to

induce an electrostatic force between two plates, where either one or both of them are

free to move. Upon applying a voltage, the capacitor deforms until it reaches equilibrium,

when there is a balance between the electrostatic force, and the restoring force exerted by

the elasticity of the material. The net force acting on the free top plate in Fig. C.2(a) can

be modeled as

F (x, V ) = −∂U(x, V )

∂x
=

1

2
εA

V 2

(d− x)2
− kx (C.1)

where x is the displacement of the plate, U(x, V ) is the potential energy and ε is the

permittivity of the material between the two plates. A is the area of the capacitor, V is

the voltage applied, d is the distance between the two plates at 0 V, and k is the spring
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constant, respectively. By integrating equation (C.1), we can calculate U(x, V ) at various

voltages as shown in Fig. C.2(b). The local minimum in the potential represents a condi-

tion of stable equilibrium. As the voltage is increased, the local minimum shifts towards

the bottom plate, indicating that the top plate gets displaced downwards, thereby reduc-

ing the capacitor gap. When the voltage changes from 3V0 to 4V0 in the Fig. C.2(b), the

stable local minimum disappears. This occurs, when the top plate is displaced by about

one-third of the initial gap between the two plates, i.e. when x = d/3. At this point, the

system reaches a condition in which the top plate snaps down to the bottom plate. Our

device is a slight variation of this conceptual model, and hence, the maximum deflection of

our cantilever will be limited by pull-in instability (but not at exactly x = d/3).
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Figure C.2: (a) Illustration of a parallel plate capacitor with one freely movable plate (top), and one fixed
plate (bottom). The top electrode can be actuated by applying a voltage. (b) Potential energy of the system
in (a) with the different voltages. The stable minimum in the potential disappears, when the system reaches
the condition of pull-in instability at a voltage of 4Vo. (c) FEM simulation of the strain-component along the
long-axis of the cantilever (most dominant strain-tensor component) near the clamp of the cantilever (inset).
Turnaround points in the graph represent pull-in instabilities.

A 3D finite element method (FEM) calculation can be used to simulate pull-in instabil-

ity accurately for complex structures162. Typically, a simulation can be run by setting a

particular voltage on the electrode, and solving for the resultant deformation of the struc-

ture, thereby arriving at the strain profile inside the cantilever. One can also run the in-
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verse of this procedure. By setting a target displacement of the cantilever tip, the voltage

required to achieve this displacement can be calculated. Such an inverse calculation can

help arrive at the condition for pull-in instability. Fig. C.2(c) shows the results of a sim-

ulation run so as to solve this inverse problem. Strain at the SiV location is plotted as a

function of the voltage for different cantilever lengths. Turnaround points represent the

pull-in instability condition at which both the displacement of the cantilever-tip and the

applied voltage reach the maximum value possible before the cantilever snaps down. Fig.

C.2(c) provides two important conclusions: First, for a given voltage, longer cantilevers

provide larger strain for a given voltage, because they have a smaller spring constant. Sec-

ond, the maximum attainable strain is higher for shorter cantilevers, because they reach

the pull-in instability condition at a higher voltage. Therefore, shorter devices are pre-

ferred to generate high strain, when arbitrarily high voltage can be applied.

In practice, however, there are mechanisms that limit the maximum possible voltage e.g.

Townsend breakdown, field emission and surface current163,164,165, all of which can be sig-

nificant depending on experimental conditions. With the fabrication method described

in Section C.1, our devices could be operated safely up to voltage as high as 600 V un-

der high vacuum (∼ 10−7 torr) at cryogenic temperature (4 K). Given that the minimum

electrode gap is 4µm, this condition corresponds to an electric field of approximately 1.5

MV/cm. Experiments described in Section D.4 are carried out in a helium closed-cycle

cryostat with the sample surrounded by helium exchange gas at a pressure of 1 mbar. Un-

der these conditions, we observed safe operation up to 500 V. The maximum voltage in

this setup is thought to be limited by dielectric breakdown of helium gas.

Considering all the design limitations discussed above, we chose cantilevers of width 1.2-

1.3µm and length 25-30µm for the experiments in this work.
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Appendix D

Silicon vacancy strain tuning:

experimental methods

D.1 Strain-dependent photoluminescence measure-

ments

The sample is cooled down to a nominal temperature of 6 K inside a Janis ST-500 contin-

uous helium-flow cryostat. The cryostat is mounted under a home-built scanning confocal

microscope with a 0.9 NA 100×, 1 mm working distance objective (Olympus MPLFLN

100X) housed inside the cryostat. SiV centers are identified via non-resonant excitation

with a 703 nm laser diode (Thorlabs LP705-SF15), and collection of zero-phonon-line (ZPL)

fluorescence in a narrow bandwidth of 10 nm around 737 nm. For resonant photolumines-

cence excitation (PLE) of ZPL transitions, we use a tunable continuous-wave Ti-sapphire

laser (M-Squared Solstis), and collect the resulting fluorescence in the phonon-sideband

(above 750 nm). Mode-hop-free tuning of the laser is achieved over the scan range of in-

terest by using feedback from a wavemeter (High Finesse WS7). A CW 532 nm laser is

periodically pulsed using an acousto-optic modulator (Crystal Technology 3080) to main-

tain the negative charge state of SiV(-) centers56. Collected fluorescence (gated off during
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green excitation) is sent to an avalanche-photodiode to measure the photon-count rate.

DC voltage for cantilever-deflection is supplied from a Stanford Research Systems PS300

high-voltage source. As an added precautionary measure, the weak leakage-current in the

circuit (typically below 100 nA) discussed in Section C.2 is monitored via a Keithley 2400

source-meter. Strain-response measurements involve taking resonant excitation spectra as

the voltage applied to the device is steadily increased. Strain corresponding to the applied

voltage is estimated through finite element method (FEM) simulations as described in Ap-

pendix C.

D.2 High strain SiV centers

With our device we can tune the splitting of the orbitals in the GS manifold from 46 GHz

to typically up to 500 GHz. In the best case, we reach 1.2 THz by generating uniaxial strain

of ∼ 10−3 in a cantilever at a voltage of 600 V. Example spectra showing extreme strain-

tuning into the THz regime are shown in Figure D.1. At high strain, as ∆gs ≫ kBT ∼80 GHz

at T=4 K, population in the upper branch of the ground-state manifold decreases expo-

nentially, while the population in the lower branch correspondingly increases to near-unity.

As a result, with increasing strain, the B and D transitions become weaker in intensity,

and eventually vanish. Simultaneously, the linewidth of the A transition increases ow-

ing to increasingly rapid phono emission in the excited state from the upper branch to

the lower branch. On the other hand, as the C transition connects the lower branches in

ground and excited states, its linewidth is not affected as strongly by phonon-mediated

processes, and is measured to be relatively unchanged with strain (See Appendix G). The

C transition also becomes brighter at high-strain due to near-unity population in the lower

ground state branch.

While the high-strain spectra only reveal A and C transitions, the difference in their fre-

quencies gives us the excited-state splitting ∆es exactly. Since the same strain-components
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Figure D.1: Tuning of PLE spectrum of a transverse SiV subject to high strain. Voltage applied to the device
is indicated next to each spectrum. y-axis shows ground-state splitting ∆gs corresponding to the spectrum
estimated using the procedure detailed in the text. Dashed lines correspond to modeled strain-response of the
four optical transitions.
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are responsible for increasing ∆gs and ∆es, we can use the strain-susceptibilities in Chapter

2 to estimate ∆gs. Using this procedure, for the highest strain condition in Figure D.1, we

infer ∆gs = 1.2 THz.

D.3 Orbital thermalization measurements

We use time resolved pump-probe fluorescence to characterize the phonon processes in the

GS. In this method, two consecutive laser pulses resonant with the D transition are used

to, first initialise GS orbital population in the lower branch, and after a set delay τ , read-

out population in the upper branch. A schematic of the pulse sequence, and an example of

a resulting fluorescence time-trace are shown in Fig. D.2. By repeating this sequence for

steadily increasing pump-probe delay τ , we measure the rate at which the GS population

relaxes towards thermal equilibrium due to resonant phonons.
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Figure D.2: Time-resolved fluorescence signal in pump-probe measurement for a delay τ = 50 ns between the
two laser pulses. The laser is resonant with the D transition, and optically pumps the GS population into the
lower spin-orbit branch over a timescale of few ns. After time τ , the fluorescence signal from the probe pulse
has a leading edge determined by the population in the upper GS branch. The decay rates between the GS
branches - γup due to phonon-absorption, and γdown due to phonon-emission - are also shown.
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D.3.1 Experimental setup

The pump-probe pulse sequence described above is implemented by pulsing our resonant-

excitation laser with a Mach-Zehnder intensity electro-optic modulator (EO Space AZ-

AV5-5-PFA-PFA-737) driven by a digital-delay generator with rise- and fall-times of 2 ns

(SRS DG645). Over the course of the measurements, the operation point of the inten-

sity electro-optic modulator (EOM) is stabilized against long-term drifts with continuous

feedback on the DC-bias voltage. The feedback loop is implemented with a lock-in ampli-

fier (SRS SR830) generating a low-frequency (1 KHz) modulation of the DC-bias voltage.

Photon-count pulses from the single-photon-detector are time-tagged on a PicoHarp 300

module triggered by the delay-generator. The laser frequency itself is stabilized by contin-

uous feedback with a wavemeter (High Finesse WS7).

D.3.2 Extraction of thermalization rate

Figure D.3: Fluorescence time-traces for various pump-probe delays between τ=5 ns to 70 ns taken at GS-
splitting ∆gs=46 GHz. x-axis is time in ns, and y-axis is photon counts integrated over multiple iterations of
the pulse sequence.

Example data from implementing the pulse sequence in Fig. D.2 for various pump-probe

delays is shown in Fig. D.3. This data can be interpreted and processed to yield a GS-
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population thermalization curve as follows. As shown in Fig. D.4a, the leading edge of

the first fluorescence signal corresponds to thermal population p2,th in the upper branch

of the GS. Upon switching on the pump pulse, this decays to a residual value p2,opt de-

termined by the competition between the optical pumping rate (above saturation, this is

simply the decay rate γe from the excited state) and the rates γup, γdown. After time delay

τ , the leading edge of the probe fluorescence signal corresponds to partially recovered pop-

ulation p2(τ) due to thermalization. We can describe the population recovery in the upper

GS branch as

(p2(τ)− p2,th) = (p2(τ)− p2,opt) exp [− (γup + γdown) t] (D.1)
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Figure D.4: (a) Fluorescence time-trace for τ=50 ns from Fig. D.3 showing relevant quantities related to the
population in the upper GS branch. (b) Thermalization curve constructed by extracting the normalized change
in photon-counts for various pump-probe delays τ . Solid line is an exponential fit.

In particular, we calculate the normalized change in photon-counts,

(p2(τ)− p2,th) / (p2(τ)− p2,opt) from each measurement in Fig. D.3, and carry out an ex-

ponential fit in Fig. D.4b to extract (γup + γdown). Repeating this experiment for various

values of GS-splitting ∆gs, we arrive at Fig. 4.2c.

From the optical-pumping fluorescence signal, we can define a pumping efficiency
(
1− p2,opt

p2,th

)
.

This describes the ability of the pump pulse to initialize GS population in the lower GS
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Figure D.5: (a) Experimentally measured optical-pumping efficiency (see text for definition) versus GS-
splitting ∆gs. (b) Theoretically estimated optical-pumping efficiency using a three-level rate equations model.
We assume optical pumping above saturation, GS thermalization rates, γup and γdown to follow the model in
Appendix E, excited state decay rate γe = 90 MHz, branching ratio into the lower GS branch = 0.5.

branch by acting against the thermalization process. As the GS-splitting ∆gs is increased,

we find that the pumping-efficiency decreases in Fig. D.5. This can be attributed to the

downward thermalization rate γdown rapidly increasing with ∆gs as discussed in Appendix

E. At large ∆gs, the optical pumping rate, Ropt, which is ∼ γe, the excited state decay rate

cannot substantially outweigh γdown. As a result, the GS population cannot be optically

polarized better than the level dictated by thermal equilibrium. This makes it impractical

to measure the thermalization rate beyond a certain ∆gs using the pump-probe technique.

In our experiments, we measure up to ∆gs = 110 GHz.

D.4 SiV spin measurement techniques

D.4.1 Experimental setup

The sample is cooled down to a temperature of 3.8 K inside a closed cycle liquid helium

cryostat (Attodry 1000). It is placed in a dip stick, in which helium gas (pressure ∼ 1mbar)

acts as an exchange gas. Two superconducting coils surrounding the sample chamber can

be used to apply a magnetic field along two orthogonal axes, up to 8 T vertically and up to

2 T horizontally. DC voltage for cantilever-deflection is supplied by a high-voltage source
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(Stanford Research Systems PS310/1250V-25W). As an added precautionary measure de-

scribed in Section D.1, the weak leakage-current in the circuit (typically below 100 nA)

is monitored via a Keithley 2400 source-meter. The optical part of the setup consists of

a home-built confocal microscope mounted on top of the cryostat, and a microscope ob-

jective (NA = 0.82) inside the sample chamber. The sample is mounted on piezoelectric

stages (Attocube ANPx101 and ANPz101) allowing to position the sample with respect to

the objective. Non-resonant excitation of SiVs is performed using a diode laser at 660 nm

(Laser Quantum Ventus), while resonant excitation is achieved with a tunable diode laser

around 737 nm (Toptica DLpro). The frequency of the latter is stabilised through continu-

ous feedback from a wavemeter (High Finesse WSU).

D.4.2 Coherent-population-trapping

For coherent population trapping (CPT), sidebands are generated on the resonant excita-

tion laser using an EOM (Photline NIR-MX800) connected to a tunable microwave source

(Rhode&Schwarz SMF 100A). Fluorescence from the emitters is collected through the mi-

croscope objective. A 750 nm long-pass filter in the confocal microscope allows collection

of the phonon-sideband emission from SiV− centres, filtering out the laser excitation. This

emission is then sent to an avalanche photodiode (APD) (Excellitas). This measurement is

repeated for different values of ground state splitting, the results of which constitute Fig.

4.3 of the main text.

D.4.3 Calibration of ground and excited state splittings with ap-

plied voltage at high strain

The ground state splitting can be measured directly by considering the energy difference

between the C and D transitions. Due to the presence of other SiV− centres generated at

the same spot due to the FIB implantation procedure, measuring this energy difference be-
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Figure D.6: SiV ground state splitting (left), and excited state splitting (right) measured as a function of volt-
age applied to the cantilever. Error bars are smaller than the dots and correspond to the standard deviation on
the frequency difference between C and D transitions estimated from Lorentzian fits.

tween C and D transitions through non-resonant PL spectra is impractical. At the same

time, simultaneous detection of C and D transitions through resonant excitation is not

possible at high strain, since the thermal population in upper GS branch becomes negli-

gible as discussed in Section D.1. To overcome this limitation, we resonantly excite tran-

sition A of the SiV center being studied, and record the spectrum of transitions C and D

on a spectrometer after having filtered out the resonant laser with a monochromator. The

spectra are then fitted with two Lorentzian functions to extract the value of the ground

state splitting, as shown in Figure D.6. Likewise, the excited state splitting (also shown in

the figure) can be derived as the difference between the frequencies of transitions A and C

in this measurement.
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Appendix E

SiV thermal relaxation models

E.1 Orbital relaxation

E.1.1 Theory

Due to the nature of the strain interaction, phonons that are resonant with the ground

state splitting ∆gs can directly drive the orbital transition. The transition rates driven by

the continuum of lattice phonon modes can be calculated using Fermi’s golden rule59 to

get:

γup(∆gs) = 2πχρ∆3
gsnth(∆gs) (E.1)

γdown(∆gs) = 2πχρ∆3
gs(nth(∆gs) + 1) (E.2)

where ρ is a constant proportional to average speed of sound in bulk, nth is the number

of thermal phonons per mode and χ is the interaction frequency for a single phonon. In

these expressions, the first term in the product, 2πχρ∆3
gs corresponds to the mean-squared

single-phonon coupling rate multiplied with the DOS at the GS splitting ∆gs, while the

second term corresponds to the thermal occupation of each mode. Fig. E.1 shows plots of
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the calculated dependence of upward and downward rates on ∆gs at temperature T = 4K.

We observe that the upward rate shows a non-monotonic behavior, approaching its max-

imum value around h∆gs ∼ kBT . The increasing DOS term dominates in the regime

h∆gs < kBT , and causes γup to increase. However, when h∆gs ≫ kBT , the thermal occupa-

tion of the modes behaves as nth(∆gs) = exp
(
−h∆gs

kBT

)
. This exponential roll-off dominates

the polynomially increasing DOS, and causes γup to decrease at higher strain. In contrast,

the downward rate monotonically increases with the GS-splitting, because it is dominated

by the spontaneous emission rate, which simply scales as the DOS.
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Figure E.1: Variation of the upward (phonon-absorption) and downward (phonon-emission) relaxation rates
with GS-splitting ∆gs at temperature T=4 K. The y-axis is normalized to the zero-strain rates γup(46GHz)
and γdown(46GHz) in each plot respectively.

E.1.2 Fitting

With the pump-probe technique used in our experiments, we measure the sum of the up-

ward and downward rates, which should have the dependence

γup(∆gs) + γdown(∆gs) = A∆3
gs(2nth(∆gs) + 1) = A∆3

gscoth

(
h∆gs

kBT

)
(E.3)

where A is a constant. Our cantilever has lateral dimensions of order 1µm. This is about

an order of magnitude larger than half the acoustic wavelength for ∆gs = 50 GHz in dia-

mond, which is ∼120 nm. Thus, the cantilever itself is a bulk-like structure for the SiV.
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However, as can be observed in the left panel of Fig. E.2 our experimental data shows

very poor agreement with the theoretically predicted behavior in equation (E.3).
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Figure E.2: Fits to experimental measurements of net orbital thermalization rate γup + γdown (solid blue line)
assuming coupling to only bulk acoustic modes (left plot), and unknown DOS behavior (right plot) with varying
n. Fit expressions are indicated in top left corner of each plot. Corresponding individual rates γup and γdown

are extracted and plotted after fitting in each case (solid yellow and orange lines). The fit to variable DOS
(right plot) yields n = 1.9± 0.3.

Instead, when we allow the exponent of the DOS term to be a variable n, we obtain a

better fit yielding n = 1.9 ± 0.3. We can arrive at a possible explanation for this dis-

crepancy, if we note that the SiV is situated at a nominal depth of 50 nm, which is sub-

wavelength for phonons in the frequency range of ∆gs probed in our experiment. As a

result, we can expect appreciable coupling to surface acoustic modes, which are not ac-

counted for in the above derivation. Since the DOS of surface modes scales as ∆2
gs, it ap-

pears that the thermalization rate in our experiment is almost entirely determined by sur-

face modes.

E.2 Spin relaxation

Eg-phonons predominantly drive spin-conserving transitions between the GS orbitals of

the SiV i.e. between {|eg− ↓⟩′, |eg+ ↓⟩′}, and {|eg+ ↑⟩′, |eg− ↑⟩′} respectively. However, in

the presence of an off-axis magnetic-field, and non-zero static strain, the eigenstates of the
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Figure E.3: Various pathways for a phonon-mediated spin-flip (a) Direct relaxation via a single phonon reso-
nant with the |eg− ↓⟩′ → |eg+ ↑⟩′ spin-transition. (b) Two possible channels for a resonant two-phonon process
involving the upper orbital branch. (c) Off-resonant two-phonon processes.

GS manifold are no longer pure SO or strain eigenstates, and all transitions between the

four states within the GS manifold become allowed for Eg-phonons. In this scenario, the

various channels for spin-relaxation from |eg− ↓⟩′ to |eg+ ↑⟩′ are:

• Direct single-phonon relaxation: Via a single phonon of frequency ωs resonant with

the spin-transition as shown in Fig. E.3(a)

• Resonant two-phonon relaxation: Via two phonons resonant with a level in the upper

orbital branch as an intermediate state as shown in Fig. E.3(b). The spin-flip can be

caused by either the emitted phonon (left) or the absorbed phonon (right).

• Off-resonant two-phonon relaxation: Via two phonons with a virtual level as an in-

termediate state as shown in Fig. E.3(c). The effective driving strength will be re-

duced from its value in the resonant process by an amount corresponding to the de-

tuning from the upper orbital branch.

Using Fermi’s golden rule, the transition rates for these relaxation channels can be cal-

culated. The results are summarized in Table E.1, and are plotted versus GS splitting ∆gs
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Table E.1: Summary of spin-relaxation mechanisms. θ is the angle between the applied magnetic field and the
z-axis of the SiV. B⊥ is the magnitude of magnetic field in the transverse plane of the SiV.

Mechanism Rate Relevant regime Expected scaling of rate
Single-phonon 2π

(
dspin

dgs

)2
χρω3

snth(ωs) kBT/h ≪ ωs B2
⊥∆−2

gs ω3
sexp(−hωs/kBT )

Resonant two-phonon 4
(

dgs,flip
dgs

)2
γup kBT/h ∼ ∆gs sin2θ∆gs[exp(h∆gs/kBT )− 1]−1

Off-resonant two-phonon 8π7

945

(
dgs,flip

dgs

)2
χ2ρ2ω2

s∆
−4
gs

(
kBT
h

)7
kBT/h ≫ ∆gs sin2θ∆−2

gs ω2
sT

7
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Figure E.4: Rates of all three spin-relaxation mechanisms indicating their magnitudes and scaling with strain
β.

in Fig. E.4.

We see that spin relaxation at 4 K is dominated by a two-phonon process involving

the upper ground state orbital branches as intermediate states. In literature, this is fre-

quently referred to as an Orbach process.114 The experimentally observed behavior of spin

T1 in Fig. 4.4b of the main text is well-explained by the scaling of such a process with the

GS splitting ∆gs shown in Table E.1. Intuitively, we may understand the dominance of

the Orbach process in terms of the phonon DOS ∝ ∆nexp (−h∆/kBT ) being maximized

around the frequency ∆ ∼ kBT/h. We can similarly argue that the single and off-resonant

two-phonon channels become relevant in other temperature regimes indicated in Table E.1,

where the phonon DOS is maximized in a frequency range relevant for those processes.
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Appendix F

Investigation of double-dip CPT

signal
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Figure F.1: Second-order correlation measurement of the SiV− centre investigated. The measured data points
are plotted as grey dots. A fit based on a three-level model and accounting for timing jitter is plotted as a blue
curve.

We discuss the origin of two dips in the CPT measurements presented in Chapter 4.

We first rule out the hypothesis that the two dips in our CPT measurements originate

from two different SiV centres. The dips are very similar in width and depth, and their

frequency-separation remains constant (4.0 ± 0.1 MHz) over a wide range of applied strain

(see Fig. 4.3b of main text). In the event that this is caused by two SiV centers, they are

required to have the same fluorescence intensity, and experience exactly the same strain
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conditions at any applied voltage, which is very unlikely. In order to categorically estab-

lish that we are investigating a single SiV centre, we perform a Hanbury-Brown-Twiss

(HBT) experiment on the phonon-sideband fluorescence upon resonant excitation of tran-

sition C, and measure the second order correlation function g(2) as shown in Fig. F.1. The

g(2) function is fitted using a three-level model convolved with the Gaussian response of

the avalanche photodiodes used, which have a timing jitter of 350 ps. At zero time delay,

a clear anti-bunching reaching g(2)(τ = 0) = 0.12 indicates that the measured photons

originate from a single emitter.

To gain more insight into the origin of the two CPT dips, we perform CPT at varying

orientation of the applied magnetic field, while keeping its magnitude (0.2 T) constant.

We work in the high-strain regime at a ground state splitting of 467 GHz. In our results,

shown in Fig. F.2, we observe that the separation between the two CPT dips displays a

periodic variation as the magnetic field is rotated.
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Figure F.2: Dependence of CPT dip separation on magnetic field orientation. The angle plotted on the x-axis
is measured with respect to the vertical direction on the sample. 0◦ corresponds to the [001] axis of diamond,
while 90◦ corresponds to the [110] axis of diamond, along which the cantilever long-axis is aligned. The SiV
investigated is a transverse SiV, so its internal Z-axis is either [11̄1] or [1̄11]. Error bars correspond to the stan-
dard deviation on the CPT dip frequencies estimated from Lorentzian fits.

Given the similarity of the two dips, a very plausible explanation for the double-dip
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structure is the presence of a proximal spin in the environment of the SiV centre being

studied. Physically, varying the direction of the applied B-field leads to a variation in the

quantization axis of the SiV electron-spin (or semi-classically, the orientation of the elec-

tron magnetic moment). Likewise, the quantization axis of the proximal spin has its own

variation with the B-field orientation. For instance, if this proximal spin is a nuclear spin,

to first order, its orientation simply follows that of the applied B-field. As a result, the

dipole-dipole interaction energy of the SiV electron-spin with the neighboring spin varies

with B-field orientation, leading to the periodic behavior observed experimentally in Fig.

F.2. Below, we describe a semi-classical approach to model the CPT dip separation as a

dipole-dipole interaction.

The Hamiltonian for two dipoles with magnetic moments µ1 and µ2 is given by

Hd-d = − µ0

4π |r|3
(3 (µ1 · r̂) (µ2 · r̂)− µ1 · µ2) (F.1)

where µ0 is the vacuum-permeability, r is the vector from one dipole to the other, and r̂

is given by r/ |r|. If the two dipoles are spins described by spin angular momentum S1 and

S2, we can write the interaction Hamiltonian in terms of the spin-operators.

Hd-d = −
µ0ϵEgy1ϵEgy2

4π |r|3
(3 (S1 · r̂) (S2 · r̂)− S1 · S2) (F.2)

where ϵEgy i is the gyromagnetic ratio of spin i. Semi-classically, we can treat spin angu-

lar momentum as a vector quantity S = ℏ
2
(⟨σx⟩, ⟨σy⟩, ⟨σz⟩), where σx, σy, σz are Pauli spin-

matrices. This vector describes the mean-orientation of the electron magnetic moment.

To calculate the SiV electron-spin orientation under our experimental conditions, the full

ground-state Hamiltonian including spin-orbit coupling, external strain, and magnetic field

must be diagonalized. The effect of the external magnetic field is described by the Zeeman

Hamiltonian below written in the basis {|eX , ↑⟩, |eX , ↓⟩, |eY , ↑⟩, |eY , ↓⟩}53,
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HZeeman = qϵEgyLL̂zBz + ϵEgySŜ ·B = qϵEgyL



0 0 iBz 0

0 0 0 iBz

−iBz 0 0 0

0 −iBz 0 0


+

ϵEgyS



Bz Bx − iBy 0 0

Bx + iBy −Bz 0 0

0 0 Bz Bx − iBy

0 0 Bx + iBy −Bz


(F.3)

where the first and second terms are from the orbital angular momentum, and the spin

angular momentum, respectively. L̂z and Ŝ are Lz and S normalized by ℏ, respectively.

The gyromagnetic ratios for each term are given by ϵEgyL = µB/ℏ, ϵEgyS = 2µB/ℏ, where

µB is the Bohr magneton. q is a quenching factor that is commonly observed in solid-state

emitters53.

The total Hamiltonian Htotal is obtained by adding the spin-orbit Hamiltonian HSO and

strain Hamiltonian Hstrain.

Htotal = HSO +Hstrain +HZeeman (F.4)

HSO +Hstrain =



ϵA1g − ϵEgx 0 ϵEgy − iλSO/2 0

0 ϵA1g − ϵEgx 0 ϵEgy + iλSO/2

ϵEgy + iλSO/2 0 ϵA1g + ϵEgx 0

0 ϵEgy − iλSO/2 0 ϵA1g + ϵEgx


(F.5)

λSO is the spin-orbit coupling is 46 GHz for the ground state of the SiV and ϵA1g , ϵEgx ,

and ϵEgy are strain tensor components obeying the symmetries of the SiV center as defined

in Chapter 2. We diagonalize the total Hamiltonian, Htotal, and calculate expectation val-

ues of the Pauli matrices for the lowest two eigenstates, which comprise the SiV spin-qubit
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under investigation. This gives us the mean orientation of the SiV electron-spin, say S1

for given experimental conditions. To calculate the mean orientation of the proximal spin

S2, we assume it to be either a nuclear spin such as 13C, or an electron spin such as an-

other SiV-center. In the case of a nuclear spin, S2 is simply given by the direction of the

external magnetic field. Once the quantization axes of the two spins are known, we can fit

our data to the calculated value of Hd-d from Eq. F.2 by using the distance between the

spins r as a fit parameter. The result of such a fitting procedure is shown in Fig. F.2. In

the case of a nuclear spin, the distance between the two spins |r| is estimated to be on the

order of 1 Å. If the other spin is an electron spin from another SiV centre, it is possible to

obtain similar results as in Fig. F.2. However, in this case, the distance between the spins

is on the order of tens of nanometres.
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Appendix G

Strain and spectral diffusion of the

SiV

We discuss the question of whether applying a large amount of strain to the SiV induces

extra spectral diffusion. In our experiments in Chapter 4, we do not observe any increase

in spectral diffusion at high strain (high voltage). In theory, there are two potential causes

of spectral diffusion that might appear at high strain. (i) The applied strain could perturb

the inversion symmetry of the SiV-center, and induce a nonzero permanent dipole moment

for the electronic levels. (ii) A large DC-electric field at the SiV location arising from the

applied voltage could induce a linear Stark shift response to fluctuating electric-fields in

the environment of the SiV, thereby increasing spectral diffusion. In our experiments, the

amount of spectral diffusion on the timescale of minutes (roughly ±20 MHz) does not ap-

pear to increase from the zero-voltage to the high-voltage condition (Fig. G.1). This is

further confirmed by our measurements of the C transition linewidth at various high strain

conditions. (Fig. G.2). We do observe a systematic drift in the transition frequency on

the timescale of hours, but this slow drift can be easily corrected for by adjusting the reso-

nant laser excitation frequency or alternatively by performing feedback on the DC voltage

applied to our device. The latter approach is adopted in the two emitter experiment in
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Figure G.1: (a) Continuous monitoring of the resonant excitation spectrum of the C transition at 0 V (ground
state splitting of 88 GHz) and 0 T. Each horizontal line corresponds to a single acquisition of the spectrum over
a duration of 0.6 s with 5 MHz spectral resolution. (b) Average of the 32 scans in part (a) corresponding to a
total acquisition time of 20 s (c) Continuous monitoring of the resonant excitation spectrum of two of the four
Zeeman-split C transitions at 400 V (ground state splitting of 303 GHz) and a B-field of 0.2 T. Each horizontal
line corresponds to a single acquisition of the spectrum over a duration of 0.6 s with 5 MHz spectral resolution.
(d) Average of the 23 scans in part (c) corresponding to a total acquisition time of 14 s.

Chapter 3 to maintain the C transitions of both emitters in resonance.

Over the course of this thesis, measurements were carried out on SiV centers in both

bulk diamond and a variety of fabricated nanostructures. We made the general observa-

tion that SiVs in bulk diamond experience little to no spectral diffusion consistent with

seminal experiments in166. However, we do observe spectral diffusion in nanostructures on

the timescale of tens of seconds (Figures 3.2, I.5). The magnitude of diffusion increases in

severity with reduction in size of the structure, thereby increasing proximity to surfaces.

One potential cause for this effect could be the second order response to fluctuating elec-
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Figure G.2: Linewidth of the C transition measured at various strain conditions over a timescale of few min-
utes. Error bars are obtained from Lorentzian fits to the spectra.

tric fields determined by the dipole moment between the ground and excited states.
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Appendix H

Additional effects of strain on the SiV

qubit

H.1 Dispersive strain-coupling

From Eqs. (5.2, 5.3), we concluded that in the the low strain limit, the eigenstates of the

SiV qubit |eg− ↓⟩′, |eg+ ↑⟩′ are linearly mixed by Eg-strain, and hence suitable for resonant

driving by AC strain at frequency ωs. This type of mixing also indicates that static Eg-

strain would cause a quadratic shift in the spin-transition frequency ωs. Such a quadratic

response to an external field can always generate a linear AC response in the presence of

a ‘bias’ field. Thus in the presence of non-zero static Eg-strain, ωs must also experience a

linear modulation with off-resonant AC strain. This is particularly useful for parametric

coupling of the qubit levels to off-resonant mechanical resonators as demonstrated previ-

ously with NV centers66? ,81,122. A calculation of the magnitude of modulation in the spin

transition frequency for a given AC strain ϵAC
Egx

yields the susceptibility tspin for dispersive

spin-phonon coupling, which can be of the same order of magnitude as dspin.

tspin =
⟨eg+ ↑′ |HAC

str |eg+ ↑′⟩ − ⟨eg− ↓′ |HAC
str |eg− ↓′⟩

ϵAC
Egx

dgs (H.1)
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Figure H.1: Calculated susceptibility of the qubit levels for interaction with off-resonant AC Eg-strain that
modulates the transition frequency ωs (interaction shown in inset). Color variation along the curve shows the
GS splitting corresponding to the value of static Eg-strain at the SiV. Both the DC and AC strain are assumed
to be entirely in the Egx-component.

tspin is calculated as a function of pre-existing static Eg-strain, and plotted in Fig. H.1.

Its magnitude is maximized at a moderately strained GS splitting of 50 GHz, and falls off

as static strain is further increased. This non-monotonic behavior arises from the fact that

tspin is a result of linearizing the quadratic response due to dspin, and therefore scales as

the product of dspin and static strain in the environment. Thus there is an optimal static

strain condition to maximize tspin.

H.2 Microwave magnetic response

At zero strain, qubit transitions cannot be driven by resonant microwave magnetic fields

at frequency ωs. This is because a magnetic field cannot flip the orbital character of the

pure SO eigenstates |eg− ↓⟩, |eg+ ↑⟩ as evinced by the Hamiltonian 5.1. However, just as

a transverse magnetic field allows a strain susceptibility for the qubit levels as shown by

Eqs. (5.2-5.4), we can argue that the presence of non-zero static strain induces a response

to transverse magnetic fields. This is necessary for coherent control of the SiV spin with

microwave fields60,61. Fig. H.2 shows this effect through a calculation of the effective g-
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Figure H.2: Variation of g-factor for transverse magnetic field (orthogonal to the SiV internal z-axis) as a
function of pre-existing static Eg-strain. Color variation along the curve shows the GS splitting corresponding
to the value of static Eg-strain at the SiV. Static magnetic field that splits the spin sublevels is applied along
the [001] direction, while microwave magnetic field resonantly driving the spin transition is applied along the
SiV x-axis (interaction shown in inset). Static strain is assumed to be entirely of Egx-character.

factor for magnetic field applied in the SiV transverse plane. It is zero at zero strain, and

saturates as strain is increased far beyond the SO coupling. In the high strain regime, the

system behaves like a free electron spin quantized along [001], the direction of the static

magnetic field.
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Appendix I

Experimental setup for chapters 3

and 6

I.1 Cryogenic confocal imaging and fiber coupling

The experiments in Chapters 3 and 6 were carried out using a closed-cycle 4K Helium

Cryostat (Fusion F2 Montana Instruments) customized to allow for simultaneous confo-

cal imaging and tapred fiber coupling to nanophotonic waveguides (Fig. I.1(a)). The posi-

tion of the sample and the tapered fiber were controlled independently with two stacks of

three piezo-based nanopositioning stages (Attocube: 2x ANP X101 and 1x z102 each) con-

trolled with piezo controllers (ANC 300 and ANC 350 respectively) shown in Fig. I.1(b).

A 0.9 NA 100×, 1 mm working distance objective (Olympus MPLFLN 100X) is housed in-

side the cryostat behind a radiation shield for spectroscopy of color centers (Fig. I.1(c)).

For experiments that require a tunable magnetic field, a seventh nanopositioner (Attocube

ANP X51) is placed on top of the sample positioners to translate a permanent magnet (K

and J magnetics) placed behind the sample.
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Figure I.1: (a) Photograph of experimental setup showing Montana 4 K cryostat with optics for a confocal
microscope and fiber network. (b) Side view of XYZ sample and fiber mounts on two separate XYZ position-
ers inside the cryostat. (c) Top view showing tapered fiber probe and microscope objective behind a radiation
shield.
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Figure I.2: Schematic of the setup used in the experiment in Chapter 3

I.2 Methods for Chapter 3

The layout of the setup used in Chapter 3 is shown in Fig. I.2. Strain was applied to the

sample nanobeams by applying a voltage difference (from 0 to 100 volts) between two gold

capacitor plates (Keithley Series 22020 voltage source). To allow for the independent ex-

citation of spatially separated SiV centers, we set the location of the two independent

excitation positions using two scanning mirrors (Newport FSM300 and Mad City Labs

MCLS02813). We periodically pulsed a green laser (Thorlabs LP520 nm) to repump our

SiV centers into the negative charge state. For identifying the location of the SiV cen-

ters within the diamond waveguide, an off-resonant 700 nm laser (Thorlabs M700F3) was

scanned along the waveguide and the color center’s zero-phonon line (ZPL) emission was
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collected via free space using an avalanche photodiode (APD; 4X Perkin Elmer SPCM-

AQRH-14-FC). Resonant excitation of SiV centers was performed using a continuous wave

tunable Ti:Sapphire laser (M-Squared SolsTiS-2000-PSX-XF) and a homebuilt external-

cavity diode laser (Opnext Diode HL7302MG, Littrow configuration) and the longer wave-

length SiV phonon-sideband (PSB) emission was collected using a free-space APD. Fast

modulation of the Ti:Sapphire laser sideband used in the feedback schemes described in

Figure 3 was performed by sending the laser through an electro-optic modulator (iXBlue

photonics NIR MX800) with a microwave frequency modulation input (HP 83711B, capa-

ble of operating up to 20 GHz).

A significant part of the SiV emission coupled to the diamond waveguide mode and was

collected by a tapered optical fiber (collection efficiency of about 85%). This emission was

then launched into free space and sent through a home-made, tunable, high-finesse (500

MHz linewidth, 150 GHz FSR) Fabry-Perot cavity frequency filter. This filter separated

the SiV fluorescence from excitation laser photons scattered into the waveguide.

In the experiment involving two emitters, this frequency filter was used to guarantee

successful spectral overlap of the two SiV centers’ emission lines. Their emission then

passed through a linear polarizer which erased any polarization mismatch (containing

which-path information) between the two emitters, followed by a Hanbury-Brown Twiss

(HBT) interferometer consisting of a 50:50 beam splitter (fiber coupled) with equal arm

lengths and two APDs. A time correlator (Picoharp PH300) connected to the two APDs

of the HBT interferometer was then used to measure the second-order photon correlation

function.

The photon correlation function of indistinguishable emitters was obtained by program-

ming the automatic start of the 0.5 second long measurement sequence conditioned on the

APD count rate passing the set threshold value. This threshold value ensured that the

photons emitted from both SiV centers passed through the Fabry-Perot cavity, which sig-

nified that their optical transitions were on resonance and the emitted photons were in-
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Figure I.3: Schematic of setup for OMC spectroscopy

distinguishable. In the case of the count rate dropping below the threshold value, strain

would be applied until the count rate through the cavity filter was again maximized and

the experiment would proceed. In the experiment measuring the photon correlation func-

tion of distinguishable emitters (Figure 4c, left panel), this overlap was not ensured and

the polarizer was removed from the beam path, making the emitted photons distinguish-

able.

I.3 Spectroscopy of optomechanical crystals

A tunable laser source (TLS, Santec telecom c-Band TSL-510, 1480-1580 nm tuning band-

width) was used to locate the optical cavity resonance. For general optical and radio fre-

quency (RF) mechanical spectroscopy performed at low input powers, the laser pump was

sent directly to a variable optical attenuator (VOA, EXFO FA-3150), before coupling into

the DUT. After the VOA, laser light was first sent through a fiber polarization controller

(FPC) and then into the tapered fiber. Optical reflection spectra from the device under

test were collected as the tapered fiber is gradually bought into contact with the tapered

waveguide section of the device under test. The reflected laser signal from the device was

split (via a 90:10 coupler) between a low speed and high speed path, in order to collect the
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optical cavity spectrum and mechanical cavity spectrum, respectively. In the high speed

path, transmitted laser light is optically amplified by a second EDFA, with any amplified

spontaneous emission (ASE) removed by a band pass filter (JDS Uniphase TB9) centered

on the optical cavity resonance wavelength, and then detected by a high-bandwidth pho-

toreceiver (D1, New Focus 1554-B, 12 GHz bandwidth). The high-bandwidth detector was

connected to a real-time spectrum analyzer (RSA, Tektronix RSA 5126A) to measure pho-

tocurrent electronic power spectrum and monitor the mechanical cavity RF response. In

the low speed path, transmitted laser light is sent to a high-gain low bandwidth photode-

tector (D2, New Focus 1811, 125 MHz bandwidth) used to measure the DC transmission

response of the optical cavity. Thermometry of the mechanical mode was accomplished

with a reference RF tone sent to an electro-optic phase modulator (EOPM, EOSpace Inc.)

[CITE].

I.4 Magnetic field tuning

Experiments on SiV centers in OMCs are carried with tuning the magnetic field in the

setup such that the splitting between the lowest spin-orbit ground states ωs is swept across

the mechanical mode ωm. Prior to measurements geared to measure signatures of spin-

phonon coupling, we calibrate the magnetic field at the SiV site with the motion of the

positioner on which the permanent magnet is mounted. In Fig. I.4a, at step 0, the mag-

net is jammed against the sample and is slowly retracted. At each step, we take a resonant

excitation spectrum of the C1 transition. This allows us to calibrate the tuning slope as

shown in Fig. I.4b and identify the range of magnet positions for a fine sweep around the

mechanical frequency as shown in Fig. I.4c. Ideally, one would perform such a calibration

with a direct measurement of the spin resonance through ODMR or CPT. This would al-

low one to arrive at a narrower tuning range for the fine sweep of magnet position. Finer

magnet positioning (up to KHz variation in ωs) is possible by operating the positioner in
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continuous mode as opposed to the slip-stick mode used in these measurements.

Figure I.5a shows the C1 transition over a fine sweep of the magnet position around the

expected resonance condition between ωs and ωm. In Fig. I.5b, we extract the peak inten-

sity from a Lorentzian fit to each spectrum, essentially a measure of the population in the

qubit excited state |eg− ↑⟩ as it is tuned across the mechanical mode. We do not see the

effect of enhance spin relaxation from the mechanical mode potentially due to the SiV be-

ing relatively high strain (GS splitting of 150 GHz) lowering the strain susceptibility of the

qubit transition according to the observations of Chapter 5.
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