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We present a method of analyzing a series of independent cross-sectional surveys in which some questions are not answered in some surveys and some respondents do not answer some of the questions posed. The method is also applicable to a single survey in which different questions are asked or different sampling methods are used in different strata or clusters. Our method involves multiply imputing the missing items and questions by adding to existing methods of imputation designed for single surveys a hierarchical regression model that allows covariates at the individual and survey levels. Information from survey weights is exploited by including in the analysis the variables on which the weights were based, and then reweighting individual responses (observed and imputed) to estimate population quantities. We also develop diagnostics for checking the fit of the imputation model based on comparing imputed data to nonimputed data. We illustrate with the example that motivated this project: a study of pre-election public opinion polls in which not all the questions of interest are asked in all the surveys, so that it is infeasible to impute within each survey separately.
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1. INTRODUCTION

Multiple imputation is a general approach for handling nonresponse in sample surveys. In particular, it is often useful to use automatic methods, based on fitting saturated or nearly saturated models, to impute missing data, with the understanding that once the imputations have been obtained, later users can analyze the completed datasets as they see fit (see Belin et al. 1993; Meng 1994; Rubin 1987, 1996). (Also see Fay 1996 and Rao 1996 for critical perspectives on multiple imputation.) Algorithms are available and in use for imputing missing data in a single sample survey based on normal (Liu 1993; Rubin and Schafer 1990; Schafer 1997) and t (Liu 1995) distributions and the general location model (Liu and Rubin 1998; Schafer 1997).

When imputing missing data from several sample surveys, there are two obvious ways to use existing single-survey methods: (1) separately imputing the missing data from each survey or (2) combining the data from all of the surveys and imputing the missing data in the combined “data matrix.” Both of these methods have problems. The first approach is difficult if there is a large amount of missingness in each individual survey. For example, if a particular question is not asked in one survey, then there is no general way to impute it without using information from other surveys or some additional knowledge about the relation between responses to that question and to other questions asked in the survey. The second method does not account for differences between the surveys—for example, if they are conducted at different times, use different sampling methodologies, or are conducted by different survey organizations.

Our approach is to compromise by fitting a separate imputation model for each survey, but with the parameters in the different surveys linked with a hierarchical model. This method should have the effect that imputations of item nonresponse in a survey will be determined largely by the data from that survey, whereas imputations for questions not asked in a survey will be determined by data from the other surveys in the population as well as by available responses to other questions in that survey. This effect of partial pooling, with the amount of pooling depending on the amount of available data, is typical of Bayesian inference in hierarchical models or meta-analysis (see, e.g., Belin et al. 1993; DuMouchel and Harris 1983; Efron and Morris 1975; Gatsionis, Normand, Morris, and Liu 1992; Rubin 1980). The hierarchical regression structure also allows us to include covariates both at the individual and survey levels. (For an approach to hierarchical regression using econometric methods, see Franklin 1989.) A related Bayesian approach to the problem of missing covariates in a regression analysis of cross-sectional surveys has been given by Dominici et al. (1996).

Another relevant area of application is stratified and cluster sampling. Appropriate analysis of sample surveys includes information used in the design, including stratification and clustering. (For perspectives from survey sampling practice, Bayesian inference, and multiple-imputation inference, see Gelman, Carlin, Stern, and Rubin 1995; Kish 1965; Rubin 1996) If strata or clusters are expected to differ in their mean responses (as will generally be the case), then it would be reasonable to apply a hierarchical model instead of imputing using a common distribution for all the respondents irrespective of stratum/cluster. For cluster
sampling, the hierarchical model has the additional advantage of immediately generalizing to the unsampled clusters. Our method might be particularly appropriate to surveys in which different questions are asked to respondents in different strata (see Raghunathan and Grizzle 1995).

In this article we present a specific method for extending a standard multiple imputation algorithm based on multivariate normal models. We illustrate with the example that motivated this work, a study of 51 public opinion polls preceding the 1988 U.S. Presidential election. In the presentation of the example, we discuss some practical issues in using the imputations, including concerns about discrete data and accounting for survey weights in the imputation and analysis of results. In presenting the results for the example, we illustrate some novel graphical methods for summarizing the results of the multiple imputations and checking the fit of the imputation model and the calibration of the between-imputation variability.

2. THE MODEL

2.1 Notation and Basic Assumptions

Suppose that $S$ sample surveys are conducted and we are analyzing $Q$ questions, each of which is asked in at least one of the $S$ surveys. (Equivalently, $S$ could be the number of strata or clusters within a single survey; for simplicity, we work with the multiple-survey context here.) When any of the $Q$ questions is not asked in some surveys, we imagine that it could have been asked but all of the responses to this question are missing. In addition, there can be item nonresponse, so not all the survey respondents respond to every question asked of them. To handle both situations, we augment the data such that the complete data consist of the same $Q$ questions in all of the $S$ surveys. We denote by $y_{s,i} = (y_{s,i,1}, \ldots, y_{s,i,Q})'$ the responses of individual $i$ in survey $s$ to all of the $Q$ questions. Some of the elements of $y_{s,i}$ may be missing. Letting $N_s$ be the number of the respondents in survey $s$, the (partially unobserved) complete data have the form

$$\{(y_{s,i,1}, \ldots, y_{s,i,Q})': i = 1, \ldots, N_s; s = 1, \ldots, S\}. \quad (1)$$

We assume that the data are missing at random; that is, the probability of missingness depends only on observed data included in the model (Rubin 1976). This is a reasonable assumption here, because almost all of the missingness is due to unasked questions. If clear violations of missingness at random occur (e.g., a question about defense policy may be more likely to be asked when the country is at war), then additional survey-level variables should be included in the model until missingness at random is once again a reasonable assumption (e.g., including a variable for the level of international tension).

We further assume that the rate of missingness provides no information about the underlying responses. That is, we assume that the parameters of the missing-data process are distinct from the parameters of the data model, so that the missing-data mechanism is ignorable (see Rubin 1976).

2.2 Hierarchical model

The simplest model for imputing the missing values in the data in (1) that make use of the data structure of the multiple surveys is multivariate normal at the individual level with mean vector $\mu_s$ for survey $s$ and a common variance matrix $\Psi$,

$$y_{s,i} | (\mu_s, \Psi, \Theta, \Sigma) \overset{\text{ind}}{\sim} N_Q(\mu_s, \Psi) \quad (i = 1, \ldots, N_s; s = 1, \ldots, S), \quad (2)$$

with the means exchangeable at the survey level,

$$\mu_s | (\theta, \Sigma) \overset{\text{ind}}{\sim} N_0(\theta, \Sigma) \quad (s = 1, \ldots, S), \quad (3)$$

where $\theta$ is a vector of means and $\Sigma$ is a $(Q \times Q)$ diagonal matrix, diag$(\sigma^2_1, \ldots, \sigma^2_Q)$. The model in equations (2) and (3) allows for pooling information from all the $S$ surveys and imputing all of the missing values, including those to the questions not asked in some of the surveys. The effect of the pooling is illustrated with the example in Section 4. The example also suggests that factors at the survey level, such as organization effects and time trend, should be included in the model for multiple imputation. The assumption that the variance matrix $\Psi$ is the same for all surveys could be tested by, for example, dividing the surveys nonrandomly into two groups (for example, early surveys and late surveys) and estimating separate matrices $\Phi$ for the two groups.

Now suppose that we have data on $P$ variables of interest at the survey level. Let $x = (x_1, \ldots, x_P)'$ be the vector of the $P$ survey-level covariates. We assume that $x$ is fully observed for each of the $S$ surveys. We denote by $x_s$ the fully observed $P$ covariates of the $s$th survey and write $X = \{x_s: s = 1, \ldots, S\}$. We consider the following hierarchical model:

$$y_{s,i} | (\mu_s, X, \beta, \Sigma) \overset{\text{ind}}{\sim} N_Q(\mu_s, \Psi) \quad (i = 1, \ldots, N_s; s = 1, \ldots, S), \quad (4)$$

$$\mu_s | (X, \beta, \Sigma) \overset{\text{ind}}{\sim} N_Q(\beta_x x_s, \Sigma) \quad (s = 1, \ldots, S), \quad (5)$$

where $\beta$ is the $(Q \times P)$ matrix of the regression coefficients of $\mu$ on $x$. Because $\Sigma$ is diagonal, (5) represents $Q$ linear regression models with normal errors,

$$\mu_{s,j} | (X, \beta, \Sigma) \overset{\text{ind}}{\sim} N(x'_s \beta_j, \sigma^2_j) \quad (s = 1, \ldots, S; j = 1, \ldots, Q), \quad (6)$$

where $\mu_{s,j}$ is the $j$th component of $\mu_s$ and $\beta_j$ is the $j$th row of $\beta$.

Following Liu (1993), we use the following noninformative prior distribution for $(\Psi, \beta, \Sigma)$:

$$p(\Psi, \beta, \Sigma) = p(\Psi) p(\beta) \prod_{q=1}^Q p(\sigma^2_q) \propto |\Psi|^{-(Q+1)/2}. \quad (7)$$

If there are fewer than $Q$ completely observed units (i.e., individuals with responses on all the questions), then it is necessary to use a proper prior distribution for $\Psi$. A minimally informative conjugate prior density when there are
no completely observed units (as would happen, for example, if there were no survey in which all Q questions were asked) is inverse-Wishart with \( \nu = Q \) df; that is, \( p(\Psi) \propto |\Psi|^{-(\nu+Q+1)/2} \exp(-\frac{1}{2} \text{tr}(\Psi_0^{-1} \Psi)) \), where \( \Psi_0 \) is a positive-definite “prior estimate” of \( \Psi \). In realistic examples with moderate or large sample sizes and nondegenerate missing-data patterns, this prior distribution will be essentially irrelevant (except for serving the mathematical function of ensuring a proper posterior distribution). For the prior scale matrix \( \Psi_0 \), one can use a rough approximation such as a diagonal matrix with elements set to the marginal variances of the Q outcomes. If this prior proper distribution is used, then it is to be treated as \( \nu \) additional data points when updating \( \Psi \) in the subsequent computations. It can also be appropriate to use a proper prior distribution for \( \Sigma \).

3. COMPUTATION

The model in (2) and (3) is computationally a special case of that in (4) and (5). Here we describe a method to impute the missing values in data (1) under the model in (4) and (5). Our method, which is an extension of that of Schafer (1997), uses two basic steps: data augmentation to form a monotone missing-data pattern and the Gibbs sampler to draw simulations from the joint posterior distribution of the missing data and parameters. We go beyond the work of Schafer (1997) in adapting this method to a hierarchical data structure that includes information at the individual and survey levels.

For incomplete multivariate normal data, Rubin and Schafer (1990) proposed a data augmentation scheme called monotone data augmentation (MDA) for efficiently creating multiple imputations (Liu 1993, 1995, 1996; Schafer 1997). A rectangular dataset \( \{y_{i1}, \ldots, y_{im} : i = 1, \ldots, N\} \) with missing values is said to have a monotone pattern if the data can be sorted in such a way that \( y_{i,j} \) is observed if \( y_{i+1,j} \) is observed for \( j = 1, \ldots, m \) and \( i = 1, \ldots, n - 1 \). MDA is the algorithm that applies the data augmentation algorithm (Tanner and Wong 1987) to a (complete) monotone-pattern dataset, which is created by including those missing values that destroy the monotone pattern. MDA promises fast converging iterative simulation methods by disregarding the missing values of a monotone pattern during iterative simulations. After MDA converges, all of the missing values in the rectangular dataset can be imputed to create a complete rectangular dataset. We use a method-of-moments estimate from fully observed units as a starting point for the iterative data augmentation algorithm.

MDA is very effective in multiple imputation for multiple surveys, because the data can be sorted so that a large portion of the missing values fall into a monotone pattern due to the fact that some questions are not asked in some surveys. First, we sort the data consisting of the S datasets from the S surveys so that a portion of the missing values fall into a monotone pattern, which has Q possible observed-data (or missing-data) patterns. The resulting data matrix can be described as

\[
y_{\text{mp}} = \{y_{s,i,k}^{(k)} : i = 1, \ldots, n_k; k = 1, \ldots, Q\},
\]

where \( k \) indexes the observed-data pattern and \( s_i \) represents the survey containing the \( i \)th respondent in the \( k \)th observed-data pattern. The data in (8) may still contain missing values. We denote the set of all the missing values in (8) by \( y_{\text{mp,miss}} \) and the set of all the observed values by \( y_{\text{obs}} \). Thus we have \( y_{\text{mp}} = \{y_{\text{obs}}, y_{\text{mp,miss}}\} \).

Figure 1 illustrates a constructed monotone data pattern for the pre-election surveys, with the variables arranged in decreasing order of proportion of missing data.

We use the Gibbs sampler (Gelfand and Smith 1990; Geman and Geman 1994; Tanner and Wong 1987), an iterative algorithm for obtaining draws of a set of \( m \) variables \( \xi_1, \ldots, \xi_m \) from their joint distribution. Each iteration of the Gibbs sampler consists of a sequence of steps, and each takes a draw of a subset of \( \{\xi_1, \ldots, \xi_m\} \) from their conditional distribution given the remaining variables in \( \{\xi_1, \ldots, \xi_m\} \) with each of the conditioning variables fixed at its most current draw. Under mild conditions, the distribution of the Gibbs sequence will converge to the joint distribution of \( \{\xi_1, \ldots, \xi_m\} \) if each of the \( \xi_1, \ldots, \xi_m \) is visited infinitely often.

Using the data augmentation scheme in (8) and the model defined by (4), (5), and (7), we have the observed data \( y_{\text{obs}} \) and all of the unknowns \( \{y_{\text{mp,miss}}, \Psi, \mu_1, \ldots, \mu_S, \beta, \Sigma\} \). To take draws of \( \{y_{\text{mp,miss}}, \Psi, \mu_1, \ldots, \mu_S, \beta, \Sigma\} \) from their posterior/predictive distribution given the observed values \( y_{\text{obs}} \), we use the version of the monotone Gibbs sampler where each iteration consists of the following three steps:

**Step 1.** Impute \( y_{\text{mp,miss}} \) given \( \Psi, \mu_1, \ldots, \mu_S, \beta, \Sigma \), and \( y_{\text{obs}} \).

**Step 2.** Draw \( (\Psi, \beta, \Sigma) \) given \( \mu_1, \ldots, \mu_S, y_{\text{obs}}, \) and \( y_{\text{mp,miss}} \).

**Step 3.** Draw \( (\mu_1, \ldots, \mu_S) \) given \( \Psi, \beta, \Sigma, y_{\text{obs}}, \) and \( y_{\text{mp,miss}} \).

For the monotone Gibbs sampler for our hierarchical model, as with the single-survey MDA approach of Rubin and Schafer (1990), one need impute only enough missing data to fill in the monotone pattern \( y_{\text{mp}} \) defined in (8) and not the complete rectangular data matrix. In the Gibbs sampler context, this has the effect of analytically integrating over (rather than sampling) the other missing elements in the data matrix, which tends to yield a faster-converging algorithm (Liu, Wong, and Kong 1994).

It is straightforward to implement Step 1 because, given \( \Psi, \mu_1, \ldots, \mu_S, \beta, \Sigma \), and \( y_{\text{obs}} \), the nonresponse components of any of the respondents in \( y_{\text{mp,miss}} \) is independent of that of other respondents in \( y_{\text{mp,miss}} \) and the nonresponse components of any respondent in \( y_{\text{mp,miss}} \) is normally distributed. This conditional distribution is easily computed using the sweep operator.

Given \( \mu_1, \ldots, \mu_S, y_{\text{obs}}, \) and \( y_{\text{mp,miss}}, (\Psi) \) and \( (\beta, \Sigma) \) are independent. It is again straightforward to take a draw of \( (\beta, \Sigma) \), because the problem falls in the conventional linear
regression framework with independent normal errors, as shown in equation (6). To take a draw of $$\Psi$$ from the conditional distribution, we use the following theorem, which extends the result of corollary 1 of Liu (1993).

**Theorem 1.** For $$1 \leq k \leq p$$, let $$C_k$$ be the total sum of squares and cross-products matrix of the sample $$\{(y_{s,i,k}, \ldots, y_{s,i,k})' : i = 1, \ldots, N_s; \ j = 1, \ldots, k\}$$ about their corresponding population means $$\mu_1, \ldots, \mu_s$$. Suppose that $$C_k^{-1}$$ has the Cholesky factorization $$C_k^{-1} = L_kL_k'$$, where $$L_k$$ is a $$((Q - k + 1) \times (Q - k + 1))$$ lower triangular matrix. Let $$H$$ be the $$(Q \times Q)$$ lower triangular matrix whose $$k$$th column consists of $$L_{k-1}$$ as the last $$(Q - k + 1)$$ components, where $$t_k = (t_{k,1}, \ldots, t_{k,Q})'$$ for $$k = 1, \ldots, Q$$ and $$\{t_k : k = 1, \ldots, Q\}$$ satisfies the following conditions:

a. $$t_{i,j}$$ is independent for $$1 \leq j \leq i \leq Q$$.

b. $$t_{i,j} \sim N(0,1)$$ for $$1 \leq j < i \leq Q$$.

c. $$t_{j,j} \sim \chi_n$$ for $$j = 1, \ldots, Q$$.

If $$n > Q$$, then the conditional distribution of $$\Psi$$, given $$\mu_1, \ldots, \mu_s, y_{obs},$$ and $$y_{imp,miss},$$ is the same as the distribution of $$(HH')^{-1}$$.

Given $$\Psi, \beta, \Sigma, y_{obs},$$ and $$y_{imp,miss}, \mu_1, \ldots, \mu_s$$ are mutually independent and normally distributed. To take a draw of $$\mu_s$$ for $$s = 1, \ldots, S$$, we use the following result.

**Theorem 2.** For $$1 \leq k \leq Q$$, let $$\bar{y}_{s,k}$$ be the $$(Q - k + 1)$$-dimensional sample mean of the reduced set $$\{(y_{s,i,k}, \ldots, y_{s,i,k})' : i = 1, \ldots, n_s; \ j = 1, \ldots, k; s_i = s\}$$ in survey $$s$$ and the Cholesky factorization $$\Sigma^{-1} = HH'$$. Then, given the monotone pattern $$\{y_{obs}, y_{imp,miss}\}, \Psi, \beta, \Sigma, \mu_s$$ is conditionally normally distributed with mean

$$\eta_s = \left[\Sigma^{-1} + H \Lambda_s H'ight]^{-1} \times \left[\Sigma^{-1}\theta_s + H \Lambda_s (h_1'y_{s,1}, \ldots, h_Q'y_{s,1})'\right]$$

and covariance matrix

$$\Phi_s = \left[\Sigma^{-1} + H \Lambda_s H'\right]^{-1},$$

where $$\theta_s = \beta x_s, h_k = (h_{k,1}, \ldots, h_{k,K})', \Lambda_s = \text{diag}(\lambda_{s1}, \ldots, \lambda_{sn} + \ldots + \lambda_{sn}),$$ and $$n_{sk}$$ is the number of observations of pattern $$k$$ in survey $$s$$.

Following Liu (1993), we can prove Theorems 1 and 2. Letting $$\bar{y}_{s,k}$$ be the $$(Q - k + 1)$$-dimensional sample mean of the reduced set $$\{(y_{s,i,k}, \ldots, y_{s,i,k})' : i = 1, \ldots, n_s; s_i = s\}$$ in survey $$s$$ and letting $$\Phi_k$$ be $$\Psi$$ with elements replaced by 0 except the elements in the lower-right $$(Q - k + 1) \times (Q - k + 1))$$ submatrix, we can write

$$\eta_s = \left[\Sigma^{-1} + \sum_{k=1}^{Q} n_{sk} \Phi_k\right]^{-1} \left[\Sigma^{-1}\theta_s + \sum_{k=1}^{Q} n_{sk} \Phi_k \bar{y}_{s,k}\right]$$

and

$$\Phi_s = \left[\Sigma^{-1} + \sum_{k=1}^{Q} n_{sk} \Phi_k\right]^{-1},$$

where $$\Phi_k$$ is $$\Phi_k$$ with the lower-right $$(Q - k + 1) \times (Q - k + 1))$$ submatrix replaced by its inverse.

The computer implementation is written in Fortran and C and was developed from an earlier program designed for imputation for single surveys. For the example in Section 4, the final program requires several hours to run (simulating five Gibbs sampler sequences for 100 iterations each) on a Sun Sparc workstation.

**4. EXAMPLE: MISSING QUESTIONS IN PRE-ELECTION POLLS**

**4.1 The Problem and the Data**

In a study of public opinion changes in the 1988 U.S. Presidential election campaign, Gelman and King (1993) analyzed data from 51 national opinion polls conducted by nine different major polling organizations during the 180 days preceding the election. One of the major purposes of the study was to examine changes in vote intentions (Bush, Dukakis, or undecided/other) over time for different subgroups of the population (e.g., men and women, self-declared Democrats, Republicans, and independents, low-income and high income). The changes were studied by constructing simple graphs of average vote intentions over time for different subgroups and also by tracking changes in coefficients of logistic regression models predicting vote intention in terms of variables such as sex, party identification, income, and so forth.

Performing these analyses required some care in handling the missing data, because not all questions of interest were asked in all surveys. For example, respondent’s self-reported ideology (liberal, moderate, or conservative), a key variable, was missing in 10 of the 51 surveys, including our only available surveys during the Democratic nominating convention. Questions about the respondent’s views of the national economy and of the perceived ideologies of Bush and Dukakis were asked in fewer than half of the surveys, and they were excluded from that analysis. Gelman and King (1993) used a mixture of available-case and complete-case methods (see Little and Rubin 1987), with available-case for the time-series plots by subgroup and complete-case for the regressions. Compared to complete-case inference, these analyses are more difficult to set up—one must examine the missing-data pattern to decide what information can be conveniently used in the analysis—and the results are more difficult to interpret, because different findings are based on different subsets of the data.

We wish to multiply impute responses for the missing questions in these and similar surveys so that the analyses for the purpose of political science need not be complicated with concerns about missing data. For example, if imputations were available, then we would not have to choose between logistic regression models that are fit to all the surveys but do not include respondent’s ideology as a predictor, or include ideology but not to the surveys during the Democratic convention. Our goal in imputation is not “get something for nothing” but rather to express the increased uncertainty due to missing data in a form that is accessible and convenient for subsequent analyses.
To this end, we fit the aforementioned multiple-imputation model to the data from the 51 pre-election surveys, using the 13 variables listed in Table 1. These included the outcome variable of interest (Presidential vote preference), the variables that were believed to have the strongest relation to vote preference, and several demographic variables that were fully observed or nearly so, which would have the effect of explanatory variables in the imputation. We also include in our analysis the date at which each survey was conducted.

There were 72,546 missing values out of 607,417 possible item responses, and an additional 249,127 missing values corresponding to questions that were not asked.

The program outputs a monotone missing-data pattern, displayed in Figure 1. Fewer than a third of the missing values in the data matrix needed to be filled in to achieve this monotone pattern.

4.2 Use of the Continuous Model for Discrete Responses

There is a natural concern when using a continuous imputation model for survey responses coded at varying levels of discretization. Some variables in our analysis (sex, ethnicity) are coded as unordered and discrete; others (vote intention, education) are ordered and discrete; and others (age, income, and the opinion questions on 1–5 and 1–7 scales) are potentially continuous but are coded as ordered and discrete. We recode the responses from different survey organizations as appropriate so that the responses from each question fall on a common scale. (For example, for the surveys in which the “perceived ideology” questions are framed as too-liberal/just-right/too-conservative, the responses are recoded based on the respondent’s stated ideology.)

There are several possible ways to adapt a continuous model to impute discrete responses; from the most elaborate to the simplest, these include (1) modeling the discrete responses conditional on an underlying continuous variable (e.g., multinomial probit), (2) modeling the data as continuous and then using some approximate procedure to impute discrete values for the missing responses, and (3) modeling the data as continuous and imputing continuous values (Schafer 1997). We follow the third, simplest approach. In our example, little is lost by this simplification, because the most “discrete” variables (sex, ethnicity, vote intention) are fully observed or nearly so, whereas the variables with the most nonresponse (the opinion questions) are essentially continuous. When it is necessary to have discrete values (as for Fig. 5 in Sec. 4.7), we round off the continuous imputations, essentially using the second approach when it appears necessary.

4.3 Accounting for Survey Design and Weights

The surveys were performed by random-digit dialing (with the exception of the four Roper polls, which were in-person interviews), with one adult selected from each sampled household. The respondents for each survey were assigned weights based on sampling and poststratification (see Voss, Gelman, and King 1995 for details). These were not used in the imputation procedure, because the variables on which the weights were based were by and large already included in the imputation model. Thus the weights do not provide additional information about the missing responses, and the imputation model is proper in the sense of Rubin (1996).

We do, however, use the survey weights when computing averages, to obtain unbiased estimates of population averages unconditional on the demographic variables (i.e., weighting has the effect of poststratification on these variables). Because of the simplicity of the sampling schemes, further adjustments (e.g., for clustering) were not required. We also restricted our analysis to the respondents who stated that they were registered or were likely to vote.

If we were to include the known poststratification information (which is encoded in the weights) in the imputation analysis, then we would be able to reduce the between-survey variance in the parameters corresponding to the variables on which the weights were based. For example, two of the surveys oversample blacks, and so fitting the multiple imputation model to the data without correcting for the weights gives an estimate of proportion black varying from about 10%–33% among polls. After correcting for weights, the range reduces to 10%–16%. In our example, the variables used in the weights are all fully observed or nearly so, and so the added variability in some of the model parameters has little effect on the imputations themselves.

4.4 Presentation of Results

Before fitting the full model, we first fit the version with no survey-level variables (i.e., treating all of the surveys as exchangeable, ignoring their time order). We then demonstrate a graphical model-checking method, which can be applied routinely, that displays the failure of the exchangeable model. Section 4.5 presents results for the more appropriate model that includes time trends, Section 4.6 presents cross-validation checks for that model, and Section 4.7 compares inferences from available-case and multiple-imputation analyses. Our program displays the results of the imputation for the 51 surveys with a separate graph for each variable; we illustrate in Figure 2 with two of the variables: “income” and “perceived ideology of Dukakis.” First, consider Figure 2(a), “income.” Each symbol on the graph represents a different survey, plotting the estimated average value of income in the survey versus the date of the survey, with the symbol itself indicating the survey organization. The size of the symbol is proportional to the fraction of survey respondents who responded to the particular question, with the convention that when the question is not asked (indicated by circled symbols on the graph), the symbol is tiny but not of zero size. The vertical bars show ±1 SE in the posterior mean, where the standard error is the square root of the between-imputation variance plus the average within-imputation sampling variance (as in Rubin 1987). Finally, the inner brackets on the vertical bars show the within-imputation standard deviation alone. All complete-data means and standard deviations are weighted.
For surveys in which the question was asked, the within-imputation variance almost equals the total variance, which makes sense, because when a question was asked, most respondents answered (see Table 1). The multiple-imputation procedure makes very weak statements about missing income responses, which makes sense, because income is not highly correlated with the other questions. However, even the surveys in which this question was asked have nonzero standard errors, because of the finite sample sizes of the surveys.

Figure 2(a) also shows some between-survey variability in average income, from 31K to 37K—more than can be explained by sampling variability, as is indicated by the error bars on the surveys for which the question was asked. Because we do not believe that the average income among the population of registered or likely voters is changing that much, the explanation must lie in the surveys. In fact, different survey organizations use different codings for incomes (e.g., 0–10K, 10–20K, 20–30K, etc., or 0–7.5K, 7.5–15K, 15–25K, etc.). Because the point of our method is to produce imputations close to what the surveys would look like if all the questions had been asked and answered, rather than to adjust all the observed and unobserved data to estimate population quantities, this variability is reasonable. The large error bars for average income for the surveys in which the question was not asked reflect the large between-survey variation in average income, which is captured by our hierarchical model. For this study, we are interested in income as a predictor variable rather than for its own sake, and we are willing to accept this level of uncertainty.

4.5 Model Checking and Improvement

Figure 2(b) shows a similar plot for Dukakis’s perceived ideology. This graph shows a serious flaw in the model:

For surveys in which the question was asked, the within-imputation variance almost equals the total variance, which makes sense, because when a question was asked, most respondents answered (see Table 1). The multiple-imputation procedure makes very weak statements about missing income responses, which makes sense, because income is not highly correlated with the other questions. However, even the surveys in which this question was asked have nonzero standard errors, because of the finite sample sizes of the surveys.

Figure 2(a) also shows some between-survey variability in average income, from 31K to 37K—more than can be explained by sampling variability, as is indicated by the error bars on the surveys for which the question was asked. Because we do not believe that the average income among the population of registered or likely voters is changing that much, the explanation must lie in the surveys. In fact, different survey organizations use different codings for incomes (e.g., 0–10K, 10–20K, 20–30K, etc., or 0–7.5K, 7.5–15K, 15–25K, etc.). Because the point of our method is to produce imputations close to what the surveys would look like if all the questions had been asked and answered, rather than to adjust all the observed and unobserved data to estimate population quantities, this variability is reasonable. The large error bars for average income for the surveys in which the question was not asked reflect the large between-survey variation in average income, which is captured by our hierarchical model. For this study, we are interested in income as a predictor variable rather than for its own sake, and we are willing to accept this level of uncertainty.

### Table 1. Survey Questions Used in the Multiple Imputation Study

<table>
<thead>
<tr>
<th>Question</th>
<th>Range of responses</th>
<th>No. of surveys</th>
<th>Rate of item nonresponse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vote intention</td>
<td>1 (Bush), 1.5 (undecided), 2 (Dukakis)</td>
<td>48</td>
<td>.15</td>
</tr>
<tr>
<td>Sex</td>
<td>1 (male), 2 (female)</td>
<td>51</td>
<td>0</td>
</tr>
<tr>
<td>Age</td>
<td>18–65+ years</td>
<td>49</td>
<td>.08</td>
</tr>
<tr>
<td>Education</td>
<td>1 (no high school)–5 (graduate school)</td>
<td>45</td>
<td>.03</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>1 (white), 1.5 (other), 2 (black)</td>
<td>51</td>
<td>.03</td>
</tr>
<tr>
<td>Income</td>
<td>0–100+ thousands of dollars</td>
<td>41</td>
<td>.12</td>
</tr>
<tr>
<td>Party identification</td>
<td>1 (strong Republican)–7 (strong Democrat)</td>
<td>50</td>
<td>.07</td>
</tr>
<tr>
<td>Ideology</td>
<td>1 (very liberal)–5 (very conservative)</td>
<td>41</td>
<td>.10</td>
</tr>
<tr>
<td>Opinion of Bush</td>
<td>1 (very favorable)–5 (very unfavorable)</td>
<td>36</td>
<td>.30</td>
</tr>
<tr>
<td>Opinion of Dukakis</td>
<td>1 (very favorable)–5 (very unfavorable)</td>
<td>36</td>
<td>.30</td>
</tr>
<tr>
<td>View of economy</td>
<td>1 (very good)–7 (very bad)</td>
<td>20</td>
<td>.14</td>
</tr>
<tr>
<td>Perceived ideology: Bush</td>
<td>1 (very liberal)–5 (very conservative)</td>
<td>10</td>
<td>.30</td>
</tr>
<tr>
<td>Perceived ideology: Dukakis</td>
<td>1 (very liberal)–5 (very conservative)</td>
<td>16</td>
<td>.38</td>
</tr>
</tbody>
</table>

NOTE: “Number of surveys” is the number of surveys (out of 51) in which the question was asked, and “Rate of item nonresponse” is for that question among those surveys in which it was asked. Demographic questions such as sex, ethnicity, education, and income, which are nearly fully observed, are essentially used as explanatory variables in the imputation. All variables were coded as above, except for age, which was discretized into categories 18–29, 30–45, 46–54, and 65+ (i.e., the continuous “age” variable was replaced by indicator variables for three of the four age categories); and income, which was treated as a continuous variable with values assigned from the approximate median for each response category (e.g., 0–10K set to 7K, 10–20K set to 15K, 20–30K set to 40K, 30–40K set to 60K, 40–50K set to 80K, 50–60K set to 125K). Also, when the perceived ideology of Bush or Dukakis was stated to be “too liberal,” “too conservative,” or “just right,” the response for the perceived ideology of the candidate was imputed to 2, 4, or the respondent’s answer to the “ideology” question.
The surveys in which the question was asked (indicated by uncircled letters) show a strong trend downward over time (toward a perceived ideology of “liberal”), whereas the surveys in which the question was not asked (indicated by circled letters) are approximately constant over time. This indicates that the trend in Dukakis’s perceived ideology is not captured by the regression model, which ignores time, from the other survey responses. Plots for other survey responses (most notably, “opinion of Dukakis”) show similar time trends not captured by the multiple imputations under the model that does not include time as a predictor.

The obvious solution to this problem is to put time trends into the model, which we do by including time as a survey-level covariate—that is, a known variable $x$ in model (5). Figure 3 shows the plots corresponding to Figure 2 under the old model; there are no apparent problems now. If one were further interested in exploring survey effects, then one could add indicator variables for survey organizations as additional covariates $x$. This would require a further level of hierarchical modeling, however, as not all questions are asked by all survey organizations. Thus some pooling or partial pooling would be required for the coefficients of $x$ in the multivariate regression.

In general, further graphical checks on the model fit, such as residual plots, would be appropriate, depending on the purpose to which the model would be used. (That is, it might
be appropriate for these tests to be performed by the users as well as the creators of the multiple imputations.) In any particular application, we imagine that in-depth examination of the imputed data would be useful for discovering ways to improve the imputation model.

4.6 Cross-Validation Checks

4.6.1 Ignorable Nonresponse. To test the model in another way, we created a new dataset by removing the “party identification” question from half of the surveys in which it was asked, and then removing the responses for that question from a random selection of a third of the individuals in the remaining surveys. The resulting nonresponse pattern for “party identification” is then comparable to the items on the bottom of Table 1. This nonresponse mechanism is ignorable, in the sense that the nonresponse pattern provides no information about the missing data values. We then ran the multiple-imputation program on this new dataset and compared the imputed values of party identification to the true values that were artificially deleted. This is a serious check of our method, because party identification is the best-known predictor of vote intention and is highly correlated with many of the other questions.

We checked the multiple imputations by comparing them to the withheld data (the responses to the party identification question that were withheld from the analysis) in two ways: averaged over surveys and as individual responses. Figure 4(a) displays, for each poll, the average response to the party identification question (on the y-axis) versus the average from the multiply imputed datasets. Open circles indicate
surveys where the party identification question was (artificially) completely missing: in solid circles, the question was missing from about $\frac{1}{3}$ of the units. To indicate uncertainty in the forecasts, horizontal error bars display $\pm 1$ SD from the between-imputation variability. Predictions are of course much more accurate for the surveys in which responses to the question were available. The imputations have approximately zero mean error; that is, $E(\bar{y}_{\text{actual}} | \bar{y}_{\text{pred}}) \approx \bar{y}_{\text{pred}}$, where $\bar{y}_{\text{pred}}$ is the mean of the five imputed values of $\bar{y}$. In addition, the uncertainties in the imputed means are reasonably calibrated: about $\frac{2}{3}$ of the true values fall within one predicted standard error.

We also check the predictions of individual responses to the party identification question. For each individual for whom we artificially removed the response to that question, we compare the actual response to the five multiply imputed responses. If the data had been simulated from the model, then we would expect the actual responses and the multiple imputations to have the same distribution, so that if one ranked the actual response along with five random imputations, then all six possible orderings (actual response lowest, second lowest, $\ldots$, highest) would be equally likely. The first three columns of Table 2 present the actual cross-validation results for the party identification question, separating the surveys with (artificially created) complete nonresponse and $\frac{1}{3}$ nonresponse. In both cases, the six rankings are quite close to equally likely, meaning that the spread of the five imputations is approximately calibrated to the actual predictive uncertainty. In comparison, if predictions were systematically overconfident, then the extreme categories would have higher frequencies; if predictions were systematically underconfident, then the extreme categories would have lower frequencies. If, in addition, the imputations were systematically too high or too low, then the frequencies in the six categories would show a decreasing or increasing trend, respectively.

4.6.2 Nonignorable Nonresponse. We repeat the foregoing cross-validation simulation with a highly nonignorable nonresponse pattern: as before, we remove the party identification question from half of the surveys, but in the remaining surveys, we remove the response from 10% of (self-declared) Republicans, 30% of Independents, and 50% of Democrats. This once again yields an approximate $\frac{1}{3}$ item nonresponse rate, but with nonresponse probabilities that depend on the now-unobserved responses. We then repeat the aforementioned calibration checks; because we have disproportionately removed the responses from Democrats, we expect the imputed values to be too low, compared to the true responses. (Party identification is coded from 1 for strong Republican to 7 for strong Democrat.)

Figure 4(b) displays, for each poll, the average response to the party identification question (on the $y$-axis) versus the average from the multiply imputed datasets. The imputations are clearly too low both for the surveys in which item nonresponse was created (solid circles) and those from which all responses to the question were removed (open circles). Interestingly, the standard errors are much too small for the solid circles but are closer to calibrated (although still too small) for the open circles. This suggests that the hierarchical between-survey variability of the model protects the imputations from being very overconfident in surveys.
for which the question was not asked, even if the nonresponse is nonignorable and the imputations are, on average, quite biased.

The last two columns of Table 2 present the cross-validation results for the predictions of individual responses to the missing party identification question. Once again, we separate the polls with complete nonresponse from those with item nonresponse. As expected, the imputations are not calibrated: for example, in the polls with item nonresponse, 34.4% of the true values of the “missing” party identification are higher than all five multiply imputed values. Under the model, we would expect only 16.7%. The direction of this bias is as expected, given that a disproportionate number of high values (Democrats) were removed, and this was not accounted for in the model. Once again, however, the lack of calibration is not nearly as bad for the polls in which all the questions were removed; here, only 19.8% of the true values were greater than all five multiple imputations. These results suggest that the aspect of our imputation model that is the most vulnerable to nonignorable nonresponse is the traditional within-survey imputation, not the hierarchical model for between-survey variation.

4.7 Comparison of Available-Case and Multiple Imputation Analyses

We conclude by replicating one of the analyses of Gelman and King (1993): the plots of political preference by subgroup, over time. Each of the plots in Figure 5 displays the estimated changes in estimated support for Bush over time for different groups of the population, as characterized by survey responses. The population is separated in turn according to political party identification (Republican, Democrat, and Independent/other/no-answer), ideology (conservative, liberal, and moderate/no-answer), income (under $20,000, $20,000–$50,000, and over $50,000), and view of the economy (positive, intermediate or negative). We include the two political variables because they are the most strongly predictive of vote preference, we include income because it has a relatively high rate of nonresponse for a demographic variable, and we include view of the economy as an important variable that was asked in fewer than half of the surveys.

The plots on the left column of Figure 5 display the results based on an available-case analysis, using, for each plot, only the surveys in which the corresponding question was asked and only the individuals who responded to those items. For each poll, error bars show ±1 SE, estimated from the weighted mean of the respondents. The plots in the right column of Figure 5 display the corresponding results using the multiply imputed datasets, with standard errors including both within- and between-imputation variation.

How do the available-case and multiple-imputation analyses differ? The most striking pattern is during the Republican convention (about 115 days before the election), when the available polls do not ask the “ideology” or “income” questions. The available-case analyses must skip this point, whereas the analyses from the imputations show the different subgroups to be moving together over time. This behavior revealed by the analysis of the multiply imputed data makes sense politically. The fact that public opinion shifts are generally uniform across the population is documented elsewhere (Gelman and King 1993). Page and Shapiro (1992) used the term “parallel publics” for this behavior and discussed it extensively in many aspects of U.S. public opinion.

5. Conclusion

The method of multiple imputation, analysis, and diagnostics based on a hierarchical regression model achieves the goal of generalizing available algorithms for single-survey imputation to attack the problem of imputation for several surveys or for several strata or clusters within a single survey. We perform the computations using an iterative algorithm (the Gibbs sampler) that alternately performs imputation at the single-survey level and estimates parameters using information available from all the surveys. The results have the Bayesian property of compromising between the approaches of no pooling and complete pooling of surveys. The estimated between-survey variation is part of the multiple-imputation variation, which typically yields
Figure 5. Comparison of Available-Case and Multiple-Imputation Analyses. The plots on the left side display available-case analyses; those on the right side are the corresponding analyses based on the multiple imputations. The most notable differences appear during the Republican convention (about 115 days before the election), when the available polls did not include ideology and income questions.

wide posterior intervals for questions that were not asked in a particular survey. Information from survey weights is incorporated by including in the analysis the variables on which the weights were based, and then reweighting individual responses (observed and imputed) to estimate population quantities.

Cross-validation studies show that the ignorable model performs well for ignorable nonresponse but poorly under strongly nonignorable nonresponse. The most immediate application of these methods is for problems like our election study—an analysis of a series of independent cross-sectional surveys in which not all questions are asked in all surveys, and with relatively low rates of item nonresponse for the questions of primary interest. Note also that the ability to include more variables in the imputation model (by including variables that are not asked in all the surveys) should give our model more flexibility to handle item nonresponse. (See Rubin 1996, Sec. 2.6, for a discussion of why the missing at random assumption is in general more reasonable if more variables are included in the model.)

Once imputations have been obtained, the completed datasets can be analyzed using complete-data methods of inference. Before doing so, however, it is advisable to summarize the results of the imputations graphically, using symbol
sizes to indicate the fraction of missing data in the different surveys. Graphs of posterior inference for mean responses, plotted against time, survey organization, and other survey-level variables, are crucial for identifying variables that should be included in the hierarchical model.

When performing imputations, questions always arise about the adequacy of the model used to create the imputations. Some aspects of model adequacy can be addressed internally, as discussed earlier, but the ultimate test is to compare the results of analyses of substantive interest to what would be obtained using various methods of imputation or nonimputation-based analysis. This is what was done in the example of the pre-election polls. Ultimately, to choose any data analysis procedure is to make a decision, and some of the purposes of multiple imputation are to make the assumptions behind that decision more transparent, account for as much uncertainty as possible, and reduce the complexities of subsequent substantive analyses.
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