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The emergence of cooperation in populations of selfish individuals is a fascinating topic that has inspired much work in theoretical biology. Here, we study the evolution of cooperation in a model where individuals are characterized by phenotypic properties that are visible to others. The population is well mixed in the sense that everyone is equally likely to interact with everyone else, but the behavioral strategies can depend on distance in phenotype space. We study the interaction of cooperators and defectors. In our model, cooperators cooperate with those who are similar and defect otherwise. Defectors always defect. Individuals mutate to nearby phenotypes, which generates a random walk of the population in phenotype space. Our analysis brings together ideas from coalescent theory and evolutionary game dynamics. We obtain a precise condition for natural selection to favor cooperators over defectors. Cooperation is favored when the phenotypic mutation rate is large and the strategy mutation rate is small. In the optimal case for cooperators, in a one-dimensional phenotype space and for large population size, the critical benefit-to-cost ratio is given by $b/c = 1 + 2/\sqrt{3}$. We also derive the fundamental condition for any two-strategy symmetric game and consider high-dimensional phenotype spaces.

Evolutionary game theory is the study of frequency-dependent selection (1–8). Fitness values depend on the relative abundance, or frequency, of various strategies in the population, for example, the frequency of cooperators and defectors. Evolutionary game theory has been applied to understand the evolution of cooperative interactions in viruses, bacteria, plants, animals, and humans (9–13). The classical approach to evolutionary game dynamics assumes well-mixed populations, where every individual is equally likely to interact with every other individual (4). Recent advances include the extension to populations that are structured by geography or other factors (14–25).

The term “greenbeard effect” was coined in sociology to describe the result of the following thought experiment (26, 27). What evolutionary dynamics will occur if a single gene is responsible for both a phenotypic signal (“a green beard”) and a behavioral response (for example, altruistic behavior toward individuals with like phenotypes)? Later, the term “armpit effect” was introduced (28) to refer to a self-referent phenotype that is used in identifying kin (29–31).

Both of these concepts are now seen as cases of “tag-based cooperation,” in which a generic system of phenotypic tags is used to indicate similarity or difference, and the evolutionary dynamics of cooperation are studied in the context of these tags. A first approach, based on computer simulations, assumed a well-mixed population, a continuum of tags, and an evolving threshold distance for cooperation (32). More recent models use numerical and analytic methods and often combine tags with viscous population structure (33–37). A general finding of these articles is that it is difficult to obtain cooperation in tag-based models for well-mixed populations, indicating that some spatial structure is needed (14).

Inspired by work on tag-based cooperation (32–34, 38) and building on a previous approach (39), we study evolutionary game dynamics in a model where the behavior depends on phenotypic distance (40, 41). As a particular example we explore the evolution of cooperation (42, 43). Studies of different organisms, including humans, support the idea that cooperation is more likely among similar individuals (31, 44–49). Our model applies to situations where individuals tend to like those who have similar attitudes and beliefs. We introduce a natural model in which individuals mutate to adjacent phenotypes in a possibly multidimensional phenotype space. We study one and infinitely many dimensions in detail. We develop a theory for general evolutionary games, not just the evolution of cooperation. Spatial structure is not needed for cooperation to be favored in our model. Moreover, in contrast to previous work (39), we develop an analytic machinery for describing heterogeneous populations in phenotype space.

Consider a population of sexual haploid individuals, with a population size $N$ that is constant over time. Each individual is characterized by a phenotype, given by an integer $i$ that can take any value from minus to plus infinity. Thus, this phenotype space is a one-dimensional and unbounded lattice. Individuals inherit the phenotype of their parent subject to some small variation. If the parent’s phenotype is $i$, then the offspring has phenotype $i - 1$, or $i + 1$ with probabilities $v$, $1 - 2v$, and $v$, respectively. The parameter $v$ can vary between 0 and 1/2.

Let us consider a Wright–Fisher process. In each generation, all individuals produce the same large number of offspring. The next generation of $N$ individuals is sampled from this pool of offspring. To introduce some fundamental concepts and quantities, we first study the model without any selection. No evolutionary game is yet being played, and there is only neutral drift in phenotype space. The entire population performs a random walk with a diffusion coefficient $\nu$, and by this process will tend to disperse over the lattice. In opposition to this, all of the individuals in the population will be, to some degree, related due to reproduction in a finite population. Thus, while occasionally the population may break up into two or more clusters, typically there is only a single cluster (50, 51). The standard deviation of the distribution in phenotype space, which is a measure for the width of the cluster, is $\sqrt{2\nu}N$.

Next, we superimpose the neutral drift of two types: the strategies $A$ and $B$ (Fig. 1). Still for the moment, assuming no fitness differences, we have reproduction subject to mutation between $A$ and $B$. Specifically, with probability $u$, the offspring adopts a random strategy. The mutation–reproduction process defines a stationary distribution (52). If $u$ is very small relative to $N$, the population tends to be either all-$A$ or all-$B$. If $u$ is large, the population tends toward one-half $A$ and one-half $B$. Fig. 2 illustrates the random walk in phenotype space of the population composed of the two types $A$ and $B$. "
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Fig. 1. The basic geometry of evolution in phenotype space. There are two types of individuals (red and blue), which can refer to arbitrary traits or different strategies in an evolutionary game. Individuals inherit the strategy of their parent subject to a small mutation rate \( u \). Moreover, each individual has a phenotype. Here, we consider a discrete one-dimensional phenotype space. An individual of phenotype \( i \) produces offspring of phenotype \( i-1, i, \) or \( i+1 \) with probabilities \( v, 1-2v, \) and \( v \), respectively. The total population (of size \( N \)) performs a random walk in phenotype space with diffusion coefficient \( v \). Sometimes the cluster breaks into two or more pieces, but typically only one of them survives. If evolutionary updating occurs according to a Wright-Fisher process then the distribution of individuals in phenotype space has a standard deviation of \( \sqrt{2Nv} \). For the Moran process, the standard deviation is reduced to \( \sqrt{Nv} \).

By using coalescence theory (53, 54) many interesting and relevant properties of the distributions of both the strategies and phenotypic tags can be calculated. For example, the probability that two randomly chosen individuals have the same phenotype is \( z = 1/\sqrt{8Nv} \). The probability that two randomly chosen individuals have the same strategy and the same phenotype is \( g = z(1 - Nu/2) \). The probability that two individuals have the same strategy and a third individual has the same phenotype as the second is \( h = z[1 - Nu(2 + \sqrt{3})/4] \). These results hold for large population size \( N \) and small mutation rate \( u \); more precisely, we assume large \( Nv \) and small \( Nu \). The relevance of \( z, g, \) and \( h \) will become clear below. The expressions for \( z, g, \) and \( h \) are derived for general \( Nv \) and \( Nu \) in supporting information (SI Appendix) where they appear as Eqs. 10, 19, and 24, respectively.

We can now use these insights to study game dynamics. We investigate the competition of cooperators, \( C \), and defectors, \( D \). Cooperators play a conditional strategy: they cooperate with all individuals who are close enough in phenotype space and defect otherwise. The notion of being close enough is modeled by a lattice structure. In particular, a cooperator with phenotype \( i \) cooperates only with other individuals of phenotype \( i \). Defectors, in contrast, play an unconditional strategy: they always defect. Cooperation means paying a cost, \( c \), for the other individual to receive a benefit \( b \). The larger the total payoff of an individual, interacting equally with every member of the population, the larger the number of offspring it will produce on average. We want to calculate the critical benefit-to-cost ratio, \( b/c \), that allows the game in phenotype space to favor the evolution of cooperation.

A configuration of the population is specified by \( m_i \) and \( n_i \), which are the number of cooperators with phenotype \( i \) and the total number of individuals with phenotype \( i \), respectively. The total payoff of all cooperators is \( F_C = \sum_i m_i (b m_i - c n_i) \). The total payoff of all defectors is \( F_D = \sum_i (n_i - m_i) b m_i \). There are \( \sum_i m_i \) cooperators and \( N - \sum_i m_i \) defectors. The average payoff for a cooperator is \( f_C = F_C/\sum_i m_i \). The average payoff for a defector is \( f_D = F_D/(N - \sum m_i) \). Cooperators have a higher fitness than defectors if \( f_C > f_D \), which leads to \( (\sum_i m_i (b m_i - c n_i)) > (\sum_i m_i n_i b - c)/N \). Averaging these quantities over every possible configuration of the population, weighted by their stationary probability under neutrality, we obtain the fundamental condition

\[
\frac{b}{c} > 1 + \frac{2}{\sqrt{3}}.
\]

Under this condition cooperators are more abundant than defectors in the mutation-selection process. The above argument and our results are valid in the weak selection limit. A precise derivation of this inequality is presented in SI Appendix. Correlation terms similar to the ones above sometimes arise in studies of social behavior and population dynamics (26, 55). The first two terms in inequality (Eq. 1) are pairwise correlations, while the third is notably a triplet correlation. Note that the argument leading to inequality (Eq. 1) includes self-interaction, but that the effect of this becomes negligible when \( N \) is large.

When the population size is large, the averages in inequality (Eq. 1) are proportional to the probabilities \( g, z, \) and \( h \) respectively, which we introduced earlier. Consequently, inequality (Eq. 1) can be written as \( bg - cz > (b - c)h \). Using the values of \( z, g, \) and \( h \) given above we obtain

\[
\frac{b}{c} > 1 + \frac{2}{\sqrt{3}}.
\]
which is approximately 2.16. If the benefit-to-cost ratio exceeds this number, then cooperators are more abundant than defectors in the mutation-selection process. The success of cooperators results from the balance of movement and clustering in phenotype space. Inequality (Eq. 2) represents the condition for cooperators to be more abundant than defectors in a large population when the strategy mutation rate $u$ is small ($Nu \ll 1$) and the phenotypic mutation rate $v$ is large ($Nv \gg 1$). In SI Appendix, we derive conditions for any population size and mutation rates. Fig. 3 shows the excellent agreement between numerical simulations and analytical calculations. In general, we find that both lower mutation rates and increasing phenotypic mutations favor cooperators.

We can expand our analysis to study any 2 × 2 game, not only the interaction between cooperators and defectors. Consider two strategies $A$ and $B$ and the general payoff matrix

$$
\begin{bmatrix}
A & B \\
R & S \\
T & P
\end{bmatrix}
$$

(3)

The payoffs for $A$ versus $A$, $A$ versus $B$, $B$ versus $A$, and $B$ versus $B$ are given by $R$, $S$, $T$, and $P$, respectively. $A$ players use strategy $A$ against other individuals with the same phenotype, otherwise they use $B$. $B$ players always use strategy $B$. For the game in a one-dimensional phenotype space and large population size we find that $A$ is more abundant than $B$ if

$$(R - P)(1 + \sqrt{3}) > T - S.
$$

(4)

For the derivation see Section 5.2 in the SI Appendix. This formula can be used for evaluating any two-strategy symmetric game in a one-dimensional phenotype space. In the SI Appendix we discuss the snow-drift game and the stag-hunt game as particular examples.

We can also study higher-dimensional phenotype spaces. In general, for higher dimensions, it is easier for cooperators to overcome defectors. The intuitive reason is that in higher dimensions phenotypic identity also implies strategic identity. In Section 5.3 of the SI Appendix we show that, in the limit of infinitely many dimensions, and under the same assumptions that produced conditions 2 and 4, the crucial benefit-to-cost ratio in the Prisoner’s Dilemma converges to $b/c > 1$. For general games, the equivalent result of condition 4 becomes $R > P$, which means the evolutionary process always chooses the strategy with the higher payoff against itself. Our basic approach can also be adapted to continuous, rather than discrete, phenotype spaces. In this case, no two individuals have exactly the same phenotype, but the conditional behavioral strategy is triggered by sufficient phenotypic similarity.

In summary, we have developed a model for the evolution of cooperation based on phenotypic similarity. Our approach builds on previous ideas of tag-based cooperation, but in contrast to earlier work (33–37), we do not need spatial population dynamics to obtain an advantage for cooperators. We derive a completely analytic theory that provides general insights. We find that the abundance of cooperators in the mutation-selection equilibrium is an increasing function of the phenotypic mutation rate and a decreasing function of the strategic mutation rate. These observations agree with the basic intuition that higher phenotypic mutation rates reduce the interactions between cooperators and defectors, whereas higher strategic mutation rates destabilize clusters of cooperators by allowing frequent invasion of newly mutated defectors. Therefore, cooperation is more likely to evolve if the strategy mutation rate is small and if the phenotypic mutation rate is large. In a genetic model this assumption may be fulfilled if the strategy is encoded by one or a few genes, whereas the phenotype is encoded by many genes. Also in a cultural model, it can be the case that the phenotypic mutation rates are higher than the strategic mutation rates; for example, people might find it easier to modify their superficial appearance than their fundamental behaviors. Furthermore, we show how the correlations between strategies and phenotypes can be obtained from neutral coalescence theory under the assumption that selection is weak (54, 56). Our theory can be applied to study any evolutionary game in the context of conditional behavior that is based on phenotypic similarity or difference.
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1. Model

Consider a population of $N$ haploid individuals (players). Each individual $k = 1, \ldots, N$ has an integer-valued phenotype $X_k \in \mathbb{Z}$, which we also refer to as its position in phenotype space. Additionally, each individual has a strategy $S_k \in \{0, 1\}$, and we refer to these two strategies as cooperation (1) and defection (0). In general, players’ phenotypes and strategies determine their fitness.

We study the Wright-Fisher (W-F) process, where each of the $N$ individuals of the next generation independently chooses a parent from the previous generation with a probability proportional to the parent’s fitness. Each offspring inherits the parent’s position (phenotype) with probability $1 - 2v$, and it is placed to either the left or the right neighboring position of the parent, both with probability $v$. Each offspring also inherits the parent’s strategy with probability $1 - u$, and it adopts a random strategy with probability $u$. 

We derive the condition for cooperation to be favored in the large population size limit. This condition depends on certain correlations in the neutral case, that is when each individual has the same fitness. These correlations are calculated in Section 2. Then in Section 3 the condition for cooperation is derived. In Section 4 we discuss finite population sizes, cooperation without self interaction, and a precise derivation of the correlations. Finally in Section 5 as generalizations of our model we consider the Moran process, general payoff matrices, and we discuss an infinite dimensional phenotype space.

2. Correlations in the neutral case

In this section we consider the neutral case, that is when all players have the same fitness. Note that the strategies and the phenotypes of the individuals change independently, and evolve according to the Wright-Fisher process [1, 2]. The system rapidly reaches a stationary state where the individuals stay in a cluster with variance $2\sigma^2$, but the cluster as a whole diffuses over the space (the integers) with diffusion coefficient $v$. We are interested in the properties of this stationary state.

We are particularly interested in four probabilities. We pick three distinct individuals $k$, $q$, and $l$ from the population in the stationary state. For their phenotypes and their strategies we define the following four probabilities

$$
\begin{align*}
    y &= \Pr(S_k = S_q) \\
    z &= \Pr(X_k = X_q) \\
    g &= \Pr(S_k = S_q, X_k = X_q) \\
    h &= \Pr(S_l = S_k, X_k = X_q)
\end{align*}
$$

(1)

In words, $y$ is the probability that two individuals have the same strategy, and $z$ is the probability that they have the same phenotype. They have simultaneously the same strategy and phenotype with probability $g$. Out of three individuals, the probability that the first two have the same phenotype, and simultaneously the first and the third have the same strategy is denoted by $h$. Note that neither $g$ nor $h$ factorizes in general.

To obtain the above probabilities we have to know the probability $\Pr(T = t)$ that the time $T$ to the most recent common ancestor (MRCA) of two randomly chosen individual is $T = t$. This time is not affected by either the strategies or the phenotypes of the players. It is determined solely by the W-F dynamics. The ancestry of two individuals coalesce with probability $1/N$ in each time step. Hence the probability that the time to the MRCA is $t$ is

$$
\Pr(T = t) = \left(1 - \frac{1}{N}\right)^{t-1} \frac{1}{N}
$$

(2)

We can continue the calculation for finite system size $N$, but the expressions become cumbersome. Hence we relegated the finite $N$ calculations to Section 4.1, where we mainly treat the special $v = 1/2$ case. In this section we discuss the large population limit $N \to \infty$, where we introduce the rescaled time $\tau = t/N$. In this limit we can use a continuous time description, where the coalescent time distribution (2) is given by the density function

$$
\rho(\tau) = e^{-\tau}
$$

(3)

and the average coalescence time becomes $\tau = 1$ in the new unit.

Due to the non-overlapping generations in the W-F model, each individual is a newborn and has the chance to mutate both in strategy and phenotype space. In the large $N$ and
u, v → 0 limit, the system can be described as a continuous time process. Strategy mutations arrive at rate \( \mu = 2Nu \) and phenotype mutations at rate \( \nu = 2Nv \) (in each direction) on the ancestral line of two individuals. Note that this continuous time limit is exact for the Moran process even for finite values of \( v \), as it is shown in Section 5.1. In the W-F model, for finite values of \( v \) we have a discrete time random walk, but the typical number of steps goes to infinity. In that limit the discrete and continuous time walks become identical, and hence the finite \( v \) behavior can be recovered as the \( v \to \infty \) limit.

2.1. Phenotypic distance. Let us first study the phenotypes of the players. Here we calculate not only \( z \), but in general the probability that two randomly chosen individuals \( k \) and \( q \) are at distance \( x \) in phenotype space

\[
z(x) = \Pr(X_k - X_q = x)
\]

We know that the (signed) distance between the two individuals changes by plus or minus one at rate \( \nu \), and the distance distribution after time \( \tau \) can be expressed in terms of the Modified Bessel functions \([3, 4]\) as

\[
\zeta(x|\tau) = e^{-2\nu\tau} I_{|x|}(2\nu\tau)
\]

The probability that two individuals are distance \( x \) apart is

\[
z(x) = \sum_{t=1}^{\infty} \Pr(X_k - X_q = x|T = t) \Pr(T = t)
\]

which becomes an integral of the corresponding density functions in the continuous time limit

\[
z(x) = \int_0^\infty p(\tau) \zeta(x|\tau) d\tau = \int_0^\infty e^{-(2\nu+1)\tau} I_{|x|}(2\nu\tau) d\tau
\]

By using the identity \([5]\)

\[
\int_0^\infty e^{-ae} I_\gamma(bc) dc = \frac{b^{-\gamma} (a - \sqrt{a^2 - b^2})^\gamma}{\sqrt{a^2 - b^2}}
\]

we arrive at the probability distribution of the signed distance

\[
z(x) = \frac{1}{\sqrt{4\nu+1}} \left( \frac{2\nu + 1 - \sqrt{4\nu + 1}}{2\nu} \right)^{|x|}
\]

The individuals are at the same position with probability

\[
z \equiv z(0) = \frac{1}{\sqrt{4\nu+1}}
\]

Distribution (9) is of course normalized \( \sum_{x=-\infty}^{\infty} z(x) = 1 \), and its second moment is

\[
\sum_{x=-\infty}^{\infty} x^2 z(x) = 2\nu
\]

Note that this second moment is twice the variance of the individual positions, which is exactly \( \nu = 2Nv \) even for finite \( N \) (see Section 4.1). Hence the individuals stay together in a cluster of size \( \sqrt{2Nv} \). This cluster diffuses collectively through phenotype space. If
one follows the ancestral line of an individual time $\tau$ back, its position $\hat{x}(\tau)$ will change by one at rate $\nu/2$ in each direction. Consequently, the position of the cluster has a variance proportional to time

$$\langle \hat{x}^2 \rangle = \nu \tau = 2vt$$

which implies a diffusive motion. The same result is valid for any finite $N$ in the large time limit. Note that the diffusion coefficient $D = v$ does not depend on the population size. Since the cluster itself wanders in space, the average number of individuals at any given site goes to zero. That is why we focus on distances in the phenotype space (4).

2.2. **Pair with same strategy.** We are interested in the probability $y$ that two randomly chosen individuals have the same strategy. In the continuous time limit, strategy mutations arrive at rate $\mu$ on the ancestral lines of the two individuals. The two individuals have the same strategy if there were no mutations, which is the case with probability $e^{-\mu \tau}$. Otherwise there was at least one mutation, hence at least one of the players has a random strategy, so they have the same strategy with probability $1/2$. Consequently, the probability that two players have the same strategy time $\tau$ after their MRCA is

$$y(\tau) = e^{-\mu \tau} + \frac{1}{2} \left(1 - e^{-\mu \tau}\right)$$

The probability $y$ that two randomly chosen individuals have the same strategy is

$$y = \sum_{t=1}^{\infty} \Pr(S_k = S_q | T = t) \Pr(T = t)$$

In the continuous time limit we obtain

$$y = \int_{0}^{\infty} p(\tau) y(\tau) d\tau = \frac{2 + \mu}{2(1 + \mu)}$$

where we have used (3) and (13).

2.3. **Pair with same strategy and phenotype.** The probability $g$ that two randomly chosen individuals have the same phenotype and also have the same strategy can be obtained as

$$g = \sum_{t=1}^{\infty} \Pr(S_k = S_q | T = t) \Pr(X_k = X_q | T = t) \Pr(T = t)$$

Here we have used the property, that although $g$ does not factorize in general, nevertheless for any given time $t$ the conditional probabilities factorize as

$$\Pr(S_k = S_q, X_k = X_q | T = t) = \Pr(S_k = S_q | T = t) \Pr(X_k = X_q | T = t)$$

The reason is that mutations occur completely independently in the strategy and the phenotype space. The corresponding integral in the continuous time limit hence becomes

$$g = \int_{0}^{\infty} p(\tau) y(\tau) \zeta(\tau) d\tau$$
EVOLUTION OF COOPERATION BY PHENOTYPIC SIMILARITY

where we use the notation \( \zeta(\tau) \equiv \zeta(0|\tau) \). Note that it is also easy to obtain the analog probability where the phenotype difference is \( x \), but we do not consider that here. Using identity (8) again, we can evaluate the above integral

(19) \[ g = \frac{1}{2\sqrt{1+4\nu}} + \frac{1}{2\sqrt{(1+\mu)(1+\mu+4\nu)}} \]

2.4. Three point correlations. Now we turn to the calculation of the three point probability \( h \) which is defined in (1). If we follow the ancestral lines of three individuals back in time, the probability that there was no coalescence event during one update step is \( (1 - 1/N)(1 - 2/N) \). Two individuals coalesce with probability \( 3/N \cdot (1 - 1/N) \). When two individual have coalesced, the remaining two coalesce with probability \( 1/N \) during each update step. Hence the probability that the first merging happens to any pair of individuals at time \( t_3 \geq 1 \) back in time, and the second \( t_2 \geq 1 \) before the first one is

(20) \[ \text{Pr}(t_3, t_2) = \frac{3}{N^2} \left[ \left(1 - \frac{1}{N}\right) \left(1 - \frac{2}{N}\right) \right]^{t_3-1} \left(1 - \frac{1}{N}\right)^{t_2} \]

The probability that three individual coalesce simultaneously at time \( t_3 \) is

(21) \[ \text{Pr}(t_3, 0) = \frac{1}{N^2} \left[ \left(1 - \frac{1}{N}\right) \left(1 - \frac{2}{N}\right) \right]^{t_3-1} \]

In the \( N \to \infty \) limit (20) converges to the density function

(22) \[ p(\tau_3, \tau_2) = 3e^{-(3\tau_3 + \tau_2)} \]

with \( \tau_3 = t_3/N \) and \( \tau_2 = t_2/N \). Note that (21) does not affect the large \( N \) limit.

Let us call the scaled time when individuals \( q,k \) coalesce \( \tau_{qk} \), and when \( k,l \) coalesce \( \tau_{kl} \). With probability \( 1/3 \) individuals \( q,k \) coalesce first at \( \tau_{qk} = \tau_3 \) and they coalesce with \( l \) at \( \tau_{kl} = \tau_3 + \tau_2 \). Similarly with probability \( 1/3 \) individuals \( k,l \) coalesce first at \( \tau_{kl} = \tau_3 \) and they coalesce with \( q \) at \( \tau_{qk} = \tau_3 + \tau_2 \). If, however, \( l,q \) coalesce first with probability \( 1/3 \), it makes \( \tau_{qk} = \tau_{kl} = \tau_3 + \tau_2 \). Since we know the probability density \( y(\tau) \) that two individuals with a MRCA at time \( \tau \) back have the same strategy (13), and the probability density \( \zeta(\tau) \equiv \zeta(0|\tau) \) that they are at the same position (5), we can simply obtain the three point correlation as

(23) \[ h = \frac{1}{3} \int_0^\infty d\tau_3 \int_0^\infty d\tau_2 \text{Pr}(\tau_3, \tau_2) \left[ \zeta(\tau_3)y(\tau_3 + \tau_2) + \zeta(\tau_3 + \tau_2)y(\tau_3) + \zeta(\tau_3 + \tau_2)y(\tau_3 + \tau_2) \right] \]

This integral can be evaluated by first introducing a variable for \( \tau_2 + \tau_3 \) in the last two terms of the integral, and by using identity (8) in all three terms. We obtain

(24) \[ h = \frac{(1 + \mu)(3 + \mu) + C_1(2 + \mu) - \mu C_3}{2(1 + \mu)(2 + \mu)\sqrt{1+4\nu}} \]

with the shorthand notation

(25) \[ C_i = \frac{1}{2} \sqrt{\frac{(i + \mu)(1 + 4\nu)}{i + \mu + 4\nu}} \]

By now we have obtained all the correlations in (1) in the \( N \to \infty \) limit for any values of \( \nu \) and \( \mu \).
3. Threshold \( b/c \) ratio

In this section the individuals play a simplified Prisoner’s Dilemma game given by the payoff matrix

\[
\begin{array}{c|cc}
\text{when playing against} & C & D \\
\hline
C & b - c & -c \\
D & b & 0 \\
\end{array}
\]

Here \( b > 0 \) is the benefit gained from cooperators, and \( c > 0 \) is the cost payed by cooperators. We assume that all individuals interact (in this sense the population is “well mixed”). Cooperators, however, play a conditional strategy: they cooperate with other individuals who have the same phenotype, and they defect otherwise. Defectors always defect. The total payoff of an individual is the sum of all payoffs that individual receives. We introduce the effective payoff of an individual \( f = 1 + \delta \cdot \text{payoff} \), where \( \delta > 0 \) is the strength of the selection, and \( \delta = 0 \) corresponds to the neutral case discussed in Section 2. Note that \( \delta \) must be sufficiently small to make all fitness values positive.

We consider here the simplest possible case, where each individual also receives a payoff from self interaction. Excluding self-interaction results in a \( 1/N \) correction, which is discussed in Section 4.2. An extension to a general payoff matrix is considered in Section 5.2.

3.1. Fitness. Let \( n_i \) denote the number of players of phenotype \( i \), and \( m_i \) the number of cooperators of phenotype \( i \). A state of the system is given by the vectors \( s = (n, m) \). Let \( f_{C,i} \) and \( f_{D,i} \) represent the (effective) payoffs of a cooperator and a defector, respectively, of phenotype \( i \). When self interaction is included these values are

\[
\begin{align*}
f_{C,i} &= 1 + \delta \left[ bm_i - cn_i \right] \\
f_{D,i} &= 1 + \delta \left[ bm_i \right].
\end{align*}
\]

Let \( w_{C,i} \) and \( w_{D,i} \) represent the fitness (i.e. average number of offsprings) of a cooperator and a defector of phenotype \( i \). After one update step (which is one generation) we obtain

\[
w_{C,i} = \frac{N f_{C,i}}{\sum_j [m_j f_{C,j} + (n_j - m_j) f_{D,j}]}
\]

Here a cooperator is chosen to be a parent with probability given by its payoff relative to the total payoff, and this happens \( N \) times independently in one update step. The denominator of (28) can be written as

\[
\sum_j [m_j f_{C,j} + (n_j - m_j) f_{D,j}] = N + \delta (b - c) \sum_j m_j n_j
\]

Therefore, in the \( \delta \to 0 \) limit, we obtain the fitness of a phenotype \( i \) cooperator

\[
w_{C,i} = 1 + \delta \left( bm_i - cn_i - \frac{b - c}{N} \sum_j m_j n_j \right) + \mathcal{O}(\delta^2)
\]
3.2. Effect of selection. Let $p$ denote the frequency of cooperators in the population. Cooperation is favored if cooperators are in the majority at the stationary state, $\langle p \rangle > 1/2$. The frequency of cooperators $p$ changes during one update step due to selection and due to mutation. In any state $s$ of the system, the total change of cooperator frequency can be expressed in terms of the change due to selection as

$$
\Delta p_{\text{tot}}(s) = (1 - u)\Delta p_{\text{sel}}(s) + u \left( \frac{1}{2} - p \right)
$$

Here the first term describes the change due to selection in the absence of mutation, which happens with probability $1 - u$. The second term stands for the effect of mutation, which happens with probability $u$ to each player independently. In this latter case the frequency $p$ increases in average by $1/2$ due to the introduction of random strategies, and decreases by $p$ due to the replacement of cooperators.

In the stationary state $\langle p \rangle$ is constant, hence the total change of frequency vanishes $\langle \Delta p \rangle_{\text{tot}} = 0$. Then from (31) we can express the average cooperator frequency with the change of frequency due to selection as

$$
\langle p \rangle = \frac{1}{2} + \frac{1 - u}{u} \langle \Delta p \rangle_{\text{sel}}
$$

This means that by calculating the average change of cooperator frequency, we also obtain the average cooperator frequency. It also means that cooperators are favored $\langle p \rangle > 1/2$ if their change due to selection is positive in the stationary state

$$
\langle \Delta p \rangle_{\text{sel}} > 0
$$

Now let us perform a perturbative expansion for small selection $\delta \ll 1$. In a given state $s = (n, m)$, the expected change of $p$ due to selection in one update step is

$$
\Delta p(s) = \frac{1}{N} \left( \sum_i m_i w_{C,i} - \sum_i m_i \right)
$$

This expression vanishes for $\delta = 0$ for the fitness function (30). (Note that this statement is not true in general for arbitrary models). Its Taylor expansion is

$$
\Delta p(s) = 0 + \delta \frac{d \Delta p(s)}{d\delta} \bigg|_{\delta=0} + \mathcal{O}(\delta^2) = \delta \sum_i m_i \frac{d w_{C,i}}{d\delta} \bigg|_{\delta=0} + \mathcal{O}(\delta^2)
$$

We also expand the stationary probabilities of finding the system in state $s$

$$
\pi(s) = \pi^{(0)}(s) + \delta \pi^{(1)}(s) + \mathcal{O}(\delta^2)
$$

where $\pi^{(0)}(s)$ is the stationary probability in the neutral state (here we consider two states equivalent if they only differ by translation along the phenotype space). Consequently, in the stationary state in the presence of the game, the average change in cooperator frequency can be expressed in the leading order in terms of averages in the neutral stationary state

$$
\langle \Delta p \rangle_{\text{sel}} = \frac{\delta}{N} \left( \sum_i m_i \frac{d w_{C,i}}{d\delta} \right)_{\delta=0} + \mathcal{O}(\delta^2)
$$

This expression has to be positive for cooperation to be favored (33). Here the 0 subscript refers to $\delta = 0$, that is to an average taken in the stationary state of the neutral model.
\[ \langle \cdot \rangle_0 = \sum_s \pi^{(0)}(s). \] More generally, one can also easily obtain higher order terms in \( \delta \) based on (35) and (36). The first derivative of the effect of selection in the stationary state

\[ \langle \Delta p \rangle^{(1)}_{sel} = \left. \frac{d}{d\delta} \langle \Delta p \rangle_{sel} \right|_{\delta=0} \]

can be obtained from (37), by using the fitness (30) of our model, as

\[ \langle \Delta p \rangle^{(1)}_{sel} = \frac{1}{N} \left[ b \left\langle \sum_i m_i^2 \right\rangle_0 - c \left\langle \sum_i m_i n_i \right\rangle_0 - \frac{b-c}{N} \left\langle \sum_{i,j} m_i m_j n_j \right\rangle_0 \right] \]

The threshold model parameters are then obtained when the change \( \langle \Delta p \rangle^{(1)}_{sel} = 0 \), as follows from the general condition (33)

\[ \left( \frac{b}{c} \right)^* = \frac{\langle \sum_i m_i n_i \rangle_0 - \frac{1}{N} \langle \sum_{i,j} m_i m_j n_j \rangle_0}{\langle \sum_i m_i^2 \rangle_0 - \frac{1}{N} \langle \sum_{i,j} m_i m_j n_j \rangle_0} \]

Hence, we have expressed the threshold \( b/c \) ratio in the small selection limit in terms of correlations in the neutral stationary state. Note that the averages in (39) cannot be moved inside the sum, since at any given position any stationary average is zero. Also note that all terms in (40) are of order \( N^2 \).

The above derivation is valid for finite \( N \) and \( \delta \to 0 \). We are also interested, however, in the \( N \to \infty \) asymptotic behavior. In that case all the above derivation can be repeated when simultaneously \( \delta N \to 0 \).

Expression (39) for the change in cooperator frequency can be rewritten in a more intuitive way. First we express the total payoffs of cooperators and defectors respectively as

\[ f_C = \sum_i m_i f_{C,i} = N_C + \delta F_C \]
\[ f_D = \sum_i m_i f_{D,i} = N_D + \delta F_D \]

in a given state, where \( F_C \) and \( F_D \) are the total payoffs without considering weak selection

\[ F_C = \sum_i m_i (bm_i - cn_i), \quad F_D = \sum_i (m_i - m_i)bm_i \]

and \( N_C = \sum_i m_i \) and \( N_D = N - N_C \) are the number of cooperators and defectors respectively. With this notation the change in cooperator frequency (35) can be rewritten as

\[ \Delta p(s) = \frac{\delta}{N^2} (N_D F_C - N_C F_D) + O(\delta^2) \]

This expression was obtained in an intuitive way in the main text. By averaging over the stationary state we of course recover (39).

3.3. Threshold value from correlations. Let us now evaluate the expected values in (40). We randomly choose three individuals \( k, q, \) and \( l \) with replacement. All expected values in
(40) can be expressed in terms of probabilities in the neutral stationary state

\begin{align}
\langle \sum_i m_i^2 \rangle_0 &= N^2 \Pr(S_k = S_q = 1, X_k = X_q) \\
\langle \sum_i m_i n_i \rangle_0 &= N^2 \Pr(S_k = 1, X_k = X_q) \\
\langle \sum_{i,j} m_i m_j n_j \rangle_0 &= N^3 \Pr(S_l = S_k = 1, X_k = X_q)
\end{align}

The indices \(i\) and \(j\) refer to positions, while \(k, q\) and \(l\) refer to individuals. These identities are self explanatory, nevertheless they are proven in Section 4.3.

Because the two strategies are equivalent in the neutral stationary state, all expressions (44) remain valid when we change any 1 to 0. Consequently all expressions (44) simplify to

\begin{align}
\langle \sum_i m_i^2 \rangle_0 &= \frac{N^2}{2} \Pr(S_k = S_q, X_k = X_q) \\
\langle \sum_i m_i n_i \rangle_0 &= \frac{N^2}{2} \Pr(X_k = X_q) \\
\langle \sum_{i,j} m_i m_j n_j \rangle_0 &= \frac{N^3}{2} \Pr(S_l = S_k, X_k = X_q)
\end{align}

Note that these probabilities are denoted in the main text as \(P_2, P_1,\) and \(P_3\) respectively. Substituting the probabilities of (45) into (40) we arrive at the general condition expressed in terms of two and three point correlations

\begin{align}
\left( \frac{b}{c} \right)^* &= \frac{\Pr(S_l = S_k, X_k = X_q) - \Pr(X_k = X_q)}{\Pr(S_l = S_k, X_k = X_q) - \Pr(S_k = S_q, X_k = X_q)}
\end{align}

In Section 2 we have calculated similar probabilities defined in (1), but always for two different individuals. In other words while in the probabilities of (45) we pick two individuals with replacement, in the quantities of (1) two individuals were picked without replacement. We know, however, that out of two individuals we pick the same individual twice with probability \(1/N\), and pick two different individuals otherwise. We also know the corresponding probabilities when picking three individuals. With this knowledge we can express the probabilities with replacement in (45) with the probabilities without replacement in (1) as follows

\begin{align}
\Pr(S_k = S_q, X_k = X_q) &= \frac{1}{N} [(N - 1)g + 1] \\
\Pr(X_k = X_q) &= \frac{1}{N} [(N - 1)z + 1] \\
\Pr(S_l = S_k, X_k = X_q) &= \frac{1}{N^2} [(N - 1)(N - 2)h + (N - 1)(z + y + g) + 1]
\end{align}
Figure 1. Exact threshold $b/c$ ratio (50) in the $N \to \infty$ limit for several values of $\nu$. Cooperation is most favored in the $\mu \to 0$ and $\nu \to \infty$ limit, where $(b/c)^* = 1 + 2/\sqrt{3}$.

Now we substitute these probabilities into condition (46) to obtain the threshold condition

\[ (b/c)^* = \frac{(N - 2)(z - h) + 1 - y + z - g}{(N - 2)(g - h) + 1 - y - z + g} \]

The above condition (48) is exact for any finite $N$ with self interaction. Without self interaction a $O(1/N)$ correction appears as discussed in Section 4.2. The model of course makes no sense for $N = 1$, and the smallest interesting population size is $N = 2$. In the $N \to \infty$ limit of (48) we also obtain a simple rule

\[ (b/c)^* = \frac{z - h}{g - h} \]

Substituting the expressions (10), (19), and (24) into the above equation for $z$, $g$, and $h$ respectively, we arrive at

\[ (b/c)^* = \frac{\mu C_3 - (2 + \mu)C_1 + (1 + \mu)^2}{\mu C_3 + (2 + \mu)C_1 - (1 + \mu)} \]

where we have used the shorthand notation (25). This is our main result: the exact threshold $b/c$ ratio in the $N \to \infty$ and weak selection limit. For parameter values $b/c > (b/c)^*$ there are more cooperators than defectors in the system in the long time average.

In Figure 1, we plot the exact $(b/c)^*$ ratio (50) as a function of $\mu$ for several values of $\nu$. One observes that $(b/c)^*$ gets smaller both for smaller $\mu$ and for larger $\nu$. Hence small strategy mutation and large phenotype mutation helps cooperation. The large $\nu$ limit includes the finite $\nu$ (phenotype changing probability) case. Note that since the cluster size in phenotype space is $\sqrt{2N\nu}$, the average number of individuals with the same phenotype is proportional to $\sqrt{N/v}$, hence there are plenty of individuals to interact with even for finite $\nu$ values in the large $N$ limit.
In the $\nu \to \infty$ limit (50) becomes
\begin{equation}
\left(\frac{b}{c}\right) = \frac{(2 + \mu)\sqrt{1 + \mu} - 2(1 + \mu)^2 - \mu\sqrt{3 + \mu}}{-(2 + \mu)\sqrt{1 + \mu} + 2(1 + \mu) - \mu\sqrt{3 + \mu}} + O\left(\frac{1}{\sqrt{\nu}}\right)
\end{equation}
which for $\mu \to 0$ behaves as
\begin{equation}
\left(\frac{b}{c}\right) = 1 + 2\sqrt{3} + \frac{7\sqrt{3} - 3}{18} + O(\mu^2)
\end{equation}
which is $\approx 2.16$ in the leading order. For $\mu \to \infty$ the threshold ratio (51) diverges as
\begin{equation}
\left(\frac{b}{c}\right) = \sqrt{\mu} + 1 + O\left(\frac{1}{\sqrt{\mu}}\right)
\end{equation}
Conversely, in the $\mu \to 0$ limit (50) becomes
\begin{equation}
\left(\frac{b}{c}\right) = \sqrt{3(1 + 4\nu)^{3/2} + (3 + 8\nu)\sqrt{3 + 4\nu}} + O(\mu)
\end{equation}
This limit function diverges as $3/4\nu$ for small $\nu$, but converges to the constant $1 + 2/\sqrt{3}$ as $\nu \to \infty$. Hence the best scenario for cooperation is $\mu \to 0$ and $\nu \to \infty$ where $(b/c)^* = 1 + 2/\sqrt{3}$.

The large $N$ asymptotic results are identical for the Moran process, where we choose a random individual to die, and another (with replacement) to reproduce with probability proportional to the player’s payoff (see Section 5.1).

We would like to briefly comment on the relationship between our work and inclusive fitness or kin selection theory (see references in the main text). Let $R$ be the inverse of the r.h.s. of (46). Now we formally obtained Hamilton’s rule $(b/c)^* = 1/R$. By dividing both the numerator and the denominator in $R$ by $Pr(X_k = X_q)$, (we can assume that it is not zero), and using the definition of conditional probability, we can rewrite $R$ as
\begin{equation}
R = \frac{Pr(S_k = S_q \mid X_k = X_q) - Pr(S_l = S_k \mid X_k = X_q)}{1 - Pr(S_l = S_k \mid X_k = X_q)}
\end{equation}
Now with the notation
\begin{equation}
G = Pr(S_k = S_q \mid X_k = X_q), \quad \overline{G} = Pr(S_l = S_k \mid X_k = X_q)
\end{equation}
we obtain $R = (G - \overline{G})/(1 - \overline{G})$, which is in the form of usual relatedness formula. Note, however, that this $\overline{G}$ is not the probability of identity in state (IIS) between two random individuals in the population as it usually is in inclusive fitness theory. Instead, $\overline{G}$ is a sort of weighted average of IIS probabilities in which those who share the same phenotype with more players are assigned a larger weight.

4. Further clarifications

4.1. Finite populations for $\nu = 1/2$. Here we consider the Wright-Fisher (W-F) model for finite $N$ and $\nu = 1/2$. What makes this case simple is that at each time step all individuals move. The probability that the time to the MRCA is $t$ is given by (2). During $t$ generations there are exactly $2t$ birth events in the ancestry of two individuals, and in the $\nu = 1/2$ case the phenotypic distance between two individuals follows a simple random walk with two steps in phenotype space per one time unit. Consequently, the distance between two siblings is always even. After some transient time the whole population will be constrained on the
same sub-lattice of even, and then odd sites. The distance distribution of two individuals $k$ and $q$, time $t$ after their MRCA is

$$\Pr(X_k - X_q = x | T = t) = 2^{-2t} \binom{2t}{t + x/2}$$

where again $x$ is always even. Consequently the probability $z(x)$ that two randomly chosen individuals are at distance $x$ apart can be obtained from (6)

$$z(x) = \frac{1}{N-1} \sum_{t=1}^{\infty} \left( \frac{2t}{t + x/2} \right) \left( \frac{N - 1}{4N} \right)^t$$

This sum can be evaluated using the identity

$$\sum_{t=1}^{\infty} \left( \frac{2t}{t + x/2} \right) \left( \frac{a}{4} \right)^t = \begin{cases} \frac{a}{\sqrt{1-a(1+\sqrt{1-a})}}, & x = 0 \\ \frac{a^{x/2}}{\sqrt{1-a(1+\sqrt{1-a})}a^{x/2}}, & |x| \geq 2 \end{cases}$$

to obtain

$$z(x) = \begin{cases} \frac{1}{\sqrt{N} + 1}, & x = 0 \\ \frac{N - 1}{N - 1} \left( \frac{N - 1}{N + 2\sqrt{N} + 1} \right)^{|x|/2}, & |x| \geq 2 \end{cases}$$

Hence, apart from the special $x = 0$ case, $z(x)$ decays exponentially in $x$. For fixed distances and $N \to \infty$ the asymptotic behavior is $z(x) = 1/\sqrt{N} + O(1/N)$. The second moment of the distance distribution (60) is simply $2N$.

Now we turn to the strategies of the individuals. The strategies of the two players are the same if no mutations happened during time $t$ to either player, which is the case with probability $(1 - u)^{2t}$. Otherwise the two strategies are the same with probability $1/2$. Consequently, the conditional probability is

$$y(t) = (1 - u)^{2t} + \frac{1}{2} \left[ 1 - (1 - u)^{2t} \right] = \frac{1 + U^t}{2}$$

where we introduce the shorthand notations

$$U = (1 - u)^2, \quad M = N(1 - U) + U$$

The probability $y$ that two randomly chosen individuals have the same strategy becomes

$$y = \sum_{t=1}^{\infty} p(t)y(t) = \frac{1}{2} \left( 1 + \frac{U}{M} \right)$$

where we have used (2) and (61).

Similarly, using (16) we obtain the probability $g$ that two randomly chosen individuals have both the same strategy and the same phenotype

$$g = \frac{1}{2(\sqrt{N} + 1)} + \frac{U}{2\sqrt{M}(\sqrt{N} + \sqrt{M})}$$

These are exact results for arbitrary number of individuals $N$ and mutation rate $u$. In the $N \to \infty$ and $u \to 0$ limit of the formulas (60), (63) and (64) with $\mu = 2Nu$ kept constant, we recover the $\nu \to \infty$ limits of the corresponding formulas (9), (15) and (19), apart from a factor two. This factor two is a peculiarity of the $v = 1/2$ case. Since here the distance
between individuals is always even, there must be twice as many players at a given even distance. Note also that the variance of the cluster is $2\nu$ both for $v = 1/2$ and for the continuous limit calculation.

For only two individuals, the general condition (48) simplifies to

$$
\left( \frac{b}{c} \right)^* = \frac{1 - y + z - g}{1 - y - z + g}
$$

which contains only quantities we have just calculated in this section. To obtain the exact $(b/c)^*$ for any other finite $N$ we have to use the general expression (48), and obtain $h$ analogously to (23) and using (20) and (21). The formulas for $h$ and $(b/c)^*$ are too cumbersome to include here. We have, however, checked these formulas with computer simulations for many values of $N$. We explicitly simulated the W-F process and found the threshold $(b/c)^*$ value where the frequency of cooperators in the stationary state becomes larger than 1/2. Moreover, in the $N \to \infty$, $u \to 0$ limit with $\mu = 2Nu$ constant, we recover the continuous time formula (51).

4.2. Excluding self interaction. If cooperators cannot interact with themselves, we have

$$
\begin{align*}
&f_{C,i} = 1 + \delta \left[ b(m_i - 1) - c(n_i - 1) \right] \\
&f_{D,i} = 1 + \delta \left[ bm_i \right].
\end{align*}
$$

Therefore the fitness of cooperators at position $i$ becomes

$$
\begin{align*}
&w_{C,i} = 1 + \frac{\delta}{N} \left( b(m_i - 1) - c(n_i - 1) - \frac{b - c}{N} \sum_j m_j(n_j - 1) \right) + O(\delta^2)
\end{align*}
$$

which then leads to the expected change of cooperator frequency

$$
\langle \Delta p \rangle = \frac{\delta}{N^2} \left[ b \left( \sum_i m_i^2 \right) - c \left( \sum_i m_i n_i \right) - \frac{b - c}{N} \left( \sum_{i,j} m_i m_j n_j \right) \\
- \left( b - c \right) \left( \sum_i m_i \right) + \frac{b - c}{N} \left( \sum_{i,j} m_i m_j \right) \right] + O(\delta^2).
$$

Two new correlation types in the neutral stationary state appear

$$
\begin{align*}
&\left\langle \sum_i m_i \right\rangle = N \Pr(S_k = 1) = \frac{N}{2} \\
&\left\langle \sum_{i,j} m_i m_j \right\rangle = N^2 \Pr(S_k = S_q - 1) = \frac{N^2}{2} y
\end{align*}
$$

This then leads to the general expression analogous to (48) for the threshold ratio

$$
\left( \frac{b}{c} \right)^* = \frac{(N - 2)(z - h) + z - g}{(N - 2)(g - h) - z + g}
$$

The smallest valid population size is $N = 3$. In the $N \to \infty$ the threshold $b/c$ ratio with self interaction (48) and without it (70) are the same (49) in the leading order, and their difference is only of order $1/N$. 
4.3. From averages to correlations. Here we obtain the identities listed in (44). The variables \( m_i \) and \( n_i \) are fixed in any given state. Let us use the indicator function \( \mathbb{1} \), which is \( \mathbb{1}(A) = 1 \) if event \( A \) is true and \( \mathbb{1}(A) = 0 \) if event \( A \) is false. Of course the stationary average of the indicator function is the stationary probability of an event

\[
\langle \mathbb{1}(A) \rangle = \Pr(A)
\]

and by \( \mathbb{1}(A, B) \) we mean \( \mathbb{1}(A \cap B) = \mathbb{1}(A) \mathbb{1}(B) \). Now in any given state we can express \( n_i \) and \( m_i \) by the indicator functions

\[
\begin{align*}
n_i &= \sum_k \mathbb{1}(X_k = i) \\
m_i &= \sum_q \mathbb{1}(X_q = i) \mathbb{1}(S_q = 1).\end{align*}
\]

The sum in (44a) becomes

\[
\sum_i m_i n_i = \sum_{k,q} \left[ \mathbb{1}(S_k = 1) \mathbb{1}(S_q = 1) \sum_i \mathbb{1}(X_k = i) \mathbb{1}(X_q = i) \right] = \sum_{k,q} \mathbb{1}(S_k = S_q = 1) \mathbb{1}(X_k = X_q)
\]

since the sum over \( i \) is simply

\[
\sum_i \mathbb{1}(X_k = i) \mathbb{1}(X_q = i) = \sum_i \mathbb{1}(X_k = i, X_q = i) = \mathbb{1}(X_k = X_q).
\]

Now taking the average of (73) in the stationary state we obtain

\[
\langle \sum_i m_i^2 \rangle_0 = \sum_{k,q} \langle \mathbb{1}(S_k = S_q = 1, X_k = X_q) \rangle = \sum_{k,q} \Pr(S_k = S_q = 1, X_k = X_q),
\]

where we have used identity (71). Since all individuals are equivalent in the stationary state, the above probabilities are the same for any pair of individuals, hence from now on we consider \( k \) and \( q \) as two randomly chosen individuals, and write

\[
\langle \sum_i m_i^2 \rangle_0 = N^2 \Pr(S_k = S_q = 1, X_k = X_q).
\]

The expression (44b) can be derived similarly, since

\[
\sum_i m_i n_i = \sum_{k,q} \left[ \mathbb{1}(S_q = 1) \sum_i \mathbb{1}(X_k = i) \mathbb{1}(X_q = i) \right] = \sum_{k,q} \mathbb{1}(S_q = 1) \mathbb{1}(X_k = X_q)
\]

and taking the average of (77) in the stationary state leads to

\[
\langle \sum_i m_i n_i \rangle_0 = \sum_{k,q} \Pr(S_q = 1, X_k = X_q) = N^2 \Pr(S_q = 1, X_k = X_q)
\]
For the last expression (44c) we have

$$\sum_{i,j} m_i m_j n_j = \sum_{k,q,l} \left[ \sum_i \mathbb{1}(S_l = 1, X_l = i) \left( \sum_j \mathbb{1}(S_k = 1, X_k = j) \mathbb{1}(X_q = j) \right) \right]$$

which in the stationary state becomes

$$\langle \sum_{i,j} m_i m_j n_j \rangle_0 = \sum_{k,q,l} \operatorname{Pr}(S_l = S_k = 1, X_k = X_q) = N^3 \operatorname{Pr}(S_l = S_k = 1, X_k = X_q)$$

5. Outlook

5.1. Moran dynamics. In the Moran model we chose a random individual to die, and another (with replacement) to multiply with probability proportional to the player’s payoff. The newborn then replaces the dead individual. Otherwise the dynamics is the same as in the W-F case. The behavior of the Moran model is also very similar to the W-F model, and the results can be written in an identical form in the \( N \to \infty \) limit, by defining the appropriate variables.

We consider the neutral case of the Moran model first. Let us obtain the probability \( \operatorname{Pr}(T = t) \) that the time to the most recent common ancestor (MRCA) of two randomly chosen individual is \( T = t \). Let us calculate the probability \( P_{CA} \) that they had a common ancestor one update step before. It could happen only if the parent and the dying individuals were different, which happens with probability \( 1 - \frac{1}{N} \). Then our two individuals have a common ancestor if one of them is the parent and the other is the newborn daughter, which has a probability \( 2 \frac{1}{N} \frac{1}{N-1} \). Hence having a common ancestor in the previous update step is

$$P_{CA} = \left( 1 - \frac{1}{N} \right) \cdot 2 \cdot \frac{1}{N} \cdot \frac{1}{N-1} = \frac{2}{N^2}$$

Consequently the probability that the MRCA is exactly time \( T = t \) backward is

$$\operatorname{Pr}(T = t) = (1 - P_{CA})^{t-1} P_{CA} = \left( 1 - \frac{2}{N^2} \right)^{t-1} \frac{2}{N^2}$$

If we introduce a rescaled time \( \tau = t/(N^2/2) \), then in the \( N \to \infty \) limit the coalescent time distribution (82) converges to the same density function (3) as we obtained for the W-F model.

Since in our model mutations (in strategies) and motion only happen at birth events, let us investigate the statistics of birth events in the Moran model. As we follow the ancestral lines of two randomly chosen individuals backward in time, we can obtain the probability \( P_B \) that a birth event happens in one update step, but the ancestral lines do not coalesce. In other words, \( P_B \) is the probability that at a given time one of the two individuals is the daughter but the other is not the parent. If the parent dies during this update step (which happens with probability \( 1/N \)) one individual is the daughter with probability \( 2/N \) (and the other individual cannot be the parent). If the parent does not die (which happens with probability \( 1 - 1/N \)) one of the individuals is the daughter and the other is not the parent.
with probability \( 2/N \cdot (N-2)/(N-1) \). Hence the probability that there is a birth event in 
the ancestry of either individual during one elementary time step is

\[
P_B = \left( 1 - \frac{1}{N} \right) \cdot \frac{2}{N} \cdot \frac{N-2}{N-1} = \frac{2(N-1)}{N^2}
\]

In the continuous time limit with \( \tau = t/(N^2/2) \), a birth event happens at rate \( N \). Con- 
sequently a mutation happens at rate \( \mu = Nu \) on the ancestral line of two 
individuals. Similarly, one of the two individual hops at rate \( \nu = Nv \) in each direction. In other words 
the distance between the two individuals changes at rate \( \nu \) in each direction. This means 
that the continuous time \( (N \to \infty) \) descriptions of the Moran and the W-F models are the same, but \( N \) must be used for the Moran and \( 2N \) for the W-F model in the definition of \( \mu \) 
and \( \nu \). Hence all \( N \to \infty \) results of Section 2 are also valid for the Moran model. (Note that 
the diffusion coefficient of the cluster is \( D = v/N \).)

All formulas of Section 3 are almost identical to those for W-F model. The average 
frequency of cooperators depends on the change of cooperators very similarly to (32)

\[
\langle p \rangle = \frac{1}{2} + N \frac{1 - u}{u} \langle \Delta p \rangle_{\text{sel}}
\]

Instead of the fitness of the W-F model (28), we have a very similar expression for the fitness 
after one elementary step

\[
w_{C,i} = \frac{N-1}{N} + \frac{f_{C,i}}{\sum_j [m_j f_{C,j} + (n_j - m_j) f_{D,j}]} \tag{85}
\]

where the payoffs are again given by (27). Here the first term corresponds to the cooperator 
staying alive, and to second to it being chosen for reproduction. In the \( \delta \to 0 \) limit (85) becomes

\[
w_{C,i} = 1 + \frac{\delta}{N} \left( bm_i - cn_i - \frac{b - c}{N} \sum_j m_j n_j \right) + O(\delta^2) \tag{86}
\]

Note that this is exactly the fitness of the W-F process (30) with a scaled selection strength \( \delta' = \delta/N \). Hence all results of Section 3, and in particular the critical \( b/c \) ratio (50) are also 
valid for the Moran model.

5.2. General payoff matrix. Instead of the payoff matrix (26) of the simplified Prisoner’s 
Dilemma (PD) game, we study now a general payoff matrix

\[
\begin{pmatrix}
R & S \\
T & P
\end{pmatrix}
\]

A similar derivation to the one presented in Section 3 leads to the condition for cooperation

\[
(R - S)g + (S - P)z > (R - S - T + P)\eta + (S + T - 2P)h \tag{88}
\]

in the \( N \to \infty \) limit, which is the analogous formula to (49). Here a new type of three point 
correlation must be introduced

\[
\eta = \Pr(S_l = S_k = S_q, X_k = X_q) \tag{89}
\]
Figure 2. “Snow drift”, “Stag hunt” and “Prisoner’s dilemma” games correspond to three distinct regions in the \((\alpha, \beta)\) plane, bounded by black lines. The red (thick) line (94) marks the boundary between defection (yellow-shaded) and cooperation (white). The blue (thicker dashed) lines depict the corresponding simplified payoff matrices.

In the \(\nu \to \infty\) and \(\mu \to 0\) limit the correlations are

\[
\begin{align*}
z &= \frac{1}{2\sqrt{\nu}} \\
g &= \frac{1}{2\sqrt{\nu}} \left(1 - \frac{2 + \sqrt{3}}{8}\right) \\
h &= \frac{1}{2\sqrt{\nu}} \left(1 - \frac{3 + \sqrt{3}}{8}\right)
\end{align*}
\]

up to \(O(1/\nu)\) and \(O(\mu^2)\) terms. Here \(z\), \(g\), and \(h\) were obtained as limits of the general expressions (10), (19), and (24) respectively. The value of \(\eta\) was derived analogously to (23). By substituting these correlations into (88) we finally arrive at the general condition for cooperation

\[
T - S < (R - P)(1 + \sqrt{3})
\]

For the simplified PD game (26) we recover (52) in the leading order.

For a non-degenerate payoff matrix, with the exchange of players \(R > P\) can always be achieved. Then under weak selection one can define an equivalent matrix

\[
\begin{pmatrix}
1 & \alpha \\
1 + \beta & 0
\end{pmatrix}
\]

with only two parameters

\[
\alpha = \frac{S - P}{R - P}, \quad \beta = \frac{T - R}{R - P}
\]
In these variables the condition for cooperation (91) becomes

\[ \beta < \alpha + \sqrt{3} \]  

which describes a straight threshold line in the \((\alpha, \beta)\) plane (see Figure 2).

In Figure 2 we show how this threshold line (94) divides the \((\alpha, \beta)\) plane into a cooperative and a defective half plane. Three regions, bounded by black lines, correspond to the “Snow drift”, the “Stag hunt” and the “Prisoner’s dilemma” games. The blue straight lines on the \((\alpha, \beta)\) plane correspond to the following representative simplified payoff matrixes

\[
\begin{align*}
\text{Snow drift} & : \begin{pmatrix} b - c/2 & b - c \\ b & 0 \end{pmatrix} & \beta = 1 - \alpha, \text{ with } 0 < \alpha < 1 \\
\text{Stag hunt} & : \begin{pmatrix} b - c & -c \\ 0 & 0 \end{pmatrix} & \beta = -1, \text{ with } \alpha < 0 \\
\text{Prisoner’s dilemma} & : \begin{pmatrix} b - c & -c \\ b & 0 \end{pmatrix} & \beta = -\alpha, \text{ with } \alpha < 0
\end{align*}
\]

Form the general condition (91) we can deduce the condition for cooperation for these simplified games. There is always cooperation in the simplified Snow drift game. Cooperation is favored in the simplified Stag hunt game only for \(b/c > 1 + 1/(1 + \sqrt{3})\). In the simplified PD game cooperators win for \(b/c > 1 + 2/\sqrt{3}\) in agreement with (52).

5.3. Randomly changing phenotypes. Here we replace the one-dimensional phenotype space with an infinite-dimensional phenotype space. We do not model the number of dimensions explicitly, but simply assume that every mutation causes a jump to a new unique phenotype. Now the only way that two individuals can have the same phenotype is if there are no phenotypic mutations in their ancestry back to the time of their most recent common ancestor. This property is called identity by descent in population genetics and this mutation model known as the infinitely-many-alleles, or simply infinite-alleles, mutation model [6, 7].

Let \(\tilde{v}\) be the probability that the phenotype of an offspring differs from that of its parent. Note that in the one-dimensional model, there is a mutation probability of \(v\) in each direction. As before, in the limiting \((N \to \infty)\) model with time rescaled appropriately, the phenotypic mutation rate to two individuals is equal to \(\nu\). In the Wright-Fisher model we have \(2N\tilde{v} \to \nu\) (and \(N\tilde{v} \to \nu\) in the Moran model), where the arrows correspond to the limit \(N \to \infty\). The definition of \(\mu = 2Nu\) in the Wright-Fisher model \((\mu = Nu\) in the Moran model) is the same as before.

Given a coalescence time \(\tau\) between a pair of individuals,

\[ \zeta(\tau) = e^{-\nu\tau} \]

is the probability that they have the same phenotype. Therefore, in the \(N \to \infty\) limit, the correlations defined in (1) become

\[ z = \frac{1}{1 + \nu} \]

\[
\begin{align*}
g &= \frac{1}{2} \left( \frac{1}{1 + \nu} + \frac{1}{1 + \mu + \nu} \right) \\
h &= \frac{1}{2} \left[ \frac{1}{1 + \nu} + \frac{1}{3 + \mu + \nu} \left( \frac{1}{1 + \nu} + \frac{1}{1 + \mu} + \frac{1}{1 + \mu + \nu} \right) \right]
\end{align*}
\]
The calculation goes analogously to that of Section 2. The threshold parameters (49) for cooperation to be favored becomes

\[
\left( \frac{b}{c} \right)^* = \frac{\nu(3 + 2\mu + \nu) + (1 + \mu)(3 + \mu)}{\nu(2 + \mu + \nu)}
\]

This is plotted in Figure 3, which can be compared to the corresponding Figure 1 for the one-dimensional model.

Cooperation is most favored when \( \nu \) is large because in this case two individuals that share the same phenotype will almost surely have the same strategy. We have

\[
\left( \frac{b}{c} \right)^* = 1 + \frac{1 + \mu}{\nu} + O(\nu^{-2})
\]

In the \( \nu \to \infty \) limit, \( (b/c)^* = 1 \), i.e. cooperation is favored whenever the benefit \( b \) from cooperation is larger than the cost \( c \).

For general payoff matrices (87), we restrict our calculation to the \( \mu \to 0 \) limit. The calculation is completely analogous to that of Section 5.2. First we calculate the three point correlation \( \eta \), which is defined in (89). Up to first order in \( \mu \) we obtain

\[
\eta = \frac{1}{1 + \nu} \left[ 1 - \mu \frac{9 + 7\nu + 2\nu^2}{4(1 + \nu)(3 + \nu)} \right]
\]

Substituting this expression together with (97) into the general condition (88) for cooperation, we finally obtain

\[
T - S < (R - P) \frac{(1 + \nu)(3 + 2\nu)}{3 + \nu}
\]
This result is valid for general values of \( \nu \). For \( \nu \to 0 \) condition (101) becomes \( T - S < R - P \), while in the \( \nu \to \infty \) limit it is simply \( R > P \).

By using the scaled variables \( \alpha, \beta \), introduced in (92), condition (101) is again a straight line in the \((\alpha, \beta)\) plane. For \( \nu \to 0 \) there is no cooperation in the PD region (see this region in Figure 2), but for \( \nu \to \infty \) the whole plane corresponds to cooperation.
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The advantage of mutual help is threatened by defectors, who exploit the benefits provided by others without providing benefits in return. Cooperation can only be sustained if it is preferentially channeled toward cooperators and away from defectors. But how? A deceptively simple idea is to distinguish cooperators from defectors by tagging them. It clearly is in the interest of cooperators to use some distinctive cue to assort with their like. Such an assortment, however, conflicts with the interests of the cheaters, who have every incentive to also acquire that tag. This makes for an inherently unstable situation. The history of evolutionary thinking on this issue is long. An article in this issue of PNAS by Antal et al. (1) opens new ground by providing an in-depth analysis of a selection-mutation model. The first to investigate a tag for altruism was W. D. Hamilton (2). He conceived what he called a supergene, able to produce (i) a distinctive phenotypic trait, (ii) the faculty to recognize the trait in others, and (iii) the propensity to direct benefits toward bearers of that trait, even though this entails a fitness cost. Soon afterward, Richard Dawkins described Hamilton’s thought experiment by using as phenotypic trait the fanciful example of a green beard. The supergene was now termed “green beard gene,” in part to acknowledge its inherent unlikelihood. “Too good to be true,” were Dawkins’ words (3): for the gene would have to be able to program for 3 effects, namely the feature, its recognition, and the altruistic propensity. The green-beard concept relates to both major approaches to cooperation in evolutionary biology, namely kin selection (2) and reciprocal altruism (4). It helps in promoting assortment between cooperators; as a result, cooperators can get more than they give, so that altruism becomes a thriving business. Because wearers of green beards both confer and receive benefits, the tag works as a kind of promise that the altruistic action will be returned, not necessarily by the recipient, but by another member of the green-bearded guild. In this sense, the green beard mediates an indirect form of reciprocation, through third parties. In the usual models of indirect reciprocity, “good guys” are recognized by their reputation, which is based on their past deeds (5). Here, however, recognition is ensured by a phenotypic trait, which is a less sophisticated (and possibly less reliable) signal.

Mostly, the green beard is studied in the context of kin selection. If you carry a green beard, your relatives are likely to carry one, too. Directing benefits at green-bearded individuals confers the benefits preferentially to your kin and raises your indirect fitness (because your kin shares your genes with a higher-than-average probability). In many cases, kin are living close by. But the viscosity of the population (to use another term by Hamilton) is not enough to guarantee a local increase in cooperation, because it is counterbalanced by a local increase in competition. Limited dispersal alone is therefore not enough. A gene for kin recognition can help to direct positive rather than negative effects toward relatives. But it is important to realize that the green beard can promote altruism beyond the realm of the family.

Some 10 years ago, it was found that green beards are not as implausible as their name suggests. In particular, Haig (6) remarked that genes for homophilic cell adhesion could perform all 3 tasks required from a green-beard gene (trait, recognition, and action) by coding for a surface protein that allows them to stick to copies of themselves on other cells. A few years later, it was found that csA genes in Dictostelium discoideum fit the bill (7). In hard times, these amoeba literally stick together to form stalks for dispersing their spores. A similar gene has also been discovered in flocculating yeast cells (8). Other candidates for more sophisticated green-beard effects have been found in ants and lizards.

An obvious way to cheat is to grow a green beard but skip the altruism. For homophilic cell adhesion, this seems barely feasible. In other examples, cheating may be prevented by genetic constraints. But in principle, one would expect that a tight link between a gene for altruistic behavior and a gene for tag recognition will ultimately be broken, and cooperation be destroyed. Surprisingly, it turned out that if the link is not too tight (but not too loose either), a dynamic regime of cooperation can emerge, based on tag diversity. Whenever some tag becomes too frequent, it can be faked by defectors, but cooperative behavior subsists nevertheless, by allying itself with another tag. This phenomenon has been termed “beard chromodynamics,” to suggest that green beards can over time be replaced by red.
or blue, or yellow beards as rallying signals for cooperators (9, 10).

This underlying principle is that of a shibboleth, or secret handshake. But such a specially-contrived trait, evolved for the purpose of signaling cooperation, is not always necessary.

Tag-based cooperation can also rely on self-similarity. All that is needed is some general means to recognize what is like yourself and what is not, i.e., to distinguish “us” from “them.”

With familiaris, you need no badge, or password. This has been called the “armpit effect” (by Dawkins see ref. 3). Although an obvious variation of the green-beard principle could mediate, in principle, symbiosis between two different species, the armpit effect is self-referential. You need not sprout a special recognition device but simply check whether the other looks, smells, or sounds like you.

Mechanisms based on self-similarity are commonly used among cells of an organism or among members of a species. Kin recognition seems widespread: it is useful, not only for promoting nepotism, but also for avoiding incest (11). Bats or birds recognize their offspring on crowded cave roofs and cliff faces through vocalizations; hamsters and wasps pick up the odor of their nest or colony, etc. Interestingly, these faculties seem always acquired through imprinting, rather than genetically encoded. Thus, they indicate in-group rather than kin. This use of associative learning is well supported by theory (12).

An armpit effect has been recently found in hamsters (13). Self-similarity appears to work in humans, too: we like our like. Neat economic experiments show that players preferentially trust similar-looking coplayers (14) (Fig. 1). (The players are provided with pictures of their ostensible partners, and these photos are manipulated to look to a greater or lesser degree like themselves). Clearly, such cues for self-similarity can be enhanced by cultural means. Many groups provide their members with characteristic uniforms, badges, tattoos, ties, haircuts, accents, musical tastes, or slang idioms. In most tag-based models, the tags are discrete; you either look like me or you do not. In general, defectors can be overcome only for a restricted range of recombination between tag and behavior (cf. refs. 15–17). However, similarity is likely to be a question of degree; you can look more or less like me. In the case of continuous graduation, it is likely that cooperative behavior is addressed toward all those who are tolerably similar.

Such models show intriguing patterns: cliques of similar cooperators grow, are beset and undermined by defectors, and regroup around other phenotypes (18, 19). Extending tolerance to a larger range of tag values enlarges the basis of collaboration, whereas restricting tolerance shields from exploiters: this leads to endlessly fluctuating “tides of tolerance” (20).

In the model of Antal et al. (1), members of a well-mixed population of constant size N are distinguished by a tag that can take infinitely many values and is coded by integers.

Defectors help nobody, and cooperators provide help exclusively to members of their own tag group. From time to time, individuals produce offspring in numbers proportional to their fitness. Some N of these offspring are randomly chosen to form the next generation. Offspring inherit from their parent both their behavior (cooperator or defector) and their tag, up to mutation. Each configuration of the population is specified by the number of defectors and cooperators for each tag. The expected payoff values for defectors and cooperators can easily be computed in terms of conditional probabilities (e.g., for defectors to interact with cooperators, etc.). This specifies the configurations for which cooperators are sufficiently assorted with other cooperators to earn more than defectors do. But the configurations move and cluster in a very fluid manner through the range of possible tags. It needs considerable mathematical dexterity to average the payoffs over all configurations in the stationary state. This yields, under the limiting assumption of weak selection, a condition for cooperators to be more frequent than defectors in the long term, requiring that the benefit-to-cost ratio exceeds a specific threshold. Under the most favorable conditions, i.e., when mutations between tags are frequent and mutations in the behavior rare, that threshold is slightly larger than 2. In contrast to previous models (9, 15, 16), no additional requirements on spatial population distribution are used. The analysis of several limiting cases shows that the results depend significantly on mutation structure, about which empirical data are lacking at present. The elusive nature of the game of hide and seek between cooperators and defectors, an age-long spur for biological and cultural evolution, continues to challenge experimentalists and theoreticians alike.

Economic experiments show that players preferentially trust similar-looking coplayers.