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Abstract

The description of excited state dynamics in multichromophoric systems constitutes both a theoretical and experimental challenge in modern physical chemistry. An experimental protocol which can systematically characterize both coherent and dissipative processes at the level of the evolving quantum state of the chromophores is desired. In this article, we show that a carefully chosen set of polarization controlled two-color heterodyned photon-echo experiments can be used to reconstruct the time-evolving density matrix of the one-exciton manifold of a heterodimer. This possibility in turn allows for a complete description of the excited state dynamics via quantum process tomography (QPT). Calculations on the dimer show that QPT can reveal rich information about system-bath interactions, which otherwise appear nontrivially hidden in the polarization monitored in standard four-wave mixing experiments. Our study presents a novel method for analyzing condensed phase experiments with a quantum information processing perspective.
Multichromophoric systems in condensed phases and the processes triggered upon their interaction with electromagnetic radiation are of fundamental chemical interest. In multidimensional optical spectroscopy, a series of ultrafast pulses induce coherent vibrational and electronic dynamics on a molecular aggregate, and the nonlinear polarization effected on the latter is monitored both in time and frequency domain. Recently, a series of tour-de-force spectroscopic experiments performed in the groups of Fleming, Scholes, and Engel have presented intriguing evidence that electronic coherences prepared in photosynthetic complexes persist for hundreds of femtoseconds, contesting the popular belief that no quantum effects exist in “hot and wet” environments, and simultaneously fueling intense work on the theoretical side to understand the role of quantum coherence and entanglement in these biological systems. To interpret these observations, theoretical modeling has proven to be essential, with the latter being intuitively formulated in the Liouville space formalism by Mukamel. In that theory, the induced polarization is calculated as a convolution of a nonlinear response function with the pulse envelopes of the perturbations. Implicit in these calculations is the evolution of the quantum state of the dissipative system in consideration in the form of a density matrix. Therefore, the detected polarization contains information of the time dependent density matrix of the system, although admittedly, not in the most transparent way. An important problem arises whether quantum state tomography (QST) can be carried out in these experiments, that is, whether the density matrix can actually be imaged at different instants of time (for an example, see which reports a QST experiment in gas phase molecules, or which shows how to carry out QST for molecular wavepackets via nonlinear interferometry). A more ambitious question is whether a complete characterization of the relevant quantum system can be performed by quantum process tomography (QPT), a protocol which we define below. In this article, we show that both QST and QPT possible, at least for the single-exciton manifold of a heterodimer of chromophores.

We begin by reviewing the basic ideas of QPT. Let $S$ be a system of interest which interacts with a bath $B$, and suppose they are initially uncorrelated from one another, that is, $\rho_{SB}(0) = \rho_S(0) \otimes \rho_B(0)$, where $\rho_{SB}(T)$ denotes the total $S$ and $B$ density matrix at time $T$, and $\rho_S(T)$ and $\rho_B(T)$ indicate the corresponding reduced density matrices for $S$ and $B$. We label the time argument with $T$, instead of the standard $t$, because our QPT is performed for each “waiting” time $T$ in the photon-echo timeline (see Fig. 2). Assuming that $S$ and $B$ as a whole evolve unitarily via a total Hamiltonian $H_{total}$, and that the initial state of $B$ is fixed at $\rho_B(0)$ for every $\rho_S(0)$, a trace over the degrees of freedom of $B$ yields a completely positive map for $\rho_S(T)$.
\[
\rho_{S,ab}(T) = \sum_{cd} \chi_{abcd}(T) \rho_{S,cd}(0),
\]

where the \(\chi(T)\) matrix defines a linear transformation independent of the initial state \(\rho_S(0)\). Therefore, \(\chi(T)\) completely characterizes the dynamics of \(\rho_S(T)\), and has a simple interpretation: \(\chi_{abcd}(T)\) is the entry \(\rho_{S,ab}(T)\) of the density matrix of \(S\) at time \(T\) given that \(\rho_{S,cd}(0)\) has been prepared as the initial state. Important symmetries of this transformation are,

\[
\chi_{abcd}(T) = \chi_{badc}(T)
\]
\[
\sum_a \chi_{aacd}(T) = \delta_{cd},
\]

which preserve the hermiticity and trace of \(\rho_S(T)\), respectively. Operationally, QPT can be defined as the experimental protocol to obtain \(\chi(T)\). Spectroscopically, \(\chi(T)\) may be reconstructed by repeatedly preparing a complete set of initial states, waiting for evolution for time \(T\), and finally measuring the resulting state in a complete basis \([18, 20]\). QPT has been experimentally implemented in a wide variety of scenarios, including nuclear magnetic resonance \([21]\), ion traps \([22]\), single photons \([23, 24]\), solid state qubits \([25]\), and optical lattices \([26]\). In this article, we show how to perform QPT for a model coupled heterodimer using two-color polarization controlled heterodyne photon-echo experiments.

The model system we shall study in this article is an excitonic system described by the Hamiltonian \([5, 27, 28]\):

\[
H_S = \omega_A a_A^+ a_A + \omega_B a_B^+ a_B + J(a_A^+ a_B + a_B^+ a_A),
\]

where \(a_i^+\) and \(a_i\) are creation and annihilation operators for single excitons in the site \(i \in \{A, B\}\), \(\omega_A \neq \omega_B\) are the first and second site energies, and \(J \neq 0\) is the Coulombic coupling between the chromophores. Equation (3) can be easily diagonalized in the single-exciton manifold to yield:

\[
H_S = \omega_\alpha c_\alpha^+ c_\alpha + \omega_\beta c_\beta^+ c_\beta.
\]

Here, \(c_j^+\) and \(c_j\) are delocalized exciton operators labeled with \(j \in \{\alpha, \beta\}\). We label these one-exciton states as \(|\alpha\rangle = c_\alpha^+ |g\rangle\), \(|\beta\rangle = c_\beta^+ |g\rangle\), where \(|g\rangle\) is the excitonic vacuum. We also consider the biexcitonic state \(|f\rangle = a_A^+ a_B^+ |g\rangle = c_\alpha^+ c_\beta^+ |g\rangle\) due to the multipulse framework which will access it. The Hamiltonian does not account for exciton-exciton binding or repulsion terms, so the energy
Figure 1: Parameters of the coupled heterodimer. (a) Dipole vectors $d_1$ and $d_2$ for each chromophoric site. The angle between them is $\phi$. (b) Transition dipole moments between the different eigenstates of $H_S$. Angles are referenced with respect to $\mu_{\alpha g}$. (c) Energy spectrum of $H_S$ and allowed dipole transitions.

Level of the biexciton is $\omega_f = \omega_\alpha + \omega_\beta = \omega_A + \omega_B$. Denoting, $\omega_{ij} \equiv \omega_i - \omega_j$, we immediately note that,

$$
\omega_{\alpha g} = \omega_{f\beta} \\
\omega_{\beta g} = \omega_{f\alpha}.
$$

(5)

For a coupled heterodimer, the dipole moments $\mu_{ij}$ for $i, j \in \{\alpha, \beta, f\}$ are located in the same plane, but in general have different magnitudes and directions (see Fig. 1).

We are interested in the interaction of the excitonic system $S$ with three laser pulses:

$$
V(t) = -\lambda \sum_{i=1}^{3} \hat{\mu} \cdot e_i E(t - t_i) e^{i k_i \cdot r - i \omega_i (t - t_i)} + c.c.,
$$

(6)

where $\lambda$ is the intensity of the electric field, which is assumed weak, $\hat{\mu}$ is the dipole operator, $e_i, t_i, k_i, \omega_i$ denote the polarization, time center, wavevector, and carrier frequency of the $i$-th pulse. $E(t)$ is the slowly varying pulse envelope, which we choose as a Gaussian with width $\sigma$, $E(t) = e^{-t^2/(2\sigma^2)}$. Four-wave mixing experiments measure the polarization induced on a chromophore at position $r$ upon interaction with three pulses, $P(r, t) = Tr(\mu \rho_S(t))$, which can be detected by heterodyning with a fourth electric field, named local oscillator [15]. Formally, this polarization can be Fourier decomposed along different wavevectors as $P(r, t) = \sum_s P_s(t) e^{i k_s \cdot r}$. Via phase matching, specific components of $P(r, t)$ can be monitored. We shall be interested in the photon-echo (PE) component $P_{PE}(t)$ corresponding to $k_{PE} = -k_1 + k_2 + k_3$. 


In the following section, we present the main results of our study. We show that a series of two-color rephasing PE experiments on a coupled heterodimer can be conceptually regarded as a QPT of the first exciton manifold (see Fig. 2). We demonstrate that the preparation of a complete set that spans the single exciton manifold is achieved by applying all the possible combinations of two different central frequencies in the first two pulses centered at $t_1$ and $t_2$ which, in the terminology of PE experiments, define the so-called coherence time interval $\tau = t_2 - t_1$. The time interval between the center of the second and third pulses, called the waiting time $T = t_3 - t_2$, delimit the quantum channel $[18]$ which we want to characterize by QPT. Finally, we carry out QST of the resulting second order density matrix at the instant $t = t_3 = 0$, which we regard as the origin of the timeline $t$. This task is indirectly performed by first acting a third pulse to generate new coherences which are dipole active and then heterodyning the polarization along $k_{PE}$ at $t_4$, that is, after the echo time $t_4 - t_3$ has elapsed. As we shall explain in detail, this polarization can be expressed as a linear combination of elements of the second order density matrix. In fact, the realization of a set of PE experiments varying the third pulse central frequency between the same two colors used in the first pulses, and alternating between two pulse polarization schemes, yield enough linear equations to extract each of the elements of this second order density matrix. Besides this study, we shall comment on possibilities to constrain the QPT with additional data routinely collected in PE experiments.

Results

To make the discussion more concrete, we adapt the parameters in the experiment of Lee and coworkers which probes the special pair in the reaction center of the Rhodobacter sphaeroides bacteria $[29]$ ($\omega_1 = 12945 \text{ cm}^{-1}, \omega_2 = 12655 \text{ cm}^{-1}, J = 220 \text{ cm}^{-1}$) and employs pulses of two central wavelengths, 750 and 850 nm, which correspond to the carrier frequencies $\omega_+ = 13333 \text{ cm}^{-1}$ and $\omega_- = 12500 \text{ cm}^{-1}$. We choose the width of the pulse to be $\sigma = 40 f s$. The duration is short enough that it creates amplitudes in both single-exciton states, but predominantly excite $|\alpha\rangle$ or $|\beta\rangle$, respectively. Our goal is not to reproduce the dynamics of this particular excitonic system, but to illustrate the QPT protocol.

Presumably, a “cleaner” scheme would employ longer pulses so that in frequency space they would centered about only one of the excitons at a time. However, if decoherence processes are
Figure 2: *Rephasing photon echo experiment seen as a quantum process tomography.* Pulses are centered about $t_1, t_2, t_3$. The origin of the timeline is chosen to be $t = t_3 = 0$. The first three pulses define the coherence ($\tau$) and waiting ($T$) times, and the echo time is the interval $t$ between the third pulse and the heterodyning. This experiment, in the quantum information processing language can be regarded as consisting of three stages: initial state preparation, free evolution, and detection of the output state from $t_3$.

Fast compared to this pulse envelope time width, the target state will have disappeared by the time the envelope has ended, so that the dynamics of interest will not be explicitly monitored. The opposite scenario, the impulsive limit, is also undesirable, because indiscriminate excitation of the entire excitonic spectrum might not allow for a complete set of initial states to be prepared. The pulse parameters we have chosen satisfy both of these requirements. Also, for purposes of the QPT protocol, we assume that the parameters $\omega_{ag}, \omega_{bg}, \mu_{ag}, \mu_{bg}, \mu_{ag}$, and $\mu_{bg}$ are all known. Information about the transition frequencies can be obtained from a linear absorption spectrum, whereas the one concerning the dipoles can be extracted from x-ray crystallography [30].

*Initial state preparation.*— Before any electromagnetic interaction, the excitonic system is in the ground state $\rho_S(-\infty) = |g\rangle\langle g|$. The first two pulses traveling at the $-\mathbf{k}_1$ and $\mathbf{k}_2$ directions with
respective frequencies $\omega_1, \omega_2 \in \{\omega_+, \omega_-\}$, generate a state in the chromophore that can be formally associated to a second order density matrix denoted by $[\rho^{(2)}_{-k_1,k_2,e_1,e_2}]^{\omega_1,\omega_2}$, where the subscripts keep track of the wavevectors and polarizations of the fields, and the superscripts indicate their central frequencies. Applying second order perturbation theory and the rotating-wave approximation (RWA), it can be shown that (see Supplementary Information):

$$[\rho^{(2)}_{-k_1,k_2,e_1,e_2}]^{\omega_1,\omega_2}(t_2 + T) = \chi(T)\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(0), \quad (7)$$

where we have defined the effective initial state prepared by the first two laser pulses as:

$$\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(0) = -\sum_{pq} C^p_{\omega_1} C^q_{\omega_2} (\mu_{pq} \cdot e_1)(\mu_{qg} \cdot e_2) G_{gp}(\tau) (|q\rangle \langle p| - \delta_{pq}|g\rangle \langle g|), \quad (8)$$

which holds for $\tau, T > \sim 3\sigma$, that is, in the case of negligible pulse overlap and after the action of the first two pulses has effectively ended. The coefficients $C^p_{\omega_i}$ for $p \in \{\alpha, \beta\}$ are frequency amplitudes of the laser pulse which is centered at $\omega_i$, evaluated at the transition energy $\omega_{pg}$:

$$C^p_{\omega_i} = -\frac{\lambda}{i} \sqrt{2\pi\sigma^2} e^{-\sigma^2(\omega_{pg}-\omega_i)^2/2}, \quad (9)$$

and

$$G_{ij}(\tau) = \theta(\tau)e^{(-i\omega_{ij} - \Gamma_{ij})\tau} \quad (10)$$

is the propagator of the optical coherence $|i\rangle \langle j|$, which, for simplicity, has been taken to be the product of a coherent oscillatory term beating at a frequency $\omega_{ij}$ and an exponential decay with dephasing rate $\Gamma_{ij}$, assumed to be known. This propagator is defined only for $\tau > 0$ via the step function $\theta(\tau)$.

By extending the definition of $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(0)$ to positive times via $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(T) \equiv [\rho^{(2)}_{-k_1,k_2,e_1,e_2}]^{\omega_1,\omega_2}(t_2 + T)$, equation (7) may be rewritten as:

$$\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(T) = \chi(T)\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(0), \quad (11)$$

which is of the form of equation (II), and therefore, appealing for our QPT purposes.
Figure 3: Initial state preparation. General for of the linear combination of states prepared with a single pair of pulses, each of them with center at about $\omega_1, \omega_2 \in \{\omega_+, \omega_-\}$. (There are four linearly independent initial states which can be prepared by choosing between $\omega_+$ and $\omega_-$ twice). For example, on the bottom right panel, the state $|\alpha\rangle\langle\beta|$ is created with an amplitude proportional to $C_\beta \omega_1 C_\alpha \omega_2$, that is, the frequency amplitude of the first pulse matching the transition energy $\omega_{\beta g}$ and the second pulse matching $\omega_{\alpha g}$. The rest of the panels can be understood analogously.

Equation (8) has a very simple interpretation, and in fact, can be easily read off from the Feynman diagrams depicted in Fig. 3. Since the initial state is $|g\rangle\langle g|$, the first pulse traveling along $-k_1$, which is proportional to $e^{i\omega_1(t-t_1)}$, can only excite the ket in the RWA, generating an optical coherence $|g\rangle\langle p|$ with amplitude $C_p^{\alpha}$. This coherence undergoes free evolution for an effective time $\tau$ under $G_{gp}(\tau)$ before the next pulse at $+k_2$ perturbs the system. This second pulse is assumed to overlap negligibly in time with the first one and is proportional to $e^{-i\omega_2(t-t_2)}$. It can act on $|g\rangle\langle p|$ on the ket to yield $|g\rangle\langle p|$ with amplitude $C_p^{\beta}$ and on the bra to create a hole $-|g\rangle\langle g|$ with amplitude $C_p^{\alpha}$. Furthermore, the amplitude of this prepared initial state is proportional to the
alignment of the corresponding transition dipole moments with the polarization of the incoming fields. Once the initial state is prepared, it transforms via $\chi(T)$, which is the object we want to characterize.

As we already noted, the sum over $p$ and $q$ in equation (8) arises due to the relatively short duration of the pulses compared to the energy gap between the $|\alpha\rangle$ and $|\beta\rangle$ states, which creates not only a single coherence or population, but a linear combination of them. This is not a problem, however, as four linearly independent initial states can still be prepared by enumerating the different combinations of the initial laser pulses: $(\omega_1, \omega_2) \in \{ (\omega_+, \omega_+), (\omega_+, \omega_-), (\omega_-, \omega_+), (\omega_-, \omega_-) \}$.

Another possible nuisance is the contamination of the initial states by terms proportional to a hole $-|g\rangle\langle g|$ everytime there is an excited state population $|p\rangle\langle p|$. This is not a difficulty either if we assume that:

$$\chi_{abgg}(T) = \delta_{ag}\delta_{bg},$$

(12)

that is, if the ground state population does not transform into any other state via free evolution. This is very reasonable if we ignore processes where phonons can induce upward optical transitions.

Evolution and measurement. — Bath induced transfers between coherences and populations can happen during the evolution after initial state preparation, and are systematically described by $\chi(T)$. For the entry $gg$ in $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(0)$, we assume that it trivially transforms according to equation (12). In the general case, the rest of the initially prepared entries $pq$ can transform into any entry $ij \in \{gg, g\alpha, g\beta, \alpha g, \alpha\alpha, \alpha\beta, \beta g, \beta\alpha, \beta\beta\}$ of $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(T)$. By definition, these final entries are proportional to $\chi_{ijpq}(T)$, with the exception of the $gg$ entry, which is proportional to $\chi_{ggpq}(T) + \delta_{pq}$ due to the contamination of the hole in the initial state. We neglect the appearance of elements in entries associated with the biexciton $|f\rangle$ based on the same energy scale arguments presented in the previous paragraph.

The application of the third laser pulse with $\omega_3 \in \{\omega_+, \omega_-\}$ along $k_3$ and centered about time $t_3 = 0$ will selectively excite certain coherences and populations. As an illustration (see Fig. 4), the component of the laser matching the transition energy $\omega_{\alpha g} = \omega_{f\beta}$ and proportional to $C_{\omega_3}^{\alpha}$ will interact with every element of $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}$ except for $\alpha g$ and $\alpha\beta$, which cannot resonantly transition to any state under that particular frequency. The resulting third order density matrix will consist of a linear combination of various populations and coherences, and due to the particular model we are studying, only certain coherences will be dipole active. By keeping track of the elements of $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}$ that yield these dipole active coherences after the third pulse, we conclude that only the entries $gg, \alpha\beta, \alpha\alpha, \beta\beta$ of $\tilde{\rho}_{e_1,e_2}^{\omega_1,\omega_2}(T)$ will be effectively monitored after heterodyne detection at time $t$. A
similar argument can be made for the laser component with energy \( \omega_{\beta g} = \omega_{f\beta} \), through which only the entries \( gg, \beta\alpha, \alpha\alpha, \beta\beta \) of \( \mathbf{\tilde{p}}_{e_1 e_2}^{\omega_1 \omega_2} \) will be monitored through the polarization proportional to \( C_{\omega_3}^{3} \).

With these considerations, the polarization \( [P_{PE}]_{e_1 e_2 e_3 e_4}(t) \) along the photon-echo \( k_{PE} \) direction after the pulses with frequencies \( \omega_1, \omega_2, \omega_3 \) and polarizations \( e_1, e_2, e_3, e_4 \), and final heterodyning at time \( t \) along polarization \( e_4 \), can be expressed as:

\[
[P_{PE}]_{e_1 e_2 e_3 e_4}(t) = \sum_{p, q, r} C_{\omega_1}^{p} C_{\omega_2}^{q} C_{\omega_3}^{r} P_{e_1 e_2 e_3 e_4}(t),
\]

where,

\[
P_{e_1 e_2 e_3 e_4}(t) = -(\mu_{pg} \cdot e_1)(\mu_{qg} \cdot e_2) G_{gp}(\tau)
\]

\[
\times \{ (\mu_{ag} \cdot e_3)(\mu_{qg} \cdot e_4) G_{ag}(t)(\chi_{ggqp}(T) - \delta_{pq} - \chi_{aagp}(T))
\]

\[
+ (\mu_{f\beta} \cdot e_3)(\mu_{qg} \cdot e_4) G_{f\beta}(t) \chi_{qgqp}(T)
\]

\[
+ ((\mu_{f\beta} \cdot e_3)(\mu_{fa} \cdot e_4) G_{fa}(t) - (\mu_{ag} \cdot e_3)(\mu_{beta} \cdot e_4) G_{beta}(t)) \chi_{aagp}(T) \},
\]

and,

\[
P_{e_1 e_2 e_3 e_4}(t) = -(\mu_{pg} \cdot e_1)(\mu_{qg} \cdot e_2) G_{gp}(t)
\]

\[
\times \{ (\mu_{alpha} \cdot e_3)(\mu_{beta} \cdot e_4) G_{alpha}(t)(\chi_{ggqp}(T) - \delta_{pq} - \chi_{betaqp}(T))
\]

\[
+ (\mu_{fa} \cdot e_3)(\mu_{beta} \cdot e_4) G_{fa}(t) \chi_{qgqp}(T)
\]

\[
+ ((\mu_{fa} \cdot e_3)(\mu_{f\beta} \cdot e_4) G_{f\beta}(t) - (\mu_{beta} \cdot e_3)(\mu_{alpha} \cdot e_4) G_{alpha}(t)) \chi_{betaqp}(T) \}.
\]

Equation (13) expresses the total PE polarization \( [P_{PE}]_{e_1 e_2 e_3 e_4}(t) \) as a weighted sum of PE polarizations \( P_{e_1 e_2 e_3 e_4}(t) \) that would have resulted if each of the three laser pulses had definite energies \( \omega_{pg}, \omega_{qr} \) and \( \omega_{rg} \), respectively, just as in the hypothetical “clean” experiments we digressed about at the beginning of the section. The optical rephasing coherence propagator in the echo time is again taken to be of the simple form of equation (10) by the obvious substitution \( \tau \rightarrow t \). Just as with initial state preparation, equation (13) is only valid for \( t \sim 3 \sigma \). At this point, we acknowledge that a few elements \( \chi_{ijqp}(T) \) for \( ij \in \{ga, gb, ag, bg\} \) do not appear in either equation (14) or (15) for this particular model system, and therefore will not be obtained in this QPT scheme. We are currently analyzing alternative experimental schemes that could potentially yield this information.
Figure 4: Detection scheme. (a) In the top panel, the component $C_{\omega_3}^\alpha$ of the third pulse, which is proportional to the frequency amplitude at the transition energy $\omega_{\alpha g}$, can selectively detect certain elements of the density matrix at $t_2$, that is, at the end of the waiting time, which is the quantum channel of our interest. (b) The analog scenario with $C_{\omega_3}^\beta$ is shown in the lower panel.
In the most typical laboratory setting, measurements are carried out from a sample of isotropically distributed chromophores. Therefore, equation (13) needs to be modified to:

\[
\langle [PPE]_{e_1,e_2,e_3,e_4}(t) \rangle_{iso} = \sum_{p,q,r} C^p_{\omega_1} C^q_{\omega_2} C^r_{\omega_3} \langle P^{p,q,r}_{e_1,e_2,e_3,e_4}(t) \rangle_{iso},
\]

where the isotropic average \( \langle \cdot \rangle_{iso} \) for a tetradic \( \omega \in \{p, q, r\} \) to invert the eight polarizations \( \langle \cdot \rangle_{iso} \) using equations (14) and (15). Another inversion step can be arranged to solve for the latter quantities are available, they can be written as linear combinations of the first condition in equation (2) we can list the twenty unknowns of the \( \chi(T) \) matrix to be found (see second column). Therefore, twenty algebraic conditions are required: The trace preserving condition in equation (2) yields four linear conditions, whereas the sixteen complex polarizations yield sixteen additional linear conditions (see third column). A naive approach to the problem would count two conditions per polarization, corresponding to the real and imaginary parts. However, only sixteen of these thirty-two conditions are linearly independent. These conditions can be grouped in three classes, associated with the initial state that would have been prepared in the hypothetical experiments with very long pulses (see first column). Details of the matrix equations.
that accomplish the inversion of the $\chi(T)$ matrix, and therefore, the realization of QST of $\tilde{\rho}^{\omega_1,\omega_2}_{e_1,e_2}(T)$ and the consequent QPT, can be found in Supplementary Information. Similar polarization controlled setups have been previously suggested in the context of chirality induced signals for the Fenna-Matthews Olson (FMO) complex \[32\].

**Example.** — As an illustration, we present calculations on a secular Redfield Markovian dissipation model for the dimer. For clarity, we ignore optical dephasing or relaxation, and concentrate on the phonons. We closely follow the study reported by Fleming and coworkers \[33\]. Details of the calculations can be found in the Supplementary Information. The results are shown in Fig. 5. On the left, we plot the evolution of the non-zero elements of $\chi(T)$ under coherent evolution without dissipation. As expected $\chi_{\alpha\alpha\alpha\alpha}(T) = \chi_{\beta\beta\beta\beta}(T) = 1$ and $\chi_{\alpha\beta\alpha\beta}(T) = (\chi_{\beta\alpha\beta\alpha}(T))^* = e^{-i\omega_{\alpha\beta}T}$. On the right, we show the results in the presence of the Markovian dissipation. In that situation, $\chi_{\alpha\alpha\beta\beta}(T)$ becomes a small finite positive number indicating transfer of population from the higher energy state $|\beta\rangle$ to the lower energy state $|\alpha\rangle$. The consequence of this transfer is that $\chi_{\beta\beta\beta\beta}(T) \leq 1$, whereas $\chi_{\alpha\alpha\alpha\alpha}(T) = 1$ since in this system, phonons do not induce transitions from $|\alpha\rangle$ to $|g\rangle$. Furthermore, $\chi_{\alpha\beta\alpha\beta}(T)$ decays exponentially without coupling to populations or other coherences, due to the secular approximation of the model. The direct tracking of these elements can be obtained with QPT. Due to the Markovian assumption, the evolution of all the elements of the $\chi(T)$ is exponentially decreasing, which implies that QPT allows for the simple inversion of the Redfield tensor.

**Discussion**

In this article, we have shown how to perform QPT for a particular waiting time $T$ for the single exciton manifold of a coupled heterodimer. Our method relies on data collected from sixteen photon-echo experimental configurations. In principle, a single and arbitrary pair of values for $\tau$ and $t$ for each of these configurations and waiting time $T$ is sufficient, so that only sixteen data points are needed. However, additional polarization data for many more $\tau$ and $t$ values is routinely collected in PE settings, with this information being subsequently Fourier transformed along the different time axes and presented as multidimensional spectra \[34\]. The availability of this additional data presents a very interesting possibility to robustly constrain the desired information. In this context, the inversion of the $\chi(T)$ matrix would arise from taking linear combinations of
Figure 5: Evolution of non-zero elements of $\chi(T)$. On the left, we show the model calculation without dissipation. In such case, populations in eigenstates stay intact and coherences oscillate with a frequency that is equal to the energy gap between the states that constitute them. On the right, the calculation with Markovian dissipation under secular Redfield theory is shown. As expected, transfer of population occurs from the higher energy exciton $|\beta\rangle$ to the lower energy exciton $|\alpha\rangle$. This transfer is also accompanied by an exponential decay of the coherence elements. The blue windows in both plots represent the time interval when the envelope of the second pulse has not substantially vanished. QPT should be performed only for times $T$ after such window.

two-dimensional spectra obtained from different pulse and polarization detection configurations, and analyzing the resulting diagonal and cross peaks. We are currently studying this alternative in relation to the possibility of extending the protocol to homodimers and reducing the number of required experimental configurations. Additionally, the lineshapes of the peaks describe the relaxation processes of the optical coherences, yielding their dephasing rates in case they are not known in anticipation (see Eq. (10)), or characterizing them in a more sophisticated manner in case they involve processes other than pure dephasing [35].

As explained, equation (1) holds if the preparation of the different initial states $\rho_S(0)$ is accompanied by a fixed $\rho_B(0)$. A dimer with a well defined vibronic structure might not satisfy this requirement, as the bath starts at different nonequilibrium configurations depending on the prepared electronic state [36–38]. In a series of very insightful papers, Cina and coworkers have
analyzed this particular scenario for purposes of nonlinear wavepacket interferometry (which can be regarded as an instance of QST for nuclear wavepackets), where two nuclear coordinates are explicitly included as part of the system, and no additional bath is considered \[39–41\]. A similar idea could be exploited for QPT, with the difficulty that the number of experimental resources increases exponentially with system size \[42\]. Ways to deal with the latter problem include compressed tomographic protocols \[43, 44\] or schemes that consider initial correlations between S and B \[45, 46\], both of which could also be potentially useful for more complex systems such as FMO. Finally, it might be worth considering additional nonlinear optical spectroscopic techniques such as transient grating \[47\], pump probe \[1\], or phase cycling of multipulse induced fluorescence \[48\] to investigate whether they can yield additional information for QPT.

In summary, QPT provides a very exciting framework for the study of multichromophoric systems via nonlinear optical spectroscopy in the language of quantum information processing. Further developments will surely be fueled by a close interaction with experimental groups in order to elucidate optimal ways to carry out QPT within concrete experimental constraints.
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I. DETAILS OF THE COUPLED HETERODIMER MODEL

The operators $c_j^+$ and $c_j$ can be expressed in terms of the Hamiltonian of the system $H_S$. By defining the average of the site energies $\omega = \frac{1}{2}(\omega_A + \omega_B)$, their difference $\Delta = \frac{1}{2}(\omega_A - \omega_B)$, and the mixing angle $\theta = \frac{1}{2}\arctan\left(\frac{J}{\Delta}\right)$, it can be easily shown that $c_\alpha = \cos\theta a_A + \sin\theta a_B$, $c_\beta = -\sin\theta a_A + \cos\theta a_B$, $\omega_\alpha = \omega + \Delta \sec^2\theta$, and $\omega_\beta = \omega - \Delta \sec^2\theta$.

Since we will be concerned with the interaction of the chromophores with electromagnetic radiation, we make some remarks on the geometry of the transition dipoles (see Fig. 1). Let the independent site transition dipole moments from the ground to the single exciton be $d_1$ and $d_2$, respectively. The transition dipole moments for the relevant eigenenergy transitions are:

$$
\begin{bmatrix}
\mu_{\alpha g} \\
\mu_{\beta g} \\
\mu_{\alpha f} \\
\mu_{\beta f}
\end{bmatrix} =
\begin{bmatrix}
\cos\theta & \sin\theta \\
-\sin\theta & \cos\theta \\
\sin\theta & \cos\theta \\
\cos\theta & -\sin\theta
\end{bmatrix}
\begin{bmatrix}
d_A \\
d_B
\end{bmatrix}.
$$

To simplify notation, we assume that $J$ and the components of $d_A$ and $d_B$ are all real, which imply that $\mu_{ij} = \mu_{ji}$, for all $i, j \in \{\alpha, \beta, f\}$. As explained in the article, for a coupled heterodimer, the four dipoles in equation (19) are located in the same plane, but in general have different magnitudes and directions. This is an important fact that is exploited in the protocol to yield sufficient linearly independent equations to carry out QST. Following the convention above, we label the magnitude of $\mu_{ij}$ with $\mu_{ij}$ and the angle between $\mu_{ij}$ and $\mu_{\alpha g}$ with $\phi_{ij}$, so that the reference is with respect to $\theta_{ag} = 0$ (Fig. 1).

The different transition dipole moments can be easily expressed in terms of the angle $\phi$ between $d_A$ and $d_B$, and the mixing angle $\theta$. We shall present these functional dependences for completeness. By working in the cartesian system where $d_A$ and $d_B$ span the $\hat{x}\hat{z}$ plane, and $d_A$ points in the $\hat{z}$ direction, we may write:
\[ \mathbf{d}_A = d_A \hat{z} \]
\[ \mathbf{d}_B = (d_B \cos \phi) \hat{z} + (d_B \sin \phi) \hat{x}. \quad (20) \]

Expressing the components of the transition dipole moments:

\[ \mathbf{\mu}_{\alpha g} = (d_B \sin \theta \sin \phi) \hat{x} + (d_A \cos \theta + d_B \sin \theta \cos \phi) \hat{z}, \]
\[ \mathbf{\mu}_{\beta g} = (d_B \cos \theta \sin \phi) \hat{x} + (-d_A \sin \theta + d_B \cos \theta \cos \phi) \hat{z}, \]
\[ \mathbf{\mu}_{f\alpha} = (d_B \cos \theta \sin \phi) \hat{x} + (d_A \sin \theta + d_B \cos \theta \cos \phi) \hat{z}, \]
\[ \mathbf{\mu}_{f\beta} = (-d_B \sin \theta \sin \phi) \hat{x} + (d_A \cos \theta - d_B \sin \theta \cos \phi) \hat{z}. \quad (21) \]

It is straightforward to calculate the norms of these quantities:

\[ \mu_{\alpha g}^2 = d_B^2 \sin^2 \theta + d_A^2 \cos^2 \theta + d_A d_B \sin(2\theta) \cos \phi \]
\[ \mu_{\beta g}^2 = d_B^2 \cos^2 \theta + d_A^2 \sin^2 \theta - d_A d_B \sin(2\theta) \cos \phi \]
\[ \mu_{f\alpha}^2 = d_B^2 \cos^2 \theta + d_A^2 \sin^2 \theta + d_A d_B \sin(2\theta) \cos \theta \]
\[ \mu_{f\beta}^2 = d_B^2 \sin^2 \theta + d_A^2 \cos^2 \theta - d_A d_B \sin(2\theta) \cos \phi. \quad (22) \]

Furthermore, the angles between the different transition dipole moments can be calculated via:

\[ \cos(\phi_{ij}) = \frac{\mathbf{\mu}_{\alpha g} \cdot \mathbf{\mu}_{ij}}{\mu_{\alpha g} \mu_{ij}}, \]
\[ \sin(\phi_{ij}) = \frac{|\mathbf{\mu}_{\alpha g} \times \mathbf{\mu}_{ij}|}{\mu_{\alpha g} \mu_{ij}}. \quad (23) \]

II. DERIVATION OF EQUATION (7) IN THE ARTICLE

The second order density matrix that results after the action of the two pulses can be calculated in Liouville space as (see [15]),

\[ [\rho^{(2)}_{-\mathbf{k}_1, \mathbf{k}_2, \omega_{1}, \omega_{2}}(t_2 + T)] \]
\[ = \left( \frac{1}{i} \right)^2 \int_{-\infty}^{t_2 + T} dt'' \int_{-\infty}^{t''} dt' \tilde{\mathcal{G}}_2(t_2 + T, t') \tilde{\mathcal{V}}(t'') \tilde{\mathcal{G}}_1(t'', t') \tilde{\mathcal{V}}(t') \rho(-\infty), \quad (24) \]
where $\rho(-\infty) = |g\rangle\langle g|$, or alternatively, in Liouville space notation, $\rho(-\infty) = |gg\rangle\rangle$, is the ground initial state. The perturbation superoperator is $\tilde{V}(t) = \sum_{i=1}^{3} \tilde{V}_i(t)$, where $\tilde{V}_i(t) = [\mathcal{V}_i, -]$, and:

\begin{align*}
\tilde{V}_1(t) &= -\lambda \hat{\mu}^< \cdot e_1 E(t - t_1) e^{-i\omega_1(t-t_1)} \\
\tilde{V}_2(t) &= -\lambda \hat{\mu}^> \cdot e_2 E(t - t_2) e^{i\omega_2(t-t_2)} \\
\tilde{V}_3(t) &= -\lambda \hat{\mu}^> \cdot e_3 E(t - t_3) e^{i\omega_3(t-t_3)}.
\end{align*}

These expressions conveniently adapt equation (14) of the article to account for the phase matching direction of $k_{PE}$ and to consider the RWA, where $\hat{\mu}^< = \sum_{\omega_p<\omega_q} \mu pq |p\rangle\langle q|$ promotes emissions from the ket or absorptions on the bra, and $\hat{\mu}^> = (\hat{\mu}^<)^+$ induces the opposite processes. If $t_2 - t_1, t_3 - t_2 \gg 3\sigma$, the pulses are well separated, we can substitute $\tilde{V}(t') = \tilde{V}_1(t')$ and $\tilde{V}(t'') = \tilde{V}_2(t'')$ in equation (24).

Since the first pulse interacts via the operator $\hat{\mu}^<$, it can only act on the bra to produce optical coherences. We assume that these coherences evolve unitarily together with a constant dephasing rate (this assumption is not necessary, but it simplifies our analysis):

\begin{align*}
\tilde{G}_1(t'', t') &= G(t'' - t') \\
&= \sum_{mn} G_{mn}(t'' - t') |mn\rangle\langle mn|, \\
G_{mn}(t'' - t') &= e^{(-i\omega_{mn} - \Gamma_{mn})(t'' - t')}.
\end{align*}

For the evolution in the waiting time, we make the following approximation:

\begin{equation}
\tilde{G}_2(t_2 + T, t'') \approx \chi(T) G(t_2 - t''),
\end{equation}

where we have formally separated the propagation of the coherence or population in the first exciton manifold with the simple form of equation (10) of the article for the short time from $t''$ to the center of the second pulse $t_2$. After time $t_2$, we assume the general evolution of the map $\chi(T)$. Given all these assumptions and ignoring the very negligible amplitudes created in the biexcitonic state due to the first two pulses, we can simplify equation (24) of the article by effectively considering two successive first order perturbation calculations:

\[ \tilde{\rho}_{k_1,k_2}^{(2)}(t_2 + T) \]
where in the last steps we changed variables from $t''$ to $s'' = t'' - t_2$ and from $t'$ to $s' = t' - t_1$, and extended the upper limit of both integrals to infinity by assuming that the envelope of the pulses has significantly decayed after intervals of duration $\tau$ and $t$. The resulting integrals are Fourier transforms of Gaussians, which are easily evaluated. The dephasing terms (imaginary frequencies) in these integrals have been neglected by reasoning that the timescale of the action of the pulse envelope is short compared to the dynamics induced by the bath.

Equations (13), (14), and (15) of the article can be easily derived from the same considerations, by just assuming another first order perturbation step in the interaction of the chromophore with the third pulse, and taking the trace of the resulting density matrix with respect to the dipole operator $\hat{\mu}$.

III. RECONSTRUCTION OF THE $\chi$ MATRIX

NOTE: The matrices of known quantities and parameters presented in this section can be easily reexpressed in terms of $d_A, d_B, \phi,$ and $\theta$ using the equations in section I of the supplementary
information. This explicit substitution has been particularly avoided for clarity and due to the length of the resulting expressions.

A. Inversion of elements $\chi_{ij\alpha\alpha}(T)$

(See Table 1, entries (1,1),(1,2), and (1,3)). After isotropically averaging Equations (14) and (15) using (18), their right hand sides can still be written as linear combinations of elements $\chi_{ijpq}(T)$. Therefore, we can see that a number of different PE experiments using different pulse frequencies and polarizations can be used to generate a linear system of equations to invert those elements. We will first consider the case $p = q = \alpha$. Due to the first constraint in Equation (2), there are only five unknowns, as listed entry (1,2) of Table 1: $\chi_{\alpha\alpha\alpha\alpha}(T)$, $\chi_{\alpha\alpha\beta\alpha}(T)$, $\Re\{\chi_{\alpha\beta\alpha\alpha}(T)\}$, and $\Im\{\chi_{\alpha\beta\alpha\alpha}(T)\}$. The second constraint $\sum_{\alpha} \chi_{\alpha\alpha\alpha\alpha}(T) = 1$ implies that only four other linearly independent equations are necessary to invert the unknowns, which are all real numbers. It turns out that knowledge of the four polarizations $\langle P_{\alpha,\alpha,\alpha}^{z,z,z,z}(t) \rangle_{iso}$, $\langle P_{\alpha,\alpha,\beta}^{z,z,z,z}(t) \rangle_{iso}$, $\langle P_{\alpha,\alpha,\alpha}^{x,z,z,x}(t) \rangle_{iso}$, and $\langle P_{\alpha,\alpha,\beta}^{x,z,z,x}(t) \rangle_{iso}$, as listed in entry (1,3) of Table 1, is sufficient for this purpose.

Arranging this information in matrix form,

$$M_{\alpha\alpha} X_{\alpha\alpha} = R_{\alpha\alpha}$$  \hspace{1cm} (29)

where

$$X_{\alpha\alpha} = \begin{bmatrix}
\chi_{\alpha\alpha\alpha\alpha}(T) - 1 \\
\chi_{\alpha\alpha\alpha\alpha}(T) \\
\chi_{\alpha\alpha\beta\alpha}(T) \\
\Re\{\chi_{\alpha\beta\alpha\alpha}(T)\} \\
\Im\{\chi_{\alpha\beta\alpha\alpha}(T)\}
\end{bmatrix}$$  \hspace{1cm} (30)

is the vector we want to solve for (the “-1” in the first entry is due to the $\delta_{pq}$ function in Equations (14) and (15) of the article, which is related to the hole $-|g\rangle\langle g|$ produced everytime $|\alpha\rangle\langle\alpha|$ or $|\beta\rangle\langle\beta|$ is prepared), and
we can rewrite equation (29) as:

\[
\begin{bmatrix}
\langle p_{\alpha,\alpha}^\alpha (t) \rangle_{iso} \\
\langle p_{\alpha,\beta}^\alpha (t) \rangle_{iso} \\
\langle p_{\alpha,\alpha}^\beta (t) \rangle_{iso} \\
\langle p_{\alpha,\beta}^\beta (t) \rangle_{iso} \\
0
\end{bmatrix}
\]

is the vector with the PE polarizations together with the trace preserving condition in the last entry. Finally, \( \tilde{M}^{\alpha\alpha} \) is a 5 \times 5 matrix with entries given in Table 1.

<table>
<thead>
<tr>
<th>ROW</th>
<th>COLUMN</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>(-\frac{1}{2} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\alpha} (t))</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>(\frac{1}{2} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\alpha} (t))</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(\frac{1}{4} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\alpha} (t))</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>(-G_{\alpha,\beta} (\tau) \left( 3 \cos (\theta_{\alpha,\beta}) \cos (\theta_{\alpha,\beta}) + \sin (\theta_{\alpha,\beta}) \sin (\theta_{\alpha,\beta}) \right) \mu_{\alpha,\beta} \mu_{\beta,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\alpha} (t) - \frac{1}{2} \cos (\theta_{\alpha,\beta}) \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (t))</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(-\frac{1}{4} \cos (\theta_{\alpha,\beta}) + 2 \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\beta} (t))</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>(-\frac{1}{2} (\cos (\theta_{\alpha,\beta}) + 2) \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\beta} (t))</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>(-G_{\alpha,\beta} (\tau) \left( 3 \cos (\theta_{\alpha,\beta}) \cos (\theta_{\alpha,\beta}) + \sin (\theta_{\alpha,\beta}) \sin (\theta_{\alpha,\beta}) \right) \mu_{\alpha,\beta} \mu_{\beta,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\alpha} (t) - \frac{1}{2} \cos (\theta_{\alpha,\beta}) \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (t))</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>(-\frac{1}{4} (\cos (\theta_{\alpha,\beta}) + 2) \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\beta} (t))</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>(-\frac{1}{2} (\cos (\theta_{\alpha,\beta}) + 2) \mu_{\alpha,\alpha} \mu_{\alpha,\alpha} G_{\alpha,\beta} (\tau) G_{\alpha,\beta} (t))</td>
</tr>
</tbody>
</table>

Notice that \( X^{\alpha\alpha} \) in equation (29) is a purely real vector, whereas \( \tilde{M}^{\alpha\alpha} \) and \( R^{\alpha\alpha} \) are complex in general. Defining:

\[
\tilde{M}^{ij} = \begin{bmatrix}
\Re \{ M^{ij} \} \\
\Im \{ M^{ij} \}
\end{bmatrix},
\]

\[
\tilde{R}^{ij} = \begin{bmatrix}
\Re \{ R^{ij} \} \\
\Im \{ R^{ij} \}
\end{bmatrix},
\]

we can rewrite equation (29) as:
\[ \tilde{M}^{\alpha\alpha} X^{\alpha\alpha} = \tilde{R}^{\alpha\alpha} \] (33)

Although there are ten rows in matrix \( \tilde{M} \), it is of rank 5, which allows for the inversion of \( X^{\alpha\alpha} \). A possible choice for five linearly independent equations is to choose rows 1, 2, 5 (trace condition), 8, and 9 of \( \tilde{M}^{\alpha\alpha} \) and \( \tilde{R}^{\alpha\alpha} \), which correspond to the entries \( \Re \{ \langle P_{z,z,z,z}^{\alpha,\alpha,\alpha}(t) \rangle_{\text{iso}} \} \), \( \Re \{ \langle P_{z,z,z,z}^{\alpha,\alpha,\beta}(t) \rangle_{\text{iso}} \} \), 0, \( \Im \{ \langle P_{z,z,z,z}^{\alpha,\alpha,\alpha}(t) \rangle_{\text{iso}} \} \), and \( \Im \{ \langle P_{z,z,z,z}^{\alpha,\alpha,\beta}(t) \rangle_{\text{iso}} \} \) of \( \tilde{R}^{\alpha\alpha} \). This implies that, in theory, we only need to measure the real or imaginary parts of the signal produced in four different photon echo experiments and use the constraint of equation (2) of the article. In practice, however, measurement of both real and imaginary parts of the signal is routine in a heterodyne detection setting, and the additional data will allow to constraint for imperfect collection of measurements. Moreover, as mentioned in the Results part of the article, further constraining can be carried out by collecting the signal for many coherence \( \tau \) and echo \( t \) times, and Fourier transforming the data in those time axes, just as in standard two-dimensional optical spectroscopy. We note that numerical tests over a wide range of parameters \( d_A, d_B, \phi, \) and \( \theta \) show that the inversion is numerically stable for a heterodimer, but is singular for the homodimer. The same situation holds for the inversion of the elements \( \chi_{ij\beta\beta} \) and \( \chi_{ij\alpha\beta} \), which is detailed in the next sections. This however, does not mean that other schemes could be devised which can perform a QPT for a homodimer. As mentioned in the main text, this is currently being explored by the authors.

\[ \text{B. Inversion of elements } \chi_{ij\beta\beta}(T) \]

(See Table 1, entries (2,1),(2,2), and (2,3)). Here we just need to replace the results of the section 2.1 above with \( \alpha \to \beta \) and \( \beta \to \alpha \), except for the Table 2, because of the asymmetry in the definition of the reference for the angles between the dipoles (see Fig. 1). For completeness we still present the conclusions. The matrix equation to invert is:

\[ \tilde{M}^{\beta\beta} X^{\beta\beta} = \tilde{R}^{\beta\beta} \] (34)

where

\[ X^{\beta\beta} = \begin{bmatrix} \chi_{\beta\beta\beta}(T) - 1 \\ \chi_{\alpha\alpha\beta}(T) \\ \chi_{\beta\beta\beta}(T) \\ \Re \{ \chi_{\alpha\beta\beta}(T) \} \\ \Im \{ \chi_{\alpha\beta\beta}(T) \} \end{bmatrix} \] (35)
is the column vector for unknowns and

\[
R^{\beta \alpha} = \begin{bmatrix}
\langle P^{\beta, \beta, \alpha}_{z, x, z, z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta, \beta, \beta}_{z, z, z, z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta, \beta, \alpha}_{z, x, x, z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta, \beta, \beta}_{z, x, x, z}(t) \rangle_{\text{iso}} \\
0
\end{bmatrix}
\]  

(36)

is the column vector with the PE polarizations together with the trace preserving condition. Finally, \( \mathbb{M}^{\beta \beta} \) is given by the entries listed in Table 2. Again, equation (34) can be split into real and imaginary parts by defining the auxiliary matrices \( \tilde{\mathbb{M}}^{\beta \beta} \) and \( \tilde{R}^{\beta \beta} \) according to Equation (32) to reexpress it as:

\[
\tilde{\mathbb{M}}^{\beta \beta} \chi^{\beta \beta} = \tilde{R}^{\beta \beta}
\]  

(37)

which is a rank 5 equation, and again, equations corresponding to rows 1, 2, 5, 8, 9 of Equation (37) are a possible choice for a linearly independent set of equations.
<table>
<thead>
<tr>
<th>ROW</th>
<th>COLUMN</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$-\frac{1}{2}n_2^2g(3\cos^2(\theta_2)\mu_2^2 + \sin^2(\theta_2)\mu_2^2)G_{\alpha n}(\theta_2)G_{\alpha n}(\gamma)G_{\alpha n}(t)$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$\mu_2^2n_2^2(3\cos^2(\theta_2)\mu_2^2 + \sin^2(\theta_2)\mu_2^2)G_{\alpha n}(\theta_2)G_{\alpha n}(t)$</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>$\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) - (\cos(2\theta_2) - 2)\sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>$-G_{\alpha n}(\theta_2)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$G_{\alpha n}(\gamma)(\mu_2^2n_2^2(\sin(\theta_2)\mu_2g(\cos(\theta_2)\sin(2\theta_2)\mu_2g) + \sin(\theta_2)\mu_2g) + \cos(\theta_2)\mu_2g(\cos(2\theta_2) + 2)\cos(\theta_2)\mu_2g + \sin(2\theta_2)\mu_2g(\sin(\theta_2)\mu_2g)G_{\alpha n}(t)G_{\alpha n}(\gamma)G_{\alpha n}(\theta_2)$</td>
</tr>
</tbody>
</table>

**TABLE 3. Entries of $M^{3,3}$**
C. Inversion of elements $\chi_{ij\alpha\beta}(T)$

(See Table 1, entries (3,1),(3,2), and (3,3)). The same exercise of section 2.1 and 2.2 with equations (14), (15), and (18) of the article needs to be performed here, except that twice, with $p = \beta, q = \alpha$ and with $p = \alpha, q = \beta$. Another important observation is that since $\chi_{aa\alpha\beta}$ is in general complex, as opposed to the $\chi_{aaaa}(T)$ and $\chi_{aa\beta\beta}(T)$, which are purely real, the constraint $\sum_a \chi_{aa\alpha\beta}(T) = 0$ consists of two independent equations, for the real and imaginary parts, respectively.

The result is:

$$M^{\alpha\beta}X^{\alpha\beta} = R^{\alpha\beta}, \quad (38)$$

where

$$X^{\alpha\beta} = \begin{bmatrix}
\Re\{\chi_{gga\beta}(T)\} \\
\Im\{\chi_{gga\beta}(T)\} \\
\Re\{\chi_{aa\alpha\beta}(T)\} \\
\Im\{\chi_{aa\alpha\beta}(T)\} \\
\Re\{\chi_{\beta\beta\alpha\beta}(T)\} \\
\Im\{\chi_{\beta\beta\alpha\beta}(T)\} \\
\Re\{\chi_{\alpha\beta\alpha\beta}(T)\} \\
\Im\{\chi_{\alpha\beta\alpha\beta}(T)\} \\
\Re\{\chi_{\beta\alpha\alpha\beta}(T)\} \\
\Im\{\chi_{\beta\alpha\alpha\beta}(T)\} \\
\Re\{\chi_{\beta\alpha\alpha\beta}(T)\} \\
\Im\{\chi_{\beta\alpha\alpha\beta}(T)\}
\end{bmatrix}, \quad (39)$$

is the column vector for unknowns of the $\chi(T)$ matrix and
\[
R_{\alpha\beta} = \begin{bmatrix}
\langle P^{\beta,\alpha,\alpha}_{z,z,z,z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta,\alpha,\beta}_{z,z,z,z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta,\alpha,\alpha}_{z,x,x,z}(t) \rangle_{\text{iso}} \\
\langle P^{\beta,\alpha,\beta}_{z,x,x,z}(t) \rangle_{\text{iso}} \\
\langle P^{\alpha,\beta,\alpha}_{z,z,z,z}(t) \rangle_{\text{iso}} \\
\langle P^{\alpha,\beta,\beta}_{z,z,z,z}(t) \rangle_{\text{iso}} \\
\langle P^{\alpha,\beta,\alpha}_{z,x,x,z}(t) \rangle_{\text{iso}} \\
\langle P^{\alpha,\beta,\beta}_{z,x,x,z}(t) \rangle_{\text{iso}} \\
0 \\
0
\end{bmatrix}
\]  

(40)

is the column vector with the PE polarizations together with the two trace preserving conditions. Just as in the previous sections, equation (38) can be split into real and imaginary parts by defining the auxiliary matrices \(\tilde{M}_{\alpha\beta}\) and \(\tilde{R}_{\alpha\beta}\) according to equation (32) to reexpress it as:

\[
\tilde{M}_{\alpha\beta} X_{\alpha\beta} = \tilde{R}_{\alpha\beta}
\]

(41)

which is a rank 10 equation. Rows 1, 2, 3, 4, 9 (real part of the trace condition), 10 (imaginary part of the trace condition), 15, 16, 17, and 18 of equation (41) are a possible set of linearly independent equations, which correspond to \(\mathbb{R}\{\langle P^{\beta,\alpha,\alpha}_{z,z,z,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\beta,\alpha,\beta}_{z,z,z,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\beta,\alpha,\alpha}_{z,x,x,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\beta,\alpha,\beta}_{z,x,x,z}(t) \rangle_{\text{iso}}\}, 0, 0, \mathbb{R}\{\langle P^{\alpha,\beta,\alpha}_{z,z,z,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\alpha,\beta,\beta}_{z,z,z,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\alpha,\beta,\alpha}_{z,x,x,z}(t) \rangle_{\text{iso}}\}, \mathbb{R}\{\langle P^{\alpha,\beta,\beta}_{z,x,x,z}(t) \rangle_{\text{iso}}\}\) of \(\tilde{R}_{\alpha\beta}\), that is, eight different experiments measuring either the real or the imaginary parts of eight different PE experiments together with the two trace preserving conditions. Again, in practice the sixteen data points will be routinely taken and additional data constraining in the form of two-dimensional optical spectra will allow for a robust QPT.
<table>
<thead>
<tr>
<th>ROW</th>
<th>COLUMN</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>(\frac{1}{2} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>(\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>(\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>(-\frac{1}{8} \mu_{12}^{2} (\cos(2\theta_{12}) + 2) \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(2\theta_{12}) + 1) \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) (3 \cos(2\theta_{12}) + 1) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) (3 \cos(2\theta_{12}) + 1) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) (3 \cos(2\theta_{12}) + 1) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) (3 \cos(2\theta_{12}) + 1) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(\theta_{12}) (3 \cos(2\theta_{12}) + 1) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(-\frac{1}{4} \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(-\frac{1}{4} \mu_{12}^{2} (\cos(2\theta_{12}) + 2) \cos(\theta_{12}) n_{\alpha \beta} G_{\alpha \beta}(\tau) G_{\alpha \beta}(t))</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>
IV. REDFIELD MODEL FOR MARKOVIAN DISSIPATION

The free evolution of $S$ and $B$ is generated by the total Hamiltonian $H_{\text{total}}$:

$$H_{\text{total}} = H_S + H_B + H_{SB}$$
where $H_B$ and $H_{SB}$ are the Hamiltonian for $B$ and the interaction between $S$ and $B$, respectively. The environment is constituted by two independent and identically distributed Ohmic bosonic baths, each linearly coupled to a site of the dimer. In summary:

$$
H_B = \sum_{i=\alpha,\beta} \sum_x \omega_{x,i} \left( b^+_{x,i} b_{x,i} + \frac{1}{2} \right)
$$

$$
H_{SB} = F_\alpha |\alpha\rangle \langle \alpha| + F_\beta |\beta\rangle \langle \beta| + (F_\alpha + F_\beta) |f\rangle \langle f|
$$

$$
F_i = \sum_x \lambda_{x,i} (b_{x,i} + b^+_{x,i}) \quad (42)
$$

where $b_{x,i}$, $b^+_{x,i}$ are the annihilation and creation operators of the bath mode $x$ coupled to the site $i$, $\lambda_{x,i}$ is a coupling strength, and the spectral density is the same for both sites:

$$
J_i(\omega) = \sum_x \omega_{x,i}^2 \lambda_{x,i}^2 \delta(\omega - \omega_x)
$$

$$
= \frac{\lambda}{\omega_c} \omega e^{-\omega/\omega_c}, \quad (43)
$$

with $\omega_c = 100 \text{ cm}^{-1}$ and $\lambda = 30 \text{ cm}^{-1}$, which are typical energy scales for biomolecular chromophores. By applying second-order perturbation theory on $H_{SB}$, tracing over the degrees of freedom of $B$, and invoking the Markov and secular approximations, one can arrive at the Redfield equations [50]. The Redfield tensor has been computed as in reference [33]. Furthermore, phonon occupation numbers are evaluated at 273 K.