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Abstract—We present numerical simulations of crater formation under Martian conditions with a single near-surface icy layer to investigate changes in crater morphology between glacial and interglacial periods. The ice fraction, thickness, and depth to the icy layer are varied to understand the systematic effects on observable crater features. To accurately model impact cratering into ice, a new equation of state table and strength model parameters for H₂O are fitted to laboratory data. The presence of an icy layer significantly modifies the cratering mechanics. Observable features demonstrated by the modeling include variations in crater morphometry (depth and rim height) and icy infill of the crater floor during the late stages of crater formation. In addition, an icy layer modifies the velocities, angles, and volumes of ejecta, leading to deviations of ejecta blanket thickness from the predicted power law. The dramatic changes in crater excavation are a result of both the shock impedance and the strength mismatch between layers of icy and rocky materials. Our simulations suggest that many of the unusual features of Martian craters may be explained by the presence of icy layers, including shallow craters with well-preserved ejecta blankets, icy flow related features, some layered ejecta structures, and crater lakes. Therefore, the cratering record implies that near-surface icy layers are widespread on Mars.

INTRODUCTION

Icy and layered surfaces are seen throughout the solar system. For example, low strength sedimentary layers are abundant on the Earth and Mars (Malin and Edgett 2000; Edgett and Malin 2002; Beyer and McEwen 2005), and a low strength regolith layer covers the moon (Gault et al. 1966). The icy satellites are composed of large scale layers of ice and rock with varying ice phases and volatile contents (Schenk 2002; Showman and Malhotra 1999), and even comets may be layered rubble piles (Belton et al. 2007). Despite their common occurrence, layers are difficult to study because they are often buried and hidden from view. However, because crater morphologies are dependent on subsurface material properties, impact craters provide a powerful means to probe the properties of near-surface layers. Furthermore, cratering is an ubiquitous process in our solar system; thus, surfaces of all ages and locations on a planet can be studied using the same methods. Thus, several cratering studies have focused on understanding the role of layers in the cratering process.

Laboratory and numerical experiments have shown significant changes in crater and ejecta blanket morphologies with strength contrasts in the target. Strength layers modify ejection angles, and a target with weaker layers will undergo more collapse, resulting in shallower craters with terraces and benches (Oberbeck and Quaide 1967; Quaide and Oberbeck 1968; Piekutowski 1977; Schultz 1992; Head et al. 2002; Senft and Stewart 2007). Numerical studies of impacts into marine (layered water over rock) targets have displayed morphologic variations that are dependent upon the thickness of the water layer and the size of the impactor (Ormö et al. 2002; Shuvalov and Trubestkaya 2002; Ormö et al. 2004). Marine impact simulations have been used to explain the morphology of the Lockne impact structure in Sweden (Lindstrom et al. 2005), the Chesapeake Bay impact structure in Virginia (Collins and Wünnemann 2005), and the Mjölnir impact structure in the Barents Sea (Shuvalov et al. 2002).

A problem which has not been extensively studied is the effect of icy layers. Icy layers pose additional challenges compared to strength variations in rocky surfaces because there is a substantial equation of state difference as well as a large strength difference. Numerical studies of marine impacts did not have to grapple with the complex strength of ice, and only needed to consider water at the surface (whereas ice can be buried in complex geometries). Understanding the observable features from cratering in icy, layered surfaces may lead to inferences about subsurface structures on many bodies in the solar system. In particular, icy layers provide...
clues to the climatic history on Mars. Mars is believed to have undergone significant variations in global climate, including the possibility of a warmer, wetter early period (e.g., Fanale et al. 1992; Owen 1992; Phillips et al. 2001; Poulet et al. 2005 Bibring et al. 2006) and recent rapid climate excursions resulting from obliquity changes (e.g., Laskar et al. 2004).

Widespread near-surface ice deposits are inferred on Mars. Results from the neutron spectrometer on Mars Odyssey imply that near surface (upper meter) ground ice is abundant poleward of 40 degrees latitude (Boynton et al. 2002; Feldman et al. 2002; Mitrofanov et al. 2002), in agreement with theoretical studies of ground ice stability under current climatic conditions (Clifford and Hillel 1983; Clifford 1993; Mellon and Jakosky 1995). However, the neutron spectrometer data also discovered hydrogen enrichment (which can be interpreted as subsurface ice or ice and hydrogen-rich minerals) at lower latitudes. The Martian obliquity varies drastically over time (with time scales of $10^5–10^6$ years), with a time-averaged value of about 38 degrees and a maximum value of about 82 degrees (current value is about 25 degrees). Obliquity variations dramatically affect the ground ice stability pattern; for example, at 32 degrees or greater obliquity, near surface ground ice is stable globally (Laskar et al. 2004). Climate modeling shows that during periods of high obliquity, ice from the poles may be transported and deposited at mid- to tropical-latitudes (Jakosky and Carr 1985; Mischna et al. 2003; Levrad et al. 2004; Forget et al. 2006), leading to the deposition of ice rich layers on the surface. To explain the observed km-scale thickness of viscous layers of material, Milliken et al. (2003) suggest that a portion of a glacial deposit (protected by a lag deposit) may remain stable between glacial cycles, building up thicker ice-rich layers over time. A dissected (formerly ice-rich) mantling deposit located between 30–60 degrees north and south latitudes, associated viscous flow features and gullies, and mid-latitude glaciers are interpreted to be remnants from the last high obliquity period (“ice age”) that occurred from approximately 2.1 to 0.4 Myr (Mustard et al. 2001; Head et al. 2003; Neukum et al. 2004; Head et al. 2005; Head et al. 2006). It is also possible that deeper deposits of ground ice could be built up and preserved by groundwater flow (Clifford 1993). Finally, icy layers may be a contributing factor to the layered ejecta structures found around the majority of Martian impact craters (e.g., Carr et al. 1977; Gault and Greeley 1978; Mouginis-Mark 1981; Barlow and Perez 2003; Komatsu et al. 2007; Black and Stewart 2008).

In this work, we use numerical simulations to explore and quantify the effects of icy surface and subsurface layers on crater formation, with a focus on understanding Martian crater forms. We conduct simulations of impacts onto targets with a single icy layer within an otherwise uniform basalt crust. We vary the burial depth, thickness, and ice fraction of this layer as well as the size of the impactor (sections Method and Results). The target geometries in these simulations are a simplification of the Martian upper crust, and are not intended to exactly reproduce specific Martian craters, but to investigate and illustrate the range of possible observable features resulting from the presence of near-surface icy layers. The results are compared to observations of Martian impact craters, and we show that some of the anomalous features of these craters (compared to craters on non-icy terrestrial planets) may be explained by the presence of icy layers in the target (Discussion section).

**METHOD**

Cratering simulations are conducted using CTH, an Eulerian shock physics code developed at Sandia National Laboratories (McGlaun et al. 1990). CTH includes an adaptive mesh refinement (AMR) feature, meaning smaller-scale features (such as fine layers near the surface, the ejecta curtain, and the shock wave) can be resolved without expending too much computational energy elsewhere in the problem domain (Crawford 1999). AMR refines and unrefines the mesh according to user defined indicators; for example, indicators are chosen to refine free surfaces and the leading edge of shock waves. All of the simulations presented in this paper use two dimensional cylindrical symmetry. The validity of a numerical cratering calculation is strongly dependent upon the strength model and equation of state chosen for the materials involved in the problem; thus, particular care was applied to these areas.

**Strength Model**

The strength model describes the response of a material to deviatoric stresses; for this work, we develop new strength parameters for H$_2$O based on laboratory data. We use the strength model developed by Collins et al. (2004) and implemented into CTH by Senft and Stewart (2007). In this model, shear strength is linearly degraded from an intact strength value (strength controlled by the creation of new fractures) to a fragmented (strength controlled by friction) value. A dimensionless scalar variable called damage is introduced to track this degradation; completely intact rock has a damage of zero, and completely fragmented rock has a damage of one. Thus, shear strength is a function of damage, temperature, and pressure, and tensile strength is a function of damage. Bulking (decrease in density due to fracturing) is not included in the calculations. Sediments or regolith can be approximated by initializing a calculation with an initial damage of one. Strength parameters are chosen by fitting quasi-static laboratory test data. For basalt, we use the yield surface presented in Pierazzo et al. (2005), and dynamic tensile strength data from Cohn and Ahrens (1981). For ice, we use uniaxial compressive strength temperature dependence data from Arakawa and Maeno (1997), friction data from Beeman et al. (1988), dynamic tensile strength data from Lange and
Ahrens (1983), and triaxial shear strength data from Sammonds et al. (1998). Figure 1 shows the shear strength data of intact (non-damaged) ice from Sammonds et al. (1998) (circles) and the shear strength data of fragmented (damaged) ice from Beeman et al. (1988) (triangles). Note that the data was not collected at the same temperatures used in the simulations, and that the strength of ice has strong temperature dependence. We fit a temperature degradation function to uniaxial compression data from Arakawa and Maeno (1997) and use this to calculate the yield surface at other temperatures. The intact and damaged shear strength curves at 210 K, the Martian surface temperature, are shown in Fig. 1. The method outlined above assumes that the temperature dependence for uniaxial compressive strength is the same as the temperature dependence at higher pressures and that intact and fragmented ice have the same temperature dependences. In reality, this will not be true; for instance, the coefficient of friction of ice is not significantly temperature dependent until very close to the melting point, and also depends upon a number of other factors which have been neglected (such as strain rate). However, these effects are small compared to the larger effect of temperature contrast between ice and basalt. We choose tensile strengths that are somewhat lower than those measured in quasi-state laboratory tests to account for the strong scale dependence on tensile strength (Griffith 1920; Housen and Holsapple 1990, 1999).

Two modifications were made to the rock strength model since its initial implementation into CTH. First, temperature dependent tensile strength was removed, because tensile strength (particularly of ice) is less temperature dependent than shear strength and the tensile strength of water and magma are comparable to the tensile strength of the solid (e.g., Croft et al. 1979; Zhang 1999; Boteler and Sutherland 2004). Second, the damaged shear strength function was modified to allow for a change in the friction coefficient at higher pressures (e.g., Byerlee 1978).

The strength-damage model described above will not reproduce the morphology of craters above the simple to complex transition, for which an additional weakening mechanism is needed. Here we use acoustic fluidization (Melosh and Ivanov 1999) to aid complex crater collapse, and in the absence of better information, we assume that all materials have the same acoustic fluidization parameters. This assumption is supported by work by Bray et al. (2008, submitted), who show that similar acoustic fluidization parameters for ice and rock reproduce the morphology of central peak craters on the moon and Ganymede. We choose parameters that give a reasonable agreement to measured Martian crater geometries (Stewart and Valiant 2006) and that are in between the values used by Collins (2002) and Wünnemann and Ivanov (2003) for the moon.

The parameters of the strength model are listed in Table 1. For a complete description of the model parameters, see Senft and Stewart (2007). A complication not resolved here is the strength of ice-rock mixtures. When a cell with a mixture of materials is encountered in CTH, the shear stress of each material in the cell is separately calculated based on the yield surface for that material. Then, the average shear stress in the cell is calculated by volume averaging the component stresses. The average stress state is used to deform the material in the cell, and is advected in the Eulerian remap step. In reality, the rheologic properties of ice/rock mixtures are more complicated than simple volume averaging, and in fact, the weaker component may dominate the strength (e.g., Hiraoka et al. 2006). Hence, the current volume-averaging scheme provides a conservative limit for the observable effects from ice-rock mixtures.

**Equation of State**

The equation of state (EOS) describes the response of a material to volumetric stresses. We use Sesame-style tabular equations of state (Holian 1984), where pressure, energy, and entropy are tabulated over a density and temperature grid to allow for fast look-up and interpolation of the EOS. The basalt Sesame table ($p_0 = 2820$ kg/m$^3$) was developed by Kerley (1999); the table is a density scaled version of the EOS for $\alpha$-quartz and includes two solid phases ($\alpha$-quartz and stishovite), a liquid phase with dissociation, and vapor. In a few cases, we considered surface sand deposits and used the Sesame table for dry sand ($p_0 = 1600$ kg/m$^3$), which is based on fused quartz with the P-$\alpha$ pore compaction model (Herrmann 1969; Hertel and Kerley 1998).

We construct a new Sesame table for H$_2$O because pre-
existing hydrocode EOSs for H$_2$O are inadequate for our needs (e.g., do not include high pressure phases or do not accurately model the melting curve). The table includes three solid phases (ices Ih, VI, and VII), liquid, and vapor. The EOS of the phases and phase boundaries are based on experimental data. The tabulated EOS reproduces measured shock Hugoniots in ice and water (Fig. 2). Calculations using the table are also in good agreement with measured shock and post-shock temperatures of ice by Stewart et al. (2008) and shock temperature data of water (Kormer 1968; Lyzenza et al. 1982). See the appendix for a detailed description of the H$_2$O table.

Table 1. Strength parameters used to model basalt and ice. $r_p$ is the radius of the projectile. For a complete description of the strength model, refer to Senft and Stewart (2007). In some simulations $D_{sc}$ and $D_{tc}$ are set to 1.0 (see text).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Basalt</th>
<th>Ice</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_o$</td>
<td>Shear strength of intact rock at zero pressure and low temperatures</td>
<td>10 MPa</td>
<td>16.4 MPa</td>
</tr>
<tr>
<td>$Y_m$</td>
<td>Limiting shear strength as pressure increases at low temperatures</td>
<td>3.5 GPa</td>
<td>147 MPa</td>
</tr>
<tr>
<td>$Y_c$</td>
<td>Cohesion at zero pressure and low temperature</td>
<td>0 MPa</td>
<td>0 MPa</td>
</tr>
<tr>
<td>$\mu_l$</td>
<td>Coefficient of internal friction of intact rock</td>
<td>1.2</td>
<td>6.54</td>
</tr>
<tr>
<td>$\mu_{dl}$</td>
<td>Coefficient of friction of fragmented rock (low pressure)</td>
<td>0.85</td>
<td>0.55</td>
</tr>
<tr>
<td>$\mu_{dh}$</td>
<td>Coefficient of friction of fragmented rock (high pressure)</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>$P_{sc}$</td>
<td>Transition pressure between $\mu_{dl}$ and $\mu_{dh}$</td>
<td>200 MPa</td>
<td>10 MPa</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Melting temperature</td>
<td>1200 K</td>
<td>273.15 K</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Thermal softening parameter</td>
<td>1.2</td>
<td>1.84</td>
</tr>
<tr>
<td>$Y_o$</td>
<td>Maximum tensile strength</td>
<td>$-1$ MPa</td>
<td>$-0.17$ MPa</td>
</tr>
<tr>
<td>$P_{bd}$</td>
<td>Brittle to ductile transition pressure</td>
<td>2.77 GPa</td>
<td>689 MPa</td>
</tr>
<tr>
<td>$P_{bp}$</td>
<td>Brittle to plastic transition pressure</td>
<td>4.11 GPa</td>
<td>699 MPa</td>
</tr>
<tr>
<td>$K_o$</td>
<td>Bulk modulus at ambient pressure and temperature</td>
<td>45 GPa</td>
<td>8.9 GPa</td>
</tr>
<tr>
<td>$G$</td>
<td>Shear modulus at ambient pressure and temperature</td>
<td>30 GPa</td>
<td>3.52 GPa</td>
</tr>
<tr>
<td>$D_{so}$</td>
<td>Initial shear damage</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$D_{to}$</td>
<td>Initial tensile damage</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Acoustic fluidization viscosity</td>
<td>No af for $r_p 100$ m</td>
<td>No af for $r_p 100$ m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.e8 Pa’s for $r_p 800$ m</td>
<td>2.e8 Pa’s for $r_p 800$ m</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Acoustic fluidization decay constant</td>
<td>No af for $r_p 100$ m</td>
<td>No af for $r_p 100$ m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32 s for $r_p 800$ m</td>
<td>32 s for $r_p 800$ m</td>
</tr>
<tr>
<td>$C_{vib}$</td>
<td>Maximum vibration particle velocity (fraction of the maximum velocity)</td>
<td>No af for 100 m</td>
<td>No af for 100 m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25 for $r_p 800$ m</td>
<td>0.25 for $r_p 800$ m</td>
</tr>
<tr>
<td>$t_{off}$</td>
<td>Time to turn off new acoustic fluidization pressure vibrations</td>
<td>No af for $r_p 100$ m</td>
<td>No af for $r_p 100$ m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 s for $r_p 800$ m</td>
<td>60 s for $r_p 800$ m</td>
</tr>
</tbody>
</table>

Fig. 2. Shock Hugoniots for water (A; initial temperature of 300 K) and ice (B; initial temperature of 250–263 K) calculated from our Sesame table for H$_2$O (thick lines) compared to laboratory measured Hugoniots (thin lines) from Stewart and Ahrens (2005). $U_s$ is shock velocity and $U_p$ is particle velocity.
Calculations using the tabular EOS assume thermodynamic equilibrium. Shock-induced transformations of ice Ih to ice VI, ice VII and liquid are in excellent agreement with equilibrium phase boundaries, but the Hugoniot elastic limit of ice Ih extends outside of its equilibrium stability field (Stewart and Ahrens 2005). In contrast, many silicate rocks exhibit hysteretic phase transformations under shock loading and unloading (e.g., Sekine et al. 1995; Swegle 1990). CTH allows for mixed cell thermodynamics, which means that each material in a cell can have separate temperatures and pressures. The cell pressure (used to deform the cell) is then the volume fraction weighted average of the material pressures.

**Description of Simulations**

To investigate the effect of icy layers in the target on the cratering process, we conduct simulations of impacts onto a target with a single icy layer of varying thickness and ice content and at varying depths. The bolide is either a 200 or 1600 m diameter basaltic asteroid (creating a simple and complex crater, respectively) hitting the Martian surface vertically at a velocity of 10 km/s. 10 km/s is slightly lower than the median impact velocity of asteroids on Mars (12.8 km/s) (Bottke et al. 1994), which partially accounts for the fact that most impacts are not vertical (some of the asteroid’s energy is partitioned into horizontal movement).

All calculations are initialized with a Martian crust under lithostatic pressure and with a geothermal temperature gradient of 15 K/km, consistent with estimates by Clifford (1993). The pressure and temperature at the surface are assumed to be 6 mbar and 210 K, respectively, to be broadly representative of the present epoch on Mars. No atmosphere is included in this study. We consider surface layers composed of ice, intact basalt, damaged basalt, and sand.

All calculations are conducted in 2D under cylindrical symmetry (exploratory, low resolution 3D runs showed similar results). AMR is used to resolve important parts of the problem without needing to keep the entire mesh highly resolved, which would be computationally expensive. For the 200-m impacts, the projectile is kept resolved to 5 m (40 cells across the projectile diameter), the ejecta blanket and free surface are tracked to a resolution of 10 m, and the shock front was resolved to 20 m. For the 1600 m impacts, the projectile is kept resolved to 40 m (40 cells across the projectile diameter), the ejecta blanket and free surface are tracked to a resolution of 40 m, and the shock front is resolved to 80 m. In all simulations, the icy layers are kept resolved to at least 10 cells across a layer, except for the 200 m diameter impacts with 50 m thick ice layers. In these cases, the ice layers are only resolved to 5 cells across a layer. Finally, massless, Lagrangian tracer particles are used to track the history of parcels of material as they are advected through the Eulerian mesh.

**RESULTS**

**Crater Morphology**

A single icy layer significantly modifies cratering mechanics and can result in a range of observable effects on final crater morphology, depending upon the burial depth and thickness of the layer relative to the size of the impactor. Figure 3 presents time series from simulations of a 200 m diameter projectile impacting onto the Martian surface for different target configurations. In Fig. 3a, the target is homogenous basalt. Crater formation proceeds as expected, with the ejecta curtain forming a smooth inverted cone that sweeps outward (20 s) and the formation of a bowl-shaped transient cavity whose walls collapse slightly (200 s). With the addition of a surface ice layer (Fig. 3b and c), formation proceeds as before, but when the basalt ejecta are laid down near the rim, it compresses the ice layer underneath. The compression leads to horizontal, non-ballistic motion of the surface ice layer, which thins the ice near the rim and thickens it at greater distances, leaving the crater with a very indistinct rim. If the thickness of the surface ice layer is large enough (Fig. 3d), then the ice separates from the basalt in the ejecta curtain, and an inner crater (in the underlying basalt) and an outer crater (in the overlying ice) are formed. Similar ejecta curtain structures have been observed in simulations of marine targets (Ormø et al. 2002). Once formed, the icy rim and walls are unstable and flow back into the crater at late times (200 s).

Next, we consider an idealized case of a buried ice layer under an intact basalt layer. Burying the ice layer produces further morphological variations (Fig. 4). A buried ice layer causes the top basalt layer to tear away from the underlying material at early times (2 s). Shock wave reflections between the layers increase the fragmentation of the overlying basalt and modify the ejecta trajectories. The high ejection angles result in a hinge-like evolution of the ejecta curtain. Once formed, the hinge area collapses back towards the crater cavity. As the hinge slumps, it squeezes the ice layer, resulting in a late-stage icy extrusion into the crater. An icy extrusion is seen even in simulations where the ice layer is very thin and shallow relative to the crater size (Fig. 4a). The ice in the extrusion behaves in a fluid manner because it has a low coefficient of friction and because it is warm; however, it is largely unmelted. Note that, in the ice strength model, the coefficient of friction decreases with temperature; at 210 K, it is about 0.3 (low pressure) and 0.1 (high pressure) (see Fig. 1), and at 240 K, it is about 0.1 and 0.05. While these values seem very low, experiments show that with increasing sliding velocity the friction of ice can become extremely small (approaching 0.001 at a sliding velocity of 1 m/s) because of small melt layers that lubricate the ice surfaces (Maeno et al. 2003). Thus, the extrusion can be thought of as a fast moving ice-rich debris flow. When the thickness of the
buried icy layer becomes large enough (Figs. 4d and 4e), the actual crater (in the underlying basalt layer) becomes negligible and the amount of ice being extruded into the crater at late times becomes very large. As the ice being extruded from all sides of the crater meets, it creates a central uplift (around 60 s) which later collapses back down on itself and flows outward.

The physical reason for the observed differences in the cratering process with changing target configuration is a combination of effects from the equation of state mismatch between ice and basalt and the low strength of ice. The equation of state contrast between ice and basalt leads to shock wave reflections between layers, which produces variations in the pressure, particle velocity, and temperature structure in the target. The particle velocity field produced by the shock wave and the strength of the materials controls the excavation flow field that produces the crater. Figure 5 and Fig. 6 illustrate how the peak pressures and temperatures change with the presence of an icy layer (plots are constructed from tracer particle histories); the ice is shocked to lower pressures relative to the basalt, but undergoes more heating. Note that the temperatures shown are peak shock temperatures and do not correspond to the zone of melting; post-shock temperatures are much lower. In general, incipient melting of ice will begin when the shock pressure reaches 1 GPa, and complete melting will occur when the shock pressure reaches 2.9 GPa (for ambient Martian conditions of about 200 K and 6 mbar). The shock wave reflections between layers also increase fragmentation in the ejecta curtain. The very low strength of ice heated to near the melting point causes late stage flows into the crater cavity and enhances collapse of the transient crater.

The assumption of alternating intact ice and basalt layers is oversimplified; however, these simulations illustrate the range of possible outcomes of cratering into a target with icy layers. In reality, for the cases with a buried ice layer, the
overlying basalt is likely to be a heavily fractured regolith or sand deposit. Hence, we also conduct impact simulations where we initialize the upper layer as completely fragmented (using the basalt strength model with damage equal to one) sand. The same general phenomena are observed with a sand surface layer (including modified ejecta trajectories and a late stage icy extrusion) as when the overlying layer is intact basalt. These simulations suggest that the general results from the idealized model cases may be applied to the more complicated layered structures expected on Mars.

An additional complication is that the icy layers are not likely to be pure ice, but to be some mixture of ice and rock. Simulations with varying ratios of ice and rock in the icy layer (Fig. 7) show that, as expected, the effects diminish with decreasing ice volume fraction. The mixture simulations were initialized so that each cell in the icy layer contained both ice
and rock. Note that even relatively small amounts of ice produce observable effects. Significant crater infilling (late stage icy extrusion) is seen up to about 50% ice volume fraction, and simulations with only 25% ice (Fig. 7d) still display high ejecta angles, an increasing level of fragmentation of the ejecta blanket, and a slump terrace resulting from enhanced crater collapse.

Simulations of the formation of a larger crater in an icy
layered target (Fig. 8; 1600-m diameter projectile) produce results similar to those seen for the smaller crater. The magnitude of the observable effects depend upon the thickness and burial depth of the ice layer relative to the crater size, so that an ice layer must be thicker and deeper for a larger crater to produce similar features as around a smaller crater. If a buried ice layer is thin and near enough the surface (not shown), it will be completely folded over into the rim and behave more like the thin surface ice scenarios shown in Fig. 3b than the buried ice scenarios shown in Fig. 4. Around the ~20 km diameter complex crater, a surface ice layer leads to non-ballistic motion in the ejecta blanket, and a buried ice layer displays modification of the ejecta trajectories due to wave reflections as well as a late stage icy extrusion from the crater wall into the floor. Because of their increased sensitivity to target physical properties, small simple craters are the most useful probes of near surface structural variations. Observable indicators of subsurface layering are more subtle around large complex craters.

Finally, while the magnitude and type of effects produced by an icy layer will depend upon a number of complex factors (burial depth, thickness, ice content of layer, surrounding material, etc.), in general, we conclude that significant effects (such as late stage icy extrusions) are seen when the thickness of the icy layer is at least 25% of the diameter of the projectile. We did not conduct simulations with thinner layers, so the lower limit of observability may be even smaller. Note that >35% volume ground ice is inferred by Durham et al. (2008) to explain observed viscous flow features and Mars Odyssey neutron spectrometer results suggest 40–73% (by volume) ground ice in the upper meter at some locations on Mars (Boynton et al. 2002).

**Ejecta**

Icy layers modify the excavation processes, altering ejecta velocities and trajectories and leading to significant variations in the ejecta blanket morphology. The effects of target structure are illustrated in three example impact scenarios with different layer configurations, shown in Fig. 9. Qualitatively, the ejection angles are steeper when an icy layer is present compared to a homogeneous rock target. Mobilization of a surface ice layer by impacting ejecta is seen in Fig. 9b, in a manner similar to the ballistic sedimentation model (Oberbeck 1975). The trajectories of Lagrangian tracer particles also illustrate the complicated flow path of late stage extrusion into the crater cavity (Fig. 9c).

The magnitude of the changes in the ejection process due to layering is shown quantitatively in Fig. 10. Our simulations demonstrate that the initial launch velocity of ejecta is a function of the target structure. Figure 10a presents the average launch velocity (by volume) of ejecta that is ejected at a given distance from the crater center. These velocities are calculated by back-tracking the ballistic ejecta trajectories from 10 s, and are checked against the launch velocities of tracer particles in the ejecta. There is good agreement
Fig. 9. Example ejecta trajectories, derived from massless, Lagrangian tracer particles, for a 200 m projectile impacting at 10 km/s onto different target layer configurations. Trajectories that end abruptly in the air indicate that the tracer was separated from material during the calculation. Arrow indicates example location of mobilization of surface layer ice by impacting ejecta. The scale is the same in all panels. Case A corresponds to Fig. 3a, B to Fig. 3c, and C to Fig. 4d.

Fig. 10. Selected measures of the ejection process for target configurations shown in Fig. 9: black (dark color)—homogenous basalt target, red (medium color)—200 m surface ice layer, green (light color)—200 m ice layer buried at a depth of 200 m. a) Average launch velocity (by volume) of ejecta that is ejected versus distance from crater center. b) Non-dimensionalized launch velocity versus non-dimensionalized distance from crater center. c) Average ejection angle versus distance from crater center. d) Cumulative % of ejecta (by volume) greater than a given horizontal velocity. The line in B is the ejecta scaling law for dry sand from Housen and Schmidt (1983) (Equation 1). Error bars represent one standard deviation.
between the two methods. When there is a surface ice layer (red/medium shade points), the launch velocity distribution is very similar to a homogenous rock target (black points), however the distribution is shifted to the right (to greater distances from the crater center). The shift results from the fact that the target is weaker and less dense when an ice layer is included, leading to more ejecta and a larger transient crater radius. Additionally, when there is a surface ice layer, the error bars in velocity tend to be larger, indicating that there is a larger spread in the velocities ejected at any given distance.

When there is a buried ice layer (green/light points), wave reflections in the target dramatically reduce the launch velocities near the impact point and increase the velocities at greater distances compared to the homogeneous target. Also, in this case, launch velocities near the crater center are highly scattered and do not show any meaningful trend with distance.

Ejecta scaling laws are often used to estimate the velocity distribution in the ejecta curtain. We compare the ejecta launch velocities produced in the simulations to ejecta scaling laws developed from experimental data and dimensional analysis (Housen and Schmidt 1983). In Fig. 10b, the ejection velocity results are replotted in terms of non-dimensionalized launch velocity versus non-dimensionalized distance and compared to the scaling law derived for dry sand (scaling laws for rock are not well constrained) from Housen and Schmidt (1983):

\[ \frac{v}{\sqrt{gR_s}} = C \left( \frac{r}{R_s} \right)^{\frac{\alpha - 3}{2\alpha}} \]  

In Equation 1, \( \frac{v}{\sqrt{gR_s}} \) is the non-dimensionalized launch velocity, \( \frac{r}{R_s} \) is the non-dimensionalized distance from the crater center, \( v \) is the launch velocity, \( g \) is the gravitational acceleration, \( R_s \) is the transient crater radius at the pre-impact surface level, \( r \) is the distance from the crater center, \( C \) and \( \alpha \) are experimentally determined constants.

Our simulations with homogenous basalt and a surface ice layer agree well with the scaling law for dry sand. However, the buried ice layer shows a strong departure from a simple power law for \( x/R_s < 0.7 \). \( R_s \) is 1.01 km for homogenous basalt, 1.23 km for the surface ice layer case, and 1.63 km for the buried ice layer case. \( C \) is 0.75 (chosen to fit the simulations, since there is little experimental constraints for this constant), and \( \alpha \) is 0.49, which is the exponent for dry sand from Housen and Schmidt (1983). Note that changing \( C \) and \( R_b \) would shift the lines up/down and left/right, but would not affect the slope. These results indicate that great care should be taken when applying power law velocity distributions to interpreting ejecta deposits around craters formed in layered target structures.

As noted above, our simulations show that ejecta launch angles are also a function of target structure (Fig. 10c).

In general, adding a surface ice layer does not change the average launch angle of ejecta with distance; both scenarios show ejection angles ranging from about 60 to 30 degrees (with the angle decreasing with distance). However, adding a buried ice layer leads to much higher ejecta angles (around 70–80 degrees). The change in ejection angle is clearly seen in Fig. 9. In the buried layer case (Fig. 9c), some of the ejecta is thrown out at such high angles that the trajectories land within the final crater rim, slamming back into the crater at late times. The lower launch velocities coupled with the higher ejection angles in the buried ice layer case lead to cumulatively much lower horizontal velocity components for the ejecta compared to the other two cases (Fig. 10d).

In Fig. 10d, the cumulative horizontal velocity volume distributions are shown for all of the ejected material, including material that ultimately resides in the final crater cavity.

The changes in ejecta velocities and trajectories with target properties lead to variations in the structure of the resulting ejecta curtain, particularly for the case of a buried ice layer. For the surface ice scenario, the ejecta curtain shows a very similar structure to a homogenous target (compare Figs. 3a and c). An observable difference is the thicker and “rougher” ejecta curtain in the surface ice layer case, compared to the straighter, thinner ejecta curtain in the homogenous target case. The difference is a result of the greater spread in launch velocities (larger error bars). For the buried ice scenario, there are two kinks in the ejecta curtain (Figs. 4d, 10 s). These kinks lead to three segments of the ejecta blanket, with the middle segment actually having an inverted form (angled inward as opposed to outward) from what is usually seen in cratering studies. The presence or absence of this inverted form is very sensitive to the exact target structure (thickness and burial depth of the icy layer), suggesting that observable features may provide reasonable constraints on subsurface structure. For example, in Fig. 8c the ejecta curtain structure is similar to in Fig. 4d, but in Fig. 8f, an inverted segment is not seen.

The ultimate result of these differences in the ejection process is observable changes in the ejecta blanket profile (Fig. 11). The initial ejecta thickness plots are constructed by looping through all of the computational cells containing ejecta when transient crater formation is complete (10 s) and calculating the range assuming a ballistic trajectory from this point forward. The dashed lines in Fig. 11 show the power law ejecta thickness distribution from McGetchin et al. (1973), which is based on an analysis of simple terrestrial explosion craters:

\[ \delta = 0.14 R_b^{-0.74} \left( \frac{r}{R_b} \right)^{-3.0} \]  

where \( \delta \) is the ejecta blanket thickness, \( r \) is the distance
from the crater center, and $R_R$ is the rim-to-rim transient crater radius (1.44 km for the homogenous basalt and 200 m surface ice layer cases and 2.0 km for the 200 m buried ice layer case).

When the target is homogeneous (Fig. 11a), the ejecta thickness follows a relatively smooth power-law with a slope of about $-3.0$, as expected. Adding a surface ice layer does not significantly change this shape (Fig. 11b), while adding a buried ice layer produces dramatic variations (Fig. 11c). These results are a direct reflection of the fact that a buried ice layer results in material being ejected at higher angles and lower velocities, which leads to the majority of the ejecta falling very close to the crater. Quantitatively, 90.6% of the ejecta lie within 5 km of the crater center, compared with 70.6% when there is no ice layer. Notably, there is a steep drop off in the ejecta thickness at a distance of about 3.5 km in the buried ice scenario (at about 1.5 rim radii from crater center, see section Ejecta Blanket Variations).

It is important to note that the method for calculating ejecta thickness provides only the initial landing position of the ejecta and does not include any subsequent horizontal, non-ballistic motion. The amount of horizontal motion cannot be constrained by the current model due to a lack of resolution (at the scale of the flow) and inclusion of the appropriate physics (the physics of debris flows). However, studies have shown that Martian ejecta flows are generally less efficient than volatile-rich flows on Earth, and behave more like terrestrial dry volcanic rock avalanches (Barnouin-Jha and Buczkowski 2007). For the buried ice layer scenario, the ejecta in the thick inner region within 3.5 km has horizontal velocities <50 m/s. We suggest that it is unlikely that this feature is completely wiped out by subsequent horizontal flows. Finally, we also note that the finest ejecta fraction may be further modified by interactions with the atmosphere (Barnouin-Jha and Shultz 1998, 1999; Schultz 1992).

**DISCUSSION**

**Comparison with Observations**

We have shown that icy layers modify the cratering process and lead to significant and observable effects on the final crater and ejecta morphology. In this section, we compare the simulation results to observations of Martian craters and discuss the implications.

**Natural Variations in Crater Dimensions**

Our simulations show that fresh craters on Mars can display a range of morphologies, which has important implications for cratering studies. The geometries of well preserved craters have been used to infer a plethora of information about a planet, including regolith thicknesses (e.g., Oberbeck and Quaide 1967; Quaide and Oberbeck 1968), strengths (e.g., Stewart and Valiant 2006), amounts and rates of degradation and infilling (e.g., Forsberg-Taylor et al. 2004), and the presence of possible crater lakes (e.g., Cabrol and Grin 1999). Comparisons of fresh crater forms between planets has been used to infer mechanisms of formation and collapse (e.g., Pike 1988). Such studies require that the shape of a fresh crater be known; however, this is
often difficult. Most studies make assumptions about what the freshest shape is (often assuming that the deepest craters are the freshest) and check these craters for visual clues of erosion. However, our results show that the deepest craters are not necessarily the most pristine.

Figure 12 compares the simulation depth versus diameter results to measurements of the deepest Martian craters by Stewart and Valiant (2006). The cases with a surface ice layer (triangles) tend to produce craters that are slightly deeper than in the homogenous case (circles) (the exception is the simulation shown in Fig. 3d, because the ice layer is large enough relative to the crater that it is unstable and flows back into the crater). The increased depth is due to the projectile penetrating deeper through the lower density ice than it would in a pure basalt target, effectively increasing the burial depth of the impact energy. Conversely, buried ice layers (squares) tend to produce craters that are shallower than expected, due to late stage infilling by extruding ice during crater collapse. Thus, a crater may be fresh and much shallower than nearby fresh, deeper craters if spatial or temporal variations of subsurface volatile content exist within a region. Using a depth cut-off criterion to identify fresh craters will mistakenly omit some craters. The problem can be mitigated by choosing small regions (minimizing spatial target variations), although doing so will then lead to problems with small numbers (not having enough fresh craters).

Attempts have been made to define a global pristine crater population on Mars by choosing the deepest craters over the entire planet (Boyce and Garbeil 2007). However, it is unlikely that such a function exits, because the amount of surface and subsurface ice varies widely over the planet and changes with time. The variation in ice content will cause fresh crater morphologies to vary both spatially and temporally.

Furthermore, our results show that not only are the freshest craters not necessarily the deepest, but the strongest material is also not necessarily the deepest either: the simulations with a weak surface layer of ice produced deeper craters. Thus, it is very difficult to interpret the observed regional variations in fresh Martian craters in terms of a single measure of strength (Boyce et al. 2006; Stewart and Valiant 2006).

**Infilled Craters**

Low and mid-latitude shallow, infilled Martian craters (such as those shown in Fig. 13) are generally assumed to have undergone secondary modification processes, such as aeolian or lacustrine deposition (e.g., Craddock et al. 1997; Cabrol and Grin 1999; Boyce et al. 2004, 2005; Forsberg-Taylor et al. 2004), and their presence has been used to infer a past ocean in the Northern plains (Boyce et al. 2005). However, our simulations show that some of the infilling and shallowing may be a primary process, resulting from the late stage icy extrusion of a buried icy layer into the crater. Primary infilling during cratering may be particularly relevant for infilled craters where the ejecta blanket is still relatively pristine, as it is difficult to imagine an aeolian or lacustrine process that is able to extensively infill the crater without significantly eroding the ejecta blanket. Examples of partially infilled craters with relatively well-preserved ejecta blankets are shown in Fig. 13, and their depths and diameters are plotted on Fig. 12, where it can be seen that the example craters range from slightly shallower than normal to almost completely infilled.

An alternative explanation for these shallow craters is viscous relaxation, such as has been used to explain the morphologies of craters on Mars’ polar layered deposits (Pathare et al. 2005). However, the polar craters are formed entirely in an icy layer, whereas the ice layer in these scenarios makes up a much smaller portion of the target, limiting relaxation rates. Another possible explanation is that the craters and ejecta were covered by icy deposits during a glacial cycle. As the icy deposits were later eroded/sublimated, the crater and ejecta was exposed but some of the infilling was preserved. This process has been suggested to explain excess ejecta around some high latitude craters (Kreisvlsksky and Head 2006). In contrast, close examination of some mid-latitude craters with excess ejecta suggest that they formed in the presence of a pre-existing near-surface icy layer (Barlow and Perez 2003; Black and Stewart 2008; Meresse et al. 2006), which could lead to infilling during crater collapse.
Recently, High Resolution Imaging Science Experiment (HiRISE) images have been used to identify and document flow features (channels, alluvial fans, ponded material) associated with young impact craters of a large size range (~3 to 60 km) (Mouginis-Mark et al. 2007; Tornabene et al. 2007a, 2007b). Some of these features are interpreted to be wet or icy debris flows, such as the example shown in Fig. 14d (Mouginis-Mark et al. 2007; Tornabene et al. 2007a, 2007b). The debris flows appear on steep slopes, such as around the central uplift, and on the wall, rim and ejecta. Our results suggest that some of these features may be created by icy material flowing inward as a late stage icy extrusion (buried ice layer case). Such flows may also help to carve channels through which water can later flow, possibly contributing to the formation of the gullies that are seen along many crater walls. Even a thin, relatively low volatile content (50%) icy layer extrudes a small amount of icy material (Fig. 4a), suggesting that debris flow features should be widespread (as observed). Additionally, HiRISE images of crater interiors has revealed ponded material with a pitted texture that are interpreted as deflated devolatilized materials; an example is shown in Fig. 14a (Mouginis-Mark et al. 2007; Tornabene et al. 2007a; Tornabene et al. 2007b). These features could represent devolatilization of a warm, late stage icy extrusion. Also note that devolatilization has been proposed to explain the formation of central pits (Barlow 2006).

**Dewatering** Features

Ponded ice at the bottom of a crater (such as is produced for our simulations with a buried ice layer) may have implications for the formation of crater lakes and
hydrothermal systems. For the crater sizes calculated here, the ponded ice is heated but not melted, and some of the water in the ejecta blanket is melted. Figure 15a shows that for the 200 m impactor case, the majority of the ponded ice is between 220 and 260 K, with discrete small volumes of hotter ejecta. For the 1600 m impactor case (Fig. 15b) the ice is even hotter; it is right below the melting point, between 272 and 273 K (for an even larger crater, the ice should be melted and/or vaporized). However, directly under the ice in both cases is a warm core of heated rock (>500 K) that originally lined the
transient crater cavity. Note also that these are relatively small craters; larger craters will have greater amounts of heated rock beneath the crater floor. Conduction of this heat may lead to melting and create a crater lake (Cabrol and Grin 1999). Additionally, it has been suggested that craters provide ideal locations for the development of hydrothermal systems on Mars as a result of the heating produced by the impact (e.g., Kring 2003; Abramov and Kring 2005; e.g., Newsom et al. 2001; Rathbun and Squyres 2002; Pierazzo et al. 2005). Calculations show that the presence of a crater lake in the hydrothermal system will increase the amount of circulation but decrease the lifetime of the system (Abramov and Kring 2005).

**Ejecta Blanket Variations**

Icy layers may explain some of the variations seen in the ejecta blankets around Martian craters. Martian ejecta blankets display profiles that are different from those seen around lunar craters and include “fluidized” (appearing) layers (SLE—single layer ejecta, DLE—double layer ejecta, and MLE—multiple layer ejecta) as well as distal scarp or ramparts (Barlow et al. 2000). The inner layer in DLE type craters is observed to be much thicker than the outer layer by 10s to 100s of meters (Black and Stewart 2008; Boyce and Mouginis-Mark 2006). We show that icy layers can produce changes in the ejecta blanket structure that modify the radial distribution of ejecta from a simple power law. It is possible that buried icy layers may (if the thickness, burial depth, and ice content are in an appropriate range) produce many of the features seen by DLE type ejecta. Analysis of the ejecta around a simple crater produced in a target with a 200 m ice layer buried at 200 m depth (Fig. 11c) shows that the ejecta blanket can be divided into two distinct segments: a thicker inner region with a steep drop off (at ~3.5 km) to a thinner outer region, which may correspond to the two layers seen in DLE ejecta. Additionally, Boyce and Mouginis-Mark (2006) observe a deficit of secondary craters around DLE craters. Our simulations show that when there is a buried ice layer, the ejecta flow is altered, leading to most of the ejecta being deposited very close to the crater rim. This close deposition may result in a relative deficit of secondaries. Note that the example buried layer case in Fig. 11c considered a pure ice layer. More detailed comparisons to observed crater profiles require modeling a range of ice-rock mixtures. Also, as buried ice layers are associated with DLE craters, then the concentration of DLE craters in the 45–65 °N and S latitude ranges (Barlow 2005; Barlow and Bradley 1990) suggests significant amounts of buried ice there at depths greater than observed by Mars Odyssey. The craters that display DLE morphology in this region are generally much larger (diameter up to 50 km) than the buried ice simulation discussed (diameter approximately 4 km), suggesting that a possible ice layer must be much deeper and thicker than in the example simulation. Additionally, horizontal motion of icy material after deposition of the initial ejecta blanket (not included in the ejecta profiles shown in Fig. 11, but can be seen when looking at tracer history profiles in Fig. 9) will further modify the ejecta distribution.

**Icy Layers versus Weak Layers**

To use crater morphology to decipher climate history, it is important to be able to differentiate between the effects of icy layers versus non-icy weak layers (such as sediments). Hence, we also simulated impacts into layers of strong and weak basalt (using the ice strength parameters for the weak rock layer). We find that the ice strength model is an important factor. Equally weak icy and non-icy layers exhibit similar effects. Both types of layers modify the excavation and collapse process, producing variations in rim heights, depths, and ejecta blanket morphologies. However, the strength of ice is much lower than the strength of non-icy weak rocky materials. For example, dry sediment has a coefficient of friction of about 0.6, while ice has a coefficient of friction of about 0.2 or lower. Thus, the effects of icy layers will be much more dramatic than weak sediments. In addition, weak layers will not be able to form fluvial features such as late stage infilling and associated “dewatering” features, crater lakes, and infilled craters. We show that when there is an icy layer, some of the ice that infills the crater is very close to its melting point and sitting directly atop heated rock. Thus, devolatilization features are also expected. Generally, icy layers may be less dense than rocky layers, which also influences the burial depth of the impact energy and the ejection process. Hence, although extremely weak rocky layers may produce a portion of the observable effects in this work, we find that weak rocky layers cannot explain all of the observed features associated with Martian impact craters. Given that ice is known to be present on and near the surface of Mars, it is extremely plausible that some layers are weak because they are icy.

**Glacial-Interglacial Cycles**

The introduction outlined how recent work has led to the theory that ice is deposited at lower latitudes during periods of high obliquity (glacial cycles) and is then sublimated and transported back to the poles at periods of lower obliquity (interglacial cycles). Depending on the time scales involved and the rate of sublimation, ice may remain between glacial cycles and build up, with varying amounts of dust being deposited over the icy layers during interglacial periods (e.g., Milliken et al. 2003). Thus, during a glacial cycle, when ice is present on the surface at lower latitudes, small fresh craters should largely display surface ice morphologies. During an interglacial period, ice may become buried at some shallower depth, and small fresh craters may display a mix of surface ice and buried ice morphologies (depending on the burial depth,
amount of ice, etc.). It is harder to predict the morphologies of larger craters, which are less sensitive to small scale changes in the target structure, and are more dependent on the deeper surface.

Here, we suggest that many of the anomalous features associated with Martian craters, including infilled craters with well-preserved ejecta blankets, “dewatering” features, crater lakes, and variations in ejecta blanket morphologies, may be a result of icy layers. The common occurrence of these features at low- and mid-latitude supports the theory that glacial periods can lead to the buildup of ice at these latitudes. In the future, studies of crater forms could be used to investigate the climate history (where ice was deposited during glacial periods, estimates of layer thicknesses, etc.) and crustal properties of Mars in more detail.

Conclusions

We present calculations of crater formation under Martian conditions with near-surface icy layers. The low strength of ice at Martian surface temperatures and the shock impedance contrast between icy and rock layers couple to significantly modify the cratering mechanics. For example, a surface ice layer can result in non-ballistic flow of near surface ice and indistinct rims, while a buried ice layer can result in ejecta blanket variations and a late stage icy extrusion into the crater floor. In addition, the presence of an icy layer modifies the velocities, angles, and volumes of ejecta, leading to deviations of initial ejecta blanket thickness from a smooth power law. The modification of the excavation and collapse process significantly changes the final crater morphology, producing observable features which may explain some of the unique aspects of Martian impact craters, including variations in morphometry, shallow craters with pristine ejecta blankets, and “dewatering” features.

The target layer composition and geometries investigated in this paper are simplified representations of the near-surface crust on Mars. While this work has demonstrated a wide range of observable features resulting from ice-rich layers, more detailed studies and observational constraints are needed to concretely link the modeling and observations and confirm the inferences drawn here. In summary, we infer that the cratering record preserves the complex climatic history of Mars by probing the locations, amounts, and temporal variations of surface and subsurface icy layers, but future cratering studies will be needed to decipher the details of this complex and rich record.
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APPENDIX: A NEW TABULAR EOS FOR H$_2$O

The new EOS for H$_2$O includes ice Ih, ice VI, ice VII, liquid (L) and vapor (V). The table is gridded using 239 points in density (from 0 to 5000 kg/m$^3$) and 217 points in temperature (from 10 to 200,000 K). The spacing of the grid includes linear and logarithmic regions in order to resolve all phases and phase boundaries. A portion of the grid, with labeled phases, is shown in Fig. A1. In the construction of the table, at each grid point, the phase or phase boundary is identified and the internal energy, pressure and entropy are calculated.

The phase boundaries for the liquid and vapor phases (including boundaries to solid phases) are taken from the International Association for the Properties of Water and Steam (IAPWS) (Wagner and Pruss 2002). H$_2$O has 9 known stable solid phases and several metastable phases (Petrenko and Whittworth 1999); most of these phases occupy small regions of the phase diagram. The phase boundaries between the tabulated solid phases are therefore simplifications of the EOS. The included solid phases are those identified on the shock Hugoniot and known to be important for shock-induced melting (Stewart and Ahrens 2005).


The phase boundary between ice Ih and VI is artificial: the stable ice phases II, III, and V are neglected and the ice VI field is extended in pressure-temperature space to meet ice Ih near its equilibrium phase boundary given by Feistel and Wagner (2006). The tabulated Ih-VI boundary is linear with a slope of 0.2 MPa/K intersecting the experimental Ih-III-L triple point. The low-temperature ordered versions of ice Ih (ice XI) and ice VII (ice VIII) are neglected and these phases are extrapolated down to 10 K. The high-pressure, low temperature phase ice X is also neglected and ice VII is extrapolated to 5000 kg/m$^3$. The boundary between ice VI and liquid is the combination of the IAPWS melting curves for ices III, V, and VI. The tabulated boundary between ice VI and ice VII is linear with a slope of 1 MPa/K intersecting the experimental VI-VII-L triple point. The IAPWS melting curve for ice VII is extended to higher pressures using the experimental data from Frank et al. (2004).

The internal energy, pressure, and entropy for the liquid and vapor phases are calculated using the fortran code from the IAPWS. Values are extrapolated linearly to very high temperatures. The EOS for ice Ih is calculated using the equations given in Feistel and Wagner (2006). The internal energy and pressure for ice VI and VII are calculated using...
the equations given in Stewart and Ahrens (2005). In ice VI and VII, isentropes are assumed to be approximately equal to isotherms and intersect the entropies provided by the IAPWS at the melting curves. Note that CTH uses the internal energy and pressure but not the entropy in the table. Entropy is included for ease of calculation of isentropes. The internal energy and entropies along phase boundaries are calculated by weighting the end member values by mass fraction.

The table includes tension regions for ice Ih (to \(-2\) GPa) and liquid (to \(-0.3\) GPa). The tension region occupies a portion of the equilibrium mixed regions between ice Ih-vapor and liquid-vapor. The volume expansion under tension is approximated by a 3rd order Birch-Murnaghan equation, and the internal energy and entropies are extrapolated from the low-pressure region into the tension region.

Ice and liquid water shock Hugoniots, derived from the tabular EOS, are shown in Fig. A2 in pressure-density and pressure-temperature space. Note that the crossing of the ice and liquid water Hugoniots is expected because the less dense ice is more compressible and has a larger thermal component at high shock pressures compared to liquid water (Stewart and Ahrens 2005). The critical shock pressures for melting are in good agreement with Stewart and Ahrens (2005). The critical shock pressures for vaporization are in good agreement with estimates from Stewart and Ahrens (2005) and experimental measurements of post-shock temperatures (Stewart et al. in preparation). Under Martian conditions (~200 K, 600 Pa), the critical shock pressures are 1 and 2.9 GPa for incipient and complete melting, and 2.9 and 63 GPa for incipient and complete vaporization. Note that the criteria for complete melting and incipient vaporization are the same because the reference pressure is the triple point for H\(_2\)O. Future work will refer to this table as the “5-Phase” EOS.