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The microscopic structure of Langmuir films of derivatized gold nanoparticles has been studied as a function of area/particle on the water surface. The molecules (AuSHDA) consist of gold particles of mean core diameter $D \sim 22 \text{ Å}$ that have been stabilized by attachment of carboxylic acid terminated alkylthiols, HS–(CH$_2$)$_{15}$–COOH. Compression of the film results in a broad plateau of finite pressure in the surface pressure versus area/particle isotherm that is consistent with a first-order monolayer/bilayer transition. X-ray specular reflectivity (XR) and grazing incidence diffraction show that when first spread at large area/particle, AuSHDA particles aggregate two dimensionally to form hexagonally packed monolayer domains at a nearest-neighbor distance of $a \approx 34 \text{ Å}$. The lateral positional correlations associated with the two-dimensional (2D) hexagonal order are of short range and extend over only a few interparticle distances; this appears to be a result of the polydispersity in particle size. Subsequent compression of the film increases the surface coverage by the monolayer but has little effect on the interparticle distance in the close-packed domains. The XR and off-specular diffuse scattering (XOSDS) results near the onset of the monolayer/bilayer coexistence plateau are consistent with complete surface coverage by a laterally homogeneous monolayer of AuSHDA particles. On the high-density side of the plateau, the electron-density profile extracted from XR clearly shows the formation of a bilayer in which the newly formed second layer on top is slightly less dense than the first layer. In contrast to the case of the homogeneous monolayer, the XOSDS intensities observed from the bilayer are higher than the prediction based on the capillary wave model and the assumption of homogeneity, indicating the presence of lateral density inhomogeneities in the bilayer. According to the results of Bragg rod measurements, the 2D hexagonal order in the two layers of the bilayer are only partially correlated.


I. INTRODUCTION

Chemically synthesized metallic and semiconductor nanoparticles have received a great deal of attention in recent years. Interest in such particles originates from the fact that due to their small sizes, which typically range from $\sim$10 to $\sim$100 Å, the effects of finite size or “confinement” play an essential role in determining their electronic, optical, and other physical properties. Nanoparticles also serve as building blocks for new materials and devices, and many studies have been directed toward exploiting their unique size-dependent properties in practical applications, e.g., in micro- or nanoelectronics, optoelectronics, chemical and biosensors, and catalysis. One of the challenges in this field of research is to find ways to organize nanoparticles into microscopically well-defined structures, both three dimensional (3D) and two dimensional (2D), that are useful for some of those applications.

In the much-studied case of 2D structures involving ligand-protected nanoparticles, a variety of different methods have been developed to form a monolayer on a substrate. Most of the techniques utilize, in one way or another, the solubility of these particles in organic solvents or even in aqueous solutions in some cases. Another common feature is that a monolayer is initially formed at an interface with liquid, i.e., at a liquid/solid, liquid/vapor, or liquid/liquid interface. The simplest approach is to deposit nanoparticles directly from a solution onto a solid substrate, either by allowing drops to wet and evaporate on the substrate or by dipping the substrate in the solution to allow nanoparticles to self-assemble at the interface. The substrates used include pretreated surfaces that are coated by a self-assembled monolayer of organic molecules and are terminated with specific end groups. Another approach is to spread the solution on the water surface to form a Langmuir monolayer, which can then be transferred onto a solid substrate by using either Langmuir–Blodgett (LB) or Langmuir–Schaeffer (i.e., “stamping”) techniques.
Monolayer/bilayer transition in Langmuir films

One important advantage of the Langmuir method is the ability to control the surface coverage. It may also be possible to control the interparticle spacing if the initial microscopic packing density can be further increased by laterally compressing the film. One of the more complex methods that have been used is based on attractive interactions between colloidal nanoparticles in an aqueous solution and a charged surfactant monolayer at the solution/air interface.20,43–48 In this approach, nanoparticles form a monolayer of their own just below the surfactant monolayer, and the composite film thus formed is transferred onto a solid support by the LB method. Finally, more recent studies have explored the formation of nanoparticle monolayers at liquid/liquid interfaces,49–51 and some of these films have also been transferred onto solid substrates.49,50

One of the commonly studied classes of metallic nanoparticles consists of colloidal gold or silver crystallites that are nucleated and grown from metallic ions in solution and are stabilized by simultaneous attachments of alkanethiols HS–(CH2)n–1–CH3 (or thiol derivatives) onto their surface (denoted as “AuSChn” or “AgSChn”).3,4,29–37,52–62 Evidence that a 2D assembly of this class of nanoparticles may exhibit an interesting collective behavior under certain conditions has been provided by the recent studies of Langmuir films by Heath and co-workers.3,4,34–37 The samples consisted of AuSChn (n = 9,12,18) and AgSChn (n = 3,5,6,8,10,12) particles with mean metal-core diameters D ranging from 18 to 80 Å. Their TEM images of transferred Langmuir-Schaeffer films indicate that in compressed monolayers AuSChn and AgSChn particles form close-packed structures with local 2D hexagonal order.34,35 They also measured the optical response of AgSChn monolayers at the air/water interface as a function of compression or the edge-to-edge separation δ between adjacent Ag cores. Their results show that compression leads to a sharp and discontinuous drop in the degree of compression.34,54 Such a AuSChn monolayer is transferred onto a solid support by the LB method, and the composite film thus formed is transferred onto a solid support by the LB method. One of the more complex methods that have been used is based on attractive interactions between colloidal nanoparticles in an aqueous solution and a charged surfactant monolayer at the solution/air interface.20,43–48 In this approach, nanoparticles form a monolayer of their own just below the surfactant monolayer, and the composite film thus formed is transferred onto a solid support by the LB method. Finally, more recent studies have explored the formation of nanoparticle monolayers at liquid/liquid interfaces,49–51 and some of these films have also been transferred onto solid substrates.49,50

A. Sample and Π-A isotherm measurements

The AuSCHDA sample consisted of polydisperse gold nanoparticles derivatized with carboxylic acid-terminated hexadecanethiol chains HS–(CH2)15–COOH (“AuSHDA” with “HDA” denoting hexadecanoic acid). These particles differ from the more common AuSChn mentioned above in that instead of the hydrophobic –CH3 group, the hydrophilic –COOH group is exposed at the periphery. The surface pressure (Π) vs area/ particle (A) isotherms of AuSHDA films at room temperature (25 °C) display clear signatures that are consistent with a first-order monolayer/bilayer transition. The microscopic structures on both sides of this transition have been probed in detail using x-ray specular reflectivity (XR), grazing incidence diffraction (GID), and off-specular diffuse scattering (XOSDS) techniques.

This paper is organized as follows: Section II describes relevant experimental details, Sec. III presents the results of Π-A isotherm, XR, XOSDS, and GID measurements, and Sec. IV summarizes the main conclusions.

II. EXPERIMENTAL DETAILS

The AuSCHDA sample consisted of polydisperse gold nanoparticles derivatized with carboxylic acid-terminated hexadecanethiol chains HS–(CH2)15–COOH. The thiol terminus is chemically bonded to the surface of Au nanoparticles. The synthetic procedures have been described previously.55,56,58,61 A TEM study by Badia and co-workers demonstrated that the synthesis produces polydisperse Au nanoparticles of typical mean Au-core diameter D in the range 20–30 Å with a typical standard deviation for the size distribution of ΔD ∼ ±4–8 Å (or ΔD/D = 20–30 %). As will be described further in Sec. III, the x-ray measurements in the present study provided three independent measures of D in the actual AuSHDA sample that we used: (i) Df = 20.5 Å, based on the monolayer thickness obtained from XR; (ii) Dφ = 22 Å, based on the combination of the XR-based electron density in the monolayer and the microscopic area/particle extracted from the observed GID peaks; and (iii) DBR = 23.2 Å, based on Bragg-rod measurements. We assume that the average of these three x-ray-based values, \( \bar{D} ± \delta \bar{D} = 22 ± 1.4 \) Å, is representative of the mean Au-core diameter of the actual sample, where \( \delta \bar{D} \) refers to the uncertainty in the mean (to be distinguished from the standard deviation \( \Delta D \) of the size distribution). The average molecular weight (MW) of AuSHDA, which is needed to calculate the number of particles spread on the wafer surface, was estimated as follows. For simplicity, we represent the Au core by a sphere of diameter \( \bar{D} = 22 (±1.4) \) Å and assume that on the core surface each thiol chain occupies an area of \( A_{thiol} = 21.4 A^2 \), which is equal to the value found in self-assembled monolayers of thiols on planar Au(111) surfaces.34,54 Such a AuSHDA particle consists of 320 (±62) Au atoms and 70 (±9) thiol chains, and the corre-
sponding MW is equal to 83 200 g/mole (±12 500 g/mole or ±15%). This value of MW was used to estimate the number of particles spread from solution onto the suphase surface in the Langmuir trough. The area per particle \( A \) in the reported \( \Pi \)-A isotherms is equal to the ratio of the available trough surface area to this number. From the uncertainty in the MW, we estimate the uncertainty in the isothem area \( A \) to be about \( \delta A / A \sim \pm 15\% \).

Details on the Langmuir trough that was used in the present study have been described previously. A Teflon trough and a Wilhelmy-type surface pressure balance are enclosed in a sealed aluminum box. For isotherm measurements, the box was filled with high-purity \( \text{N}_2 \) gas. For x-ray measurements, high-purity \( \text{He} \) gas was used instead in order to reduce background scattering from gas in the beam path. All the measurements to be reported here were carried out at \( T = 25.0^\circ\text{C} \). An aqueous solution which was predialyzed to \( \rho \text{H} = 3 \) by adding an appropriate amount of \( \text{HCl} \) (J. T. Baker, ULTREX II ultra pure regent) to pure water (Milli-Q grade) was used both as the subphase and for flushing of the trough prior to spreading of a film. The acidic subphase was chosen to prevent ionization of the carboxylic acid groups. The acidic subphase was washed using a carboxylic acid solution (Sigma, HPLC grade); the nominal concentration of the solutions that were used ranged from 1.45 to 1.66 mg/mL. A film was deposited on the surface by spreading a measured volume of the solution, which ranged from 90 to 130 \( \mu\text{L} \) and corresponded to an initial as-spread area of \( A > 1300 \text{ Å}^2/particle \).

\( \Pi \)-A isotherms were measured by using two different methods. In a stepwise continuous scan, each compression step (typically, \( \Delta A = 6.5 \text{ Å}^2/particle \) per step) was followed by a 15-sec wait, a measurement of surface pressure \( \Pi \), and the next compression step. In a relaxation scan, the film was allowed to relax after each compression step (\( \Delta A = 26 \text{ Å}^2/particle \) per step); at each area \( A \), the surface pressure was monitored every minute during relaxation until the pressure change over 5 min was less than 0.05 dyn/cm, at which point a final pressure was recorded and the film was compressed to the next area. For both methods, the barrier speed that was used for film compression corresponded to a compression rate of \( dA / dt = 0.65 \text{ Å}^2/particle /\text{s} \). For x-ray experiments, the film was compressed using the stepwise continuous method, but it was allowed to relax once the target area was reached. X-ray measurements were initiated only after the surface pressure had relaxed to the value given by the relaxation isotherm.

### B. X-ray measurements

X-ray experiments were carried out at the Beamline X22B of the National Synchrotron Light Source, using the Harvard/BNL liquid surface spectrometer operated at an x-ray wavelength of \( \lambda = 1.55 \text{ Å} \). The relationships between the surface (the x-y plane) and the scattering angles (\( \alpha, \beta, 2\theta \)) are illustrated in Fig. 1. The difference between the scattered and incident wave vectors defines the wave vector transfer \( q = k_{\text{out}} - k_{\text{in}} \). Its three Cartesian components are given by \( q_x = k \cos(\beta) \sin(2\theta), \ q_y = k [ \cos(\beta) \cos(2\theta) - \cos(\alpha) ], \ q_z = k [ \sin(\alpha) + \sin(\beta) ] \), where \( k = 2 \pi / \lambda \). For all the x-ray data reported here, scattered intensities were measured using a NaI scintillation detector. Two sets of crossed Huber slits were placed between the sample and the detector, one set located at \( S_1 = 183 \text{ mm} \) and the other (detector slits) at \( S_2 = 657 \text{ mm} \) from the sample center. In what follows, the height and width of slit opening at \( S_1 \) are denoted as \( (H_1, W_1) \).

#### 1. Specular reflectivity and off-specular diffuse scattering

In XR, intensity \( I \) reflected from the surface at the specular condition (\( \beta = \alpha, 2\theta = 0, q_x = 0 \)) is measured as a function of the incident angle \( \alpha \) or wave vector transfer \( q_z = 2k \sin(\alpha) \) along the surface normal. The reported signal is the difference between the intensity measured at the specular position (\( 2\theta = 0 \)) and the background intensity that was measured at \( 2\theta \) offsets of \( \pm 0.25^\circ \). The opening of the detector slits at \( S_2 \) was set to \( (H_2, W_2) = (2.5 \text{ mm}, 3.0 \text{ mm}) \) and corresponded to angular detector resolutions of \( \delta \beta = 0.22^\circ \) and \( \delta(2\theta) = 0.26^\circ \), or equivalently, reciprocal-space resolutions of \( \delta q_x = 0.0185 \text{ Å}^{-1} \), \( \delta q_y = 0.0019q_z \), and \( \delta q_z = 0.0155 \text{ Å}^{-1} \).

XODS was measured using a \( \beta \)-scan method, in which the incident angle \( \alpha \) is fixed and intensities scattered in the incidence plane (\( 2\theta = 0 \)) are measured as a function of the output angle \( \beta \). The background intensities were measured at \( 2\theta \) offsets of \( \pm 0.3^\circ \) and subtracted from the signal at \( 2\theta = 0 \). The detector slit setting of \( (H_2, W_2) = (1.0 \text{ mm}, 3.0 \text{ mm}) \) used for the \( \beta \) scans corresponded to angular resolutions of \( \delta \beta = 0.087^\circ \) and \( \delta(2\theta) = 0.26^\circ \). The equivalent \( q \)-space resolutions are given by \( \delta q_x = 0.0185 \text{ Å}^{-1} \) and \( \delta q_y = 0.0062 \text{ Å}^{-1} \), while the \( q_z \) resolution varied with \( \beta \) as \( \delta q_z = k \sin(\beta) \delta \beta = (0.0062 \text{ Å}^{-1}) \times \sin(\beta) \).

The measured quantity for XODS is the normalized intensity difference \( \Delta I(\alpha, \beta) / I_0 \), where \( I_0 \) is the incident intensity and

\[
\Delta I(\alpha, \beta) = I(\alpha, \beta, 2\theta = 0) - (\frac{1}{2}) [ I(\alpha, \beta, +2\theta_b) + I(\alpha, \beta, -2\theta_b) ].
\]  

The specular reflectivity \( R(q_z) \) measured in XR is a special case of the above, i.e., \( R(\alpha) = \Delta I(\alpha, \beta = \alpha) / I_0 \). In general,
the observed intensity is equal to the convolution of the differential cross section \( d\sigma/d\Omega \) with an instrumental resolution function \( \Xi \). For the experimental setups described above, the size of the detector slit opening is much larger than the cross sectional area \( A_0 \) of the incident beam (0.1 \( \times 0.5 \) mm). Therefore it is appropriate to take \( \Xi = 1 \) inside the resolution volume and \( \Xi = 0 \) outside, such that

\[
\frac{I(\alpha, \beta, \theta)}{I_0} = \frac{1}{A_0} \left( \int_{\beta_-}^{\beta_+} \int_{2\theta_-}^{2\theta_+} d\theta' \frac{d^2 \Omega}{d\Omega(\alpha, \beta, \theta')}, \right)
\]

where \( \beta_{\perp} = \beta \pm \delta \beta/2 \) and \( 2\theta_{\perp} = 2\theta \pm \delta(2\theta)/2 \). An equivalent expression based on the integration in the reciprocal space can be obtained by using the approximation \( d\beta d(2\theta) = d^2 q_{xy} / [k^2 \sin(\beta)] \).

In the case of liquid surfaces, the scattering cross section is characterized by a power-law behavior of form \( d\sigma/d\Omega \sim 1/q_{xy}^2 \eta \), where \( 0 < \eta = (k_B T/2\pi \gamma) q_{xy}^2 < 2 \). This behavior originates from the two-dimensional nature of the interface and the presence of capillary waves, which are thermally excited fluctuations of liquid/gas interfacial heights \( h(r_{xy}) \) against surface tension \( \gamma \). If the liquid surface is laterally homogeneous and height fluctuations of all interfaces are conformal with each other, \( d\sigma/d\Omega \) is described well by the following normalized form:

\[
\frac{1}{A_0} \frac{d\sigma}{d\Omega} \approx \frac{1}{16\pi^2} \sum_{z} \left( \frac{q_c}{2} \right)^4 \left| \mathcal{F}_{0}(q_{xy}) \right|^2 \frac{2 \pi \eta}{q_{xy}} \frac{q_{xy}}{q_{\max}} \eta,
\]

where \( q_c = 2k \sin(\alpha_c) \) is the critical wave vector for total reflection (for water subphase, \( q_c = 0.0218 \, \text{Å}^{-1} \) or \( \alpha_c = 0.154^\circ \) at \( \lambda = 1.55 \, \text{Å} \)). The inverse \( 2\pi/q_{\max} \) of the upper cutoff wave vector corresponds to the smallest capillary wavelength, which is on the order of the nearest-neighbor distance between molecules on the surface. The structure factor \( \left| \mathcal{F}_{0}(q_{xy}) \right|^2 \) arises from an average local or "intrinsic" electron density profile \( \rho_{T=0}(z) \) across the interface and can be expressed as:

\[
\left| \mathcal{F}_{0}(q_{xy}) \right|^2 = \frac{R_{T=0}(q_{xy})}{R_F(q_{xy})},
\]

where \( R_{T=0}(q_{xy}) \) is the Fresnel reflectivity of an ideally flat and sharp subphase/gas interface. \( R_{T=0}(q_{xy}) \) refers to the reflectivity due to the intrinsic profile \( \rho_{T=0}(z) \) that would be obtained if the capillary waves were absent, i.e., if \( \langle h^2(0) \rangle = 0 \). In the limit \( q_{xy} \gg q_c \), Eq. (4) approaches the well-known expression based on the Born approximation:

\[
\left| \mathcal{F}_{0}(q_{xy}) \right|^2 \approx \int_{-\infty}^{+\infty} dz \frac{d}{dz} \left[ \frac{\rho_{T=0}(z)}{\rho_{\infty}} \right] e^{-i q_c z} \]

where \( \rho_{\infty} \) is the electron density in the bulk subphase \( (\rho_{\infty} = 0.334 \, \text{e/Å}^3 \) for water). For small values of \( q_{xy} \), that are comparable to \( q_c \), Eq. (4) can be evaluated by using the matrix method of the Parratt formalism, which is based on a division of \( \rho_{T=0}(z) \) into many constant-density slabs and the application of the exact boundary conditions at each slab/slab interface.

In the analysis, the intrinsic profile \( \rho_{T=0}(z) \) is extracted by constructing a model profile and fitting the corresponding \( R(q_{xy}) \) based on Eqs. (1)–(5) to the measured XR data. This procedure also allows the extraction of the structure factor \( \left| \mathcal{F}_{0}(q_{xy}) \right|^2 \). Assuming that this factor is known, the theoretical XODS curve \( \Delta \mathcal{F}(\alpha, \beta)/I_0 \) that would be expected for a homogeneous film can be calculated with no adjustable parameters and can be compared with the observed intensity \( \Delta \mathcal{F}(\alpha, \beta)/I_0 \). If there exist some thermal or static surface inhomogeneities (i.e., lateral density fluctuations other than those due to capillary waves) at lateral length scales that are accessible by \( \beta \) scans (100 Å–1 μm), then, excess scattering \( \Delta \mathcal{F}(\alpha, \beta)/I_0 \) will be observed in off-specular regions.

2. Grazing incidence diffraction

All the GID measurements to be reported, including the characterization of Bragg rods, were made by scanning the intensities scattered away from the incidence plane (\( \theta \neq 0 \)) and near the surface plane (0 < \( \beta < 5^\circ \)), as a function of 2\( \theta \) or the lateral wave vector \( q_{xy} \). The incident angle was fixed at \( \alpha = 0.12^\circ \) (< \( \alpha_c = 0.154^\circ \), corresponding to an illuminated footprint of extension 50 mm along the incident beam direction. The slit settings used in typical scans were: \( (H_1, W_1) = (8.0 \, \text{mm}, 2.0 \, \text{mm}) \) at \( S_1 \) and \( (H_2, W_2) = (11.5 \, \text{mm}, 2.0 \, \text{mm}) \) at \( S_2 \). The in-plane resolution was limited by the horizontal slit width \( W_1 \) at \( S_1 \) and corresponded to a FWHM (full width at half maximum) of \( \delta(2\theta) = W_1/(S_2 - S_1) = 0.24^\circ \) or \( \delta q_{xy} \approx 2k \delta(2\theta) = 0.017 \, \text{Å}^{-1} \). Due to the relatively large vertical opening \( H_2 \) of the detector slits, signals scattered over \( \Delta \beta = 1.0^\circ \) or \( \Delta q_{xy} = 0.071 \, \text{Å}^{-1} \) were accepted by the detector.

III. RESULTS AND DISCUSSION

A. II-I isotherms

Representative isotherms obtained from AuSHDA films at 25.0°C are shown in Fig. 2. Three separate stepwise continuous scans (lines; each from a fresh film) are plotted together to demonstrate the reproducibility of the isotherm. A relaxation isotherm is indicated by the filled circles. The only significant difference between the two types of isotherms is that at a given area/particle \( A \), the surface pressure in the
relaxation isotherm is consistently lower than that in the continuous isotherm. Apart from this difference due to relaxation effects, the qualitative shape of the isotherms is nearly independent of the two different compression methods used, and the main features in the isotherms occur at almost the same values of $A$.

The isotherms are characterized by the appearance of a broad plateau-like region of finite surface pressure ($\Pi \sim 5$ dyne/cm in the continuous scans) whose width is consistent with a first-order monolayer/bilayer transition. At $A \sim 1100$ A$^2$/particle (between $A_2$ and $A_3$ in Fig. 2), just to the right of this plateau where an initial steep rise in II is observed, the entire surface should be coated uniformly by a close-packed AuSHDA monolayer. At $A \sim A_3 = 1070$ A$^2$/particle, the increase in II is halted and replaced by the plateau, indicating a collapse of the monolayer and the beginning of a transfer of particles into the third dimension in some way. Compression across the plateau region leads to only a very slow increase in II until a second well-defined rise is observed around $A \sim 600$ A$^2$/particle. The fact that the area/particle values over this second rise are close to half of the values observed for the initial rise on the low-density side of the plateau suggests that the AuSHDA film consists primarily of a bilayer at $A \sim 600$ A$^2$/particle. According to this interpretation, the plateau region corresponds to coexistence between monolayer and bilayer domains, with the bilayer fraction increasing with compression. Other Langmuir films that undergo a monolayer/bilayer transition, such as those of rodlike polypeptide PBLG, are characterized by very similarly shaped isotherms.

Figure 2 shows some quantitative differences between the two types of isotherms. At large area ($A > 1150$ A$^2$/particle), the continuous scans show a gradual increase in II (from II=0), but the surface pressure drops nearly to zero if the film is allowed to relax sufficiently. This is probably due to incomplete surface coverage at large area and solidlike stiffness of AuSHDA monolayer islands, between which bare or uncoated surface areas still remain. As expected, the difference in II between the two isotherms grows with compression across and past the first plateau, indicating close packing of particles over these high-density regimes. Although the continuous scans display another steep rise in II below $A \sim 450$ A$^2$/particle, such a feature is absent in the relaxation isotherm, which only shows a gradual II increase over the same region. This seems to indicate that the layer-by-layer growth of the film with compression does not continue beyond the bilayer, but either multilayer domains or bulk aggregates are being formed at the highest densities shown in Fig. 2.

As indicated by open circles in Fig. 2, x-ray measurements were made on films at $A = A_1$ through $A_5$, where $A_1 = 1325$, $A_2 = 1145$, $A_3 = 1070$, $A_4 = 830$, and $A_5 = 535$ A$^2$/particle. The XR results to be discussed below provide strong evidence that the AuSHDA film indeed undergoes a compression-induced monolayer/bilayer transition.

### B. XR: Structures along surface normal

Representative reflectivity data obtained from AuSHDA films are plotted in terms of the normalized reflectivity $R/R_F$ in Fig. 3. The top three curves showing a nearly identical oscillation behavior correspond to monolayers at $A = A_1$, $A_2$, and $A_3$. The $q_z$ positions of two maxima and a minimum evident in each $R/R_F$ curve shift very little between these data sets, indicating that the films at these surface densities have roughly the same thickness. The amplitude of the oscillation is very large; for example, $R/R_F \sim 60$ at $q_z = 0.16$ Å$^{-1}$ for the first maximum in the data for the film at $A_3$. This indicates the presence of a surface layer with much higher density than that in the bulk subphase, as expected for AuSHDA films. Although it is difficult to see from the figure, the amplitude for the first maximum at area $A_1 (R/R_F \sim 48$ at $q_z = 0.17$ Å$^{-1}$) is smaller than for $A_3$. This indicates that the average layer density at $A_1$ is lower than at $A_3$ and probably originates from incomplete surface coverage at large area. The data obtained from the other side of the coexistence plateau at $A_5$, where the film is expected to be a bilayer, are shown on the bottom of Fig. 3. For this area, three separate data sets obtained at II = 9.7, 7.5, and 6.9 dyne/cm are plotted on top of each other. The reproducibility of the data evidenced by a good overlap between them demonstrates that the average film structure along the surface normal is stable over this range of II. It is clear from the much faster oscillation of these $R/R_F$ curves that the film at $A_5$ must be significantly thicker than the monolayers at $A_1$, $A_2$, and $A_3$.

The quantitative analysis of the $R/R_F$ data has been carried out by using “box models” for the average intrinsic...
profile $\rho_{T=0}(z)$, in which each layer is represented by a box of thickness $l_i$ and relative density $\phi_i = \rho_i / \rho_{\infty}$. The interfacial diffuseness of the profile (or short-range intrinsic roughness of noncapillary origin) between adjacent boxes $i$ and $j = i + 1$ is described by an error function, whose gradient is a Gaussian with standard deviation $\sigma_{P,ij}$. Theoretical $R/R_F$ curves based on Eqs. (1)--(5), with the intrinsic structure factor $|\Phi_0(q_z)|^2$ given by box-model profiles $\rho_{T=0}(z)$, were fitted to the observed data by using the known values of $T, \gamma = \gamma_w - \Pi$ ($\gamma_w = 72$ dyne/cm for water at 25°C), and the detector resolutions. The upper cutoff wave vector in Eq. (3) was fixed at $q_{\text{max}} = 0.2$ Å$^{-1}$, which corresponds to the position of the lowest-order GID peak observed from AuSHDA films (to be discussed later). This assignment of $q_{\text{max}}$ is equivalent to setting the shortest capillary wavelength to the size of AuSHDA particles. Any capillary modes with even shorter wavelengths, if they are not completely quenched, are assumed to contribute to the profile roughness $\sigma_{P,ij}$ in $\rho_{T=0}(z)$. The separation of their contribution from the true intrinsic roughness would require temperature-dependent measurements.\textsuperscript{7,78,79}

As will be shown below, the average electron density within the AuSHDA film relative to that of water can be as high as $\phi \sim 5.6$. This implies that in the range $q_z = 0.0218$ Å$^{-1} < q_z < \sqrt{\bar{\rho}} q_z - 0.05$ Å$^{-1}$, the electric fields within the layer are evanescent waves and the penetration of x rays into the bulk subphase occurs only through tunneling across this layer. In such cases, the applicability of the Born approximation (BA) requires that $q_z > \sqrt{\bar{\rho}} q_z$. Therefore, for the fitting over the low $q_z$ range, 0.06 < $q_z$ < 0.3 Å$^{-1}$, the factor $|\Phi_0(q_z)|^2$ was evaluated by employing the Parratt formalism, where the box-model intrinsic profile $\rho_{T=0}(z)$ was divided into many slabs of thickness 0.1 Å. For $q_z$ > 0.3 Å$^{-1}$, the calculation of the fitting curve was switched to the one based on the BA expression Eq. (5) for $|\Phi_0(q_z)|^2$. The fitting over these two $q_z$ ranges were done simultaneously, using exactly the same density profile $\rho_{T=0}(z)$.

The best fits to the $R/R_F$ data are indicated by the lines (both solid and dashed ones) in Fig. 3, and the corresponding intrinsic profiles $\rho_{T=0}(z)$ are illustrated in Fig. 4. The best-fit values for the box-model parameters are summarized in Table I.

For the monolayers at $A = A_1, A_2,$ and $A_1$, the use of a single box in the model profile is sufficient to obtain good fits. However, for each set of $R/R_F$ data, the analysis produced two sets of parameters that fit the data equally well. For one set of parameters (type I), the intrinsic diffuseness parameter $\sigma_{P,lg}$ for the layer/gas interface is larger than $\sigma_{P,ul}$ for the water/layer interface ($\sigma_{P,lg} > \sigma_{P,ul}$); for the other set (type II), the opposite holds ($\sigma_{P,lg} < \sigma_{P,ul}$). In Fig. 3, the fits based on types I and II are indicated by the solid and dashed curves, respectively. Figure 4(a) compares the type-I and type-II intrinsic profiles for the AuSHDA monolayer at $A = A_3$. From the obtained data, it is not possible to determine which of the two best-fit profiles better represents the actual profile. This ambiguity probably arises from a combination of the limited $q_z$ range of the data and the absence of phase information in the complex number $\Phi_0(q_z)$. As discussed previously by Pershan,\textsuperscript{80} This question about the uniqueness of extracted density profiles cannot be resolved here. However, Fig. 4(a) shows only slight differences in shape between the type-I and type-II profiles, and the two profiles are characterized by a single layer of similar density and thickness (also see Table I).

The intrinsic profiles $\rho_{T=0}(z)$ obtained from the monolayer at $A_3$, where the surface coverage should be complete, can be used to estimate the typical size of the Au cores. At $A = A_3$, the thickness and density parameters of the single box layer are given by $l_1 \sim 14.5$ Å and $\phi_1 \sim 5.6$. These two parameters provide two independent measures of the mean Au-core diameter $D$. First, approximating the Au core as a uniform sphere of diameter $D$, the FWHM $\Delta z = D/\sqrt{2}$ of the density distribution given by the projection of the sphere onto the $z$ axis can be identified with the thickness $l_1$ to obtain $D_1 = \sqrt{2}\Delta z = \sqrt{2}l_1 = 20.5$ Å. Second, the electron density within the Au core is $\phi_{\text{Au}} = \rho_{\text{Au}} / \rho_{\infty} = 13.3$ (bulk values: $\rho_{\text{Au}} = 4.46$ e/Å$^3$ for fcc gold crystal; $\rho_{\infty} = 0.334$ e/Å$^3$ for water), whereas the density for the alkyl chains around each core is roughly on the order of $\phi_{\text{alk}} = 1$ (assuming close packing). According to these numbers and the assumption $\phi_1 = F \cdot \phi_{\text{Au}} + (1 - F) \cdot \phi_{\text{alk}}$, a fraction $F \sim 0.37$ of the surface area can be attributed to the Au cores in the plane through their centers. As will be shown in Sec. III D, the observed GID patterns indicate that the AuSHDA particles form hexagonally packed 2D domains of nearest-neighbor distance $a = 34$ Å. Taking $A_{\text{hex}} = (\sqrt{3}/2)a^2 = 1000$ Å$^2$/particle as a measure of the average area/particle at close packing, the average Au core diameter based on $\phi_1$ is equal to $D_\phi$. 

![FIG. 4. Average intrinsic electron-density profiles $\rho_{T=0}(z)/\rho_{\infty}$ extracted from the best fits to the $R/R_F$ data. (a) AuSHDA monolayer at $A_1$, where the solid line is for type-I profile and the dashed one is for type-II profile. (b) AuSHDA bilayer at $A_3$, where the dashed lines are from the four-box model. Panel (c) compares the profiles obtained at different $A$.]

\textsuperscript{7,78,79}
= 2(F\cdot A_{\text{hex}}/\pi)^{1/2} = 22 \text{ Å}. The good agreement between the two independently determined diameters \( D_1 \) and \( D_\phi \) suggests that they reflect the typical Au core size of the AuSHDA particles. Moreover, it shows that the intrinsic profiles \( \langle \rho_{T=0}(z) \rangle \) obtained at \( A_1 \), \( A_2 \), and \( A_3 \) are consistent with monolayers of AuSHDA particles.

The formation of a bilayer on the high-density side of the coexistence plateau is clearly demonstrated by the intrinsic profile \( \langle \rho_{T=0}(z) \rangle \) obtained at \( A_5 \), shown in Fig. 4(b). The fitting of the \( R^\prime/R_F \) data at \( A_5 \) required the use of a four-box model to construct the nonuniform bilayer profile, but in order to minimize the number of fitting parameters, a single parameter \( \sigma_p \) was used to describe the profile diffuseness of all the box/box interfaces. The four-box parameters for this bilayer are listed in Table I, and the corresponding boxes in the model are indicated by the dashed line in Fig. 4(b). The same bilayer profile is compared with the type-I profiles of the monolayers at \( A_1 \), \( A_2 \), and \( A_3 \) in Fig. 4(c).

The presence of two distinguishable layers in the bilayer is evident from the two well-separated maxima in the profile in Fig. 4(b), indicating that the AuSHDA particles belong to only one or the other of the layers. Based on the positions of the two peaks, the central planes of the two layers are separated by a distance of \( l_{12} = 29.0 \text{ Å} \) along the surface normal. The fact that the relative density is close to unity \( \langle \rho_{T=0}/\rho_e \rangle \approx 1 \) at the minimum between the layers is consistent with the presence of alkyl chains in this interlayer region and the exclusion of Au cores. Figure 4(c) shows that the first layer of the bilayer, right above the subphase, is slightly thicker than the monolayers and has its peak density is comparable to that of the monolayer at \( A_3 \). The second layer closer to the gas above is, on average, less dense (by \( \approx 18\% \)) than the first layer, indicating that this layer on top is the one newly created by lateral compression.

Collectively, these observations can be interpreted as follows: The AuSHDA monolayer achieves a maximum lateral density sustainable at the low-density end of the coexistence plateau (at \( A_3 \)). Subsequent compression across the plateau displaces more and more AuSHDA particles out of the monolayer up onto the second layer to form a bilayer. It appears that during this process, a point is reached where the occupied fraction of the second layer becomes large enough to hinder a further upward transfer of AuSHDA particles and the first layer begins to experience the effect of lateral compression. This can be seen from the fact that the first layer of the bilayer is thicker than the monolayer and also from the gradual increase in \( \Pi \) for \( A < \approx 800 \text{ Å}^2/\text{particle} \) (see Fig. 2). These observations suggest that compression across the plateau increases the distance with the distribution in the vertical positions of AuSHDA particles in the first layer. On the basis of this and the less than full coverage of the second layer in the bilayer, it seems reasonable to suppose that the bilayer is less likely to be laterally homogeneous than the monolayer. The surface homogeneity of AuSHDA films is considered in the following section.

### C. XOSDS: Surface homogeneity

The results of \( \beta \) scans measured with the incident angle fixed at \( \alpha = 1.0^\circ \) and \( 2.0^\circ \) are summarized in Fig. 5 for an

---

**TABLE I. Best-fit parameters for the average local electron-density profile \( \langle \rho_{T=0}(z) \rangle /\rho_e \) across the water/AuSHDA/gas interface.**

<table>
<thead>
<tr>
<th></th>
<th>( A [\text{ Å}^2/\text{part.}] )</th>
<th>( \Pi [\text{ dyne/cm}] )</th>
<th>Type</th>
<th>( \phi_f = \rho_f /\rho_e )</th>
<th>( l_1 [\text{ Å}] )</th>
<th>( \sigma_{p,1} [\text{ Å}] )</th>
<th>( \sigma_{p,1t} [\text{ Å}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>1325</td>
<td>0</td>
<td>I</td>
<td>5.09±0.12</td>
<td>14.44±0.15</td>
<td>2.79±0.14</td>
<td>3.85±0.18</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>1145</td>
<td>0.3</td>
<td>I</td>
<td>5.02±0.12</td>
<td>14.59±0.16</td>
<td>3.47±0.19</td>
<td>3.13±0.12</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>1070</td>
<td>2.9</td>
<td>I</td>
<td>5.65±0.15</td>
<td>14.49±0.17</td>
<td>3.02±0.16</td>
<td>3.49±0.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( A [\text{ Å}^2/\text{part.}] )</th>
<th>( \Pi [\text{ dyne/cm}] )</th>
<th>( \phi_1 )</th>
<th>( \phi_2 )</th>
<th>( \phi_3 )</th>
<th>( \phi_4 )</th>
<th>( l_1 [\text{ Å}] )</th>
<th>( l_2 [\text{ Å}] )</th>
<th>( l_1 [\text{ Å}] )</th>
<th>( l_4 [\text{ Å}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>535</td>
<td>9.7</td>
<td>5.49</td>
<td>0.69</td>
<td>4.49</td>
<td>0.63</td>
<td>16.44</td>
<td>13.73</td>
<td>13.97</td>
<td>9.37</td>
</tr>
</tbody>
</table>

\[ \sigma_p \] was used for profile diffuseness at each box interface.

---

**FIG. 5.** \( \beta \) scans at \( \alpha = 1^\circ \) (circles; \( \Pi = 0.65 \text{ dyne/cm} \)) and \( \alpha = 2^\circ \) (squares; \( \Pi = 0.0 \text{ dyne/cm} \)) from the AuSHDA monolayer at \( A_3 \). The solid lines are the theoretical curves expected for a homogeneous film.
AuSHDA monolayer at $A_3$ and in Fig. 6 for a bilayer at $A_5$. For each scan, a large peak at $\beta = \alpha$ corresponds to the specular reflection. The surface enhancement peak ("Yoneda" peak), which is expected to occur at $\beta = \alpha$, ($\sim 0.154^\circ$), is not very visible in these scans; this is a consequence of the fact that this peak tends to be suppressed by the presence of a high-density layer on the surface.\(^{73}\) The characterization of off-specular spectra has been limited by the resolution $\delta \beta$ near the specular peak and by low counting rates at large $\beta$ ($\sim 5^\circ$). In terms of the laterally inhomogeneous region transfer $q_y$, these limits correspond to a range given by: $k \sin(\alpha) \delta \beta = 1.1 \times 10^{-4} \text{ Å}^{-1} < |q_y| < 1.5 \times 10^{-2} \text{ Å}^{-1}$ for $\alpha = 1.0^\circ$ and $2.2 \times 10^{-4} \text{ Å}^{-1} < |q_y| < 1.3 \times 10^{-2} \text{ Å}^{-1}$ for $\alpha = 2.0^\circ$. Therefore the lateral density fluctuations being probed by these measurements are only those with length scales in the range of $\sim 100 \text{ Å} - 1 \mu \text{m}$.

In Figs. 5 and 6, the solid curves represent the theoretical normalized intensity difference $[\Delta I(\alpha, \beta)/I_0]_{\text{hmg}}$ expected from the presence of capillary waves and the assumption that the given film is otherwise laterally homogeneous. For each film, the intrinsic structure factor $|\Phi_0(q_z)|^2$ used in the calculation is based on the fitting of the specular reflectivity data that was obtained from the same film immediately before the $\beta$ scans. All the other parameters needed for the calculation are known, except that $q_{max} = 0.2 \text{ Å}^{-1}$ has been assumed as in the case of XR.

Figure 5 shows that in the case of a monolayer at $A_3$, the observed off-specular intensities $\Delta I(\alpha, \beta)/I_0$ agree fairly well with the expected curve $[\Delta I(\alpha, \beta)/I_0]_{\text{hmg}}$. This implies that the off-specular scattering can be attributed almost entirely to the interfacial height fluctuations due to capillary waves and that the close-packed AuSHDA monolayer at $A_3$ is laterally homogeneous. This result is analogous to the case of a homogeneous PBLG monolayer under a finite surface pressure.\(^{70,76}\)

By contrast, the $\beta$-scan data shown in Fig. 6 for a bilayer at $A_5$ are consistently higher than the homogeneous curve $[\Delta I(\alpha, \beta)/I_0]_{\text{hmg}}$ in the off-specular regions, except for the range $\beta > \alpha = 2.0^\circ$ where both the data and the theory show low intensities. It can be shown that if the local density $\rho_{T=0}(\mathbf{r})$ deviates from its lateral average $\langle \rho_{T=0}(z) \rangle$, i.e., if $\delta \rho_{T=0}(\mathbf{r}) = \rho_{T=0}(\mathbf{r}) - \langle \rho_{T=0}(z) \rangle \neq 0$, then the scattering cross section acquires a second term beyond Eq. (3), which can be expressed as\(^{76}\)

$$
\frac{1}{A_0} \left( \frac{d\sigma}{d\Omega} \right)_{\text{inhmg}} = \frac{1}{16\pi^2} \left( \frac{q_y}{2} \right)^4 \frac{1}{A_0} \int d^3r e^{-iq_yr_x} e^{-iq_zh(r_y)} \frac{\delta \rho_{T=0}(\mathbf{r})}{\rho_\infty} \right]^2.
$$

where the local interfacial height $h(r_y)$ fluctuates with capillary waves. Therefore the observation of excess off-specular scattering suggests that some form of lateral density inhomogeneities $\delta \rho_{T=0}(\mathbf{r}) \neq 0$ exist within the bilayer at $A_5$. This result is similar to the case of a PBLG bilayer, for which the observation of excess off-specular scattering has been attributed to inhomogeneities in the newly formed second layer.\(^{70,76}\) The observation that the AuSHDA bilayer is less homogeneous than the monolayer is not too surprising given the high degree of compression that the film underwent prior to its formation and the incomplete coverage of the second layer, as pointed out at the end of the XR section.

Qualitatively, a close inspection of all curves in Fig. 6 shows that the magnitude $\Delta I(\alpha, \beta)/I_0 - [\Delta I(\alpha, \beta)/I_0]_{\text{hmg}} > 0$ of the excess scattering seems to decrease with increasing $q_z \sim k(\alpha + \beta)$. This behavior may be an indication that the laterally inhomogeneous regions are restricted to a certain thickness within the bilayer. Another possibility is the presence of long-wavelength height fluctuations (probably static) of AuSHDA particles that are not conformal with capillary fluctuations.

Another important observation from Fig. 6 is that although the theoretical curve $[\Delta I(\alpha, \beta)/I_0]_{\text{hmg}}$ for $\alpha = 1.0^\circ$ oscillates with $\beta$ and has a well-defined minimum at $\beta = 0.6^\circ$ or equivalently, at $q_y = 4.0 \times 10^{-4} \text{ Å}^{-1}$ and $q_z = 0.11 \text{ Å}^{-1}$, such a dip in intensity is much less apparent in the actual data. The minimum at $q_z = 0.11 \text{ Å}^{-1}$ arises from the factor $|\Phi_0(q_z)|^2$ and corresponds to the first minimum in the $R/R_F$ data shown for the bilayer in Fig. 3. Note that the value $\pi q_z = 28 \text{ Å}$ compares well with $l_1 + l_2 = 30.2 \text{ Å}$ and $l_2 + l_3 = 27.7 \text{ Å}$, while all the density differences across the box/box interfaces are roughly of the same order of magnitude except for the box–gas interface; see Table I and Fig. 4(b)]. Therefore the minimum at $q_z = 0.11 \text{ Å}^{-1}$ arises from the condition that x-ray waves scattered off from the subphase/box-1 and box-1/box-2 interfaces interfere destructively with those from the box-2/box-3 and box-3/box-4 interfaces, respectively. In other words, this dip in intensity would appear in the off-specular data only if the height fluctuations of first-layer and second-layer AuSHDA particles were well correlated over a lateral distance that is comparable to or larger than $q_y^{-1} \sim 2500 \text{ Å}$. The strong suppression of the minimum in the data therefore suggests reduction of such conformality between the two layers of the bilayer.\(^{81}\)
This inference is also consistent with a low degree of lateral homogeneity for the bilayer.

D. GID: In-plane structures

Representative GID patterns measured from AuSHDA films at various points in the isotherm are compared over a small range of $q_{xy}$ in Fig. 7 (a linear plot) and over a larger range of $q_{xy}$ in Fig. 8(a) (a semilog plot). In order to account for the fact that the length of the illuminated surface area that is viewed by the detector decreases with increasing $q_{xy}$ as $\sim 1/q_{xy}$, the data is plotted as $q_{xy} \times$ intensity. All the data shown in Figs. 7 and 8 were obtained from scans near the surface horizon ($0 < q_z < 0.074 \AA^{-1}$). In Fig. 7, all the dashed lines are identical and correspond to the data from a monolayer at $A_1$. Whether the film is a monolayer or a bilayer, the observed GID pattern is characterized by a strong peak at $q_{xy} = 0.215 \AA^{-1}$. Since the peak is already present at $A_1$, the in-plane structure associated with it must be spontaneously formed upon spreading of the film. The position of this peak is nearly independent of $A$ or $\Pi$, and hence lateral compression appears to have very little effect upon the average inter-particle distance in the laterally ordered domains.

Figure 8(a) shows some evidence for the presence of additional higher-order peaks. The patterns contain a weak peak at $q_{xy} \approx 0.56 \AA^{-1}$ and possibly another feature around $q_{xy} \approx 0.37 \AA^{-1}$ that is even weaker. The positions of these weak higher-order peaks and the much more intense lowest-order peak at $q_{xy} = 0.215 \AA^{-1}$ are all consistent with 2D hexagonal packing with a nearest-neighbor distance of $a = 34 \AA$. The number of equivalent points in the corresponding hexagonal 2D reciprocal lattice is plotted as a function of $q_{xy}$ in Fig. 8(b), where the indices $\{hk\}$ are based on the primitive unit cell. Comparison between Figs. 8(a) and 8(b) shows that the three peaklike features in the data are located fairly close to the expected positions of the $\{10\}$, $\{1\bar{1}\}$, and $\{2\bar{1}\}$ peaks from the 2D hexagonal lattice.

In general, GID peaks are weaker and more difficult to observe at higher $q_{xy}$ because the magnitudes of the molecular form factor and the Debye–Waller factor decrease with increasing $q_{xy}$. This is likely to be the reason for the absence of further higher-order peaks for $q_{xy} > 0.6 \AA^{-1}$ in the observed GID patterns. The fact that the $\{2\bar{1}\}$ peak is discernible in the data probably arises from the relatively large number of reciprocal-lattice points at this value of $q_{xy}$ [see Fig. 8(b)]. On the other hand, the $\{1\bar{1}\}$ and $\{20\}$ peaks are much less clearly visible in the data, even though they occur at lower $q_{xy}$ than the $\{2\bar{1}\}$ peak. This can be explained in terms of the molecular form factor $|f(q)|^2$ of AuSHDA particles, as follows. Most of the contribution to $|f(q)|^2$ comes from the Au cores because of their much higher electron density compared with that of alkyl thiol chains around them. It can be shown that if the size polydispersity of Au cores is neglected and the core is approximated as a uniform sphere of radius $R = D/2$, the form factor is given by

$$|f(q)|^2 = |f(0)|^2 \frac{3}{q^4 R^3} \left| \sin(qR) - qR \cos(qR) \right|^2,$$

where $q^2 = q_{xy}^2 + q_z^2$ and $f(0)$ is equal to the total number of
The FWHM width around below. It should be noted that the curve has a minimum extracted from the Bragg-rod measurements to be described the background is proportional to \(D\) width of the GID peaks. For this purpose, the FWHM width with the in-plane order can be estimated from the observed deformed and compressed shape of thiol “shells” around the !\(\text{Å}\); fitting it to a Lorentzian raised to a power of \(HDA\) particle in the hexagonally packed domains is equal to \(\sim\) of \(\text{Au}\) core diameter of \(\sim\) from the nearest-neighbor distance of \(\text{AuS}\) particles at the onset of the coexistence plateau. Second, surface coverage by a monolayer of close packed \(\text{AuS}\) plots the ratio \(D\) of \(\sim\) particles in the second layer.\(\frac{3 8 4}{3} - 4\) is comparable to \(\frac{3 8 4}{3} - 4\) the \(\text{AuS}\) particles originates from the polydispersity in their sizes.\(3,3 4,3 0\) The \(A\)-dependent behaviors of the widths of the \(\{10\}\) peaks shown in Fig. 7 and \(\xi\) in Table II seem to indicate that compression of the monolayer from \(A_1\) to \(A_3\) leads to a slight reduction in the degree of lateral order. Another indication of this is provided by a slight drop in the \(\{2 1\}\) peak intensity with compression from \(A_1\) to \(A_3\).

Such a disordering effect of lateral compression is more clearly evident for the film at \(A_4\) (a mid point along the coexistence plateau), for which the \(\{10\}\) peak is both broader and less intense than it is for the monolayers (see Fig. 7 and Table II). Another important observation is that at \(A_4\) the intensity scattered at low \(q_{xy}\) is lower than at \(A_3\). Given that the occupied fraction of the second layer should only be about a half or less on average at \(A_4\), the observation of enhanced diffuse scattering at low \(q_{xy}\) is consistent with the presence of \(\text{AuS}\) particles in the second layer.

After the film is compressed further to form a bilayer at \(A_3\), the diffuse intensities at low \(q_{xy}\) drop back to the level close to that of the monolayers, which is consistent with a more complete coverage of the second layer. The fact that the \(\{10\}\) peak becomes both more intense and sharper than it is at \(A_4\), suggests that due to their increased number some of the second-layer particles now display the same hexagonal packing order that exists in the monolayer. However, Fig. 7 shows that the peak intensity for the bilayer is still not as high as that of the monolayers. This seems to indicate that in spite of a nearly twofold increase in the number of particles per unit area in going from a monolayer to a bilayer, the number of those belonging to ordered domains does not in-

<table>
<thead>
<tr>
<th>(A) [Å²/part.]</th>
<th>(\Pi) [dyne/cm]</th>
<th>(\nu)</th>
<th>(G_{10}) [±0.001 Å⁻¹]</th>
<th>(\Delta q_{xy}) [±0.002 Å⁻¹]</th>
<th>(\xi) [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1325</td>
<td>0</td>
<td>1.4 ± 0.2</td>
<td>0.214</td>
<td>0.032</td>
<td>130 ± 14</td>
</tr>
<tr>
<td>1145</td>
<td>1.0</td>
<td>1.7 ± 0.2</td>
<td>0.215</td>
<td>0.036</td>
<td>104 ± 10</td>
</tr>
<tr>
<td>1070</td>
<td>1.6</td>
<td>1.9 ± 0.3</td>
<td>0.215</td>
<td>0.038</td>
<td>94 ± 8</td>
</tr>
<tr>
<td>830</td>
<td>4.6</td>
<td>11 ± 13</td>
<td>0.217</td>
<td>0.050</td>
<td>61 ± 4</td>
</tr>
<tr>
<td>535</td>
<td>8.2</td>
<td>1.7 ± 0.2</td>
<td>0.215</td>
<td>0.042</td>
<td>80 ± 6</td>
</tr>
</tbody>
</table>

electrons contained in an \(\text{Au}\) core of radius \(R\). Figure 8(c) plots the ratio \(\frac{f(q=q_{xy},q_z=0)}{f(0)}\) for the case of \(R = D_{BR}/2 = 11.6\) Å, where \(D_{BR}\) is the \(\text{Au}\) core diameter extracted from the Bragg-rod measurements to be described below. It should be noted that the curve has a minimum around \(q_{xy} \sim 0.4\) Å⁻¹. The polydispersity of \(\text{Au}\) cores should smear out this minimum. It is nevertheless clear from this plot that the form factor arising from typical sizes of \(\text{AuSHDA}\) particles should lead to a very low intensity over the range of \(q_{xy}\) where the \(\{11\}\) and \(\{20\}\) peaks are located.

Based on the above results, the following observations can be made. First, the area occupied by each \(\text{AuSHDA}\) particle in the hexagonally packed domains is equal to \(A_{hex} = (\sqrt{3}/2)a^2 = 1000\) Å²/particle. The fairly good agreement between the microscopic area \(A_{hex}\) and the isotherm area \(A_3 = 1070\) Å²/particle; see Fig. 2) is consistent with complete surface coverage by a monolayer of close packed \(\text{AuSHDA}\) particles at the onset of the coexistence plateau. Second, from the nearest-neighbor distance of \(a = 34\) Å and the mean \(\text{Au}\)-core diameter of \(D \sim 22\) Å (see Sec. II A), the edge-to-edge separation between adjacent \(\text{Au}\) cores in the close-packed domains can be estimated to be about \(\delta = a - D \sim 12\) Å. This spacing is clearly smaller than the length \(\sim 20\) Å of stretched-out alkythiol chains [HS-(CH₂)$_{15}$-COOH] in the all-trans conformation. This suggests that the close packing of \(\text{AuSHDA}\) particles in the monolayer results in a high degree of interpenetration between thiol chains or bundles of chains from adjacent \(\text{Au}\) cores and/or a highly deformed and compressed shape of thiol “shells” around the cores as compared to their colloidal states in solution.

The extent of lateral positional correlations associated with the in-plane order can be estimated from the observed width of the GID peaks. For this purpose, the FWHM width \(\Delta q_{xy}\) of the \(\{10\}\) peak at \(q_{xy} = G_{10}\) has been extracted by fitting it to a Lorentzian raised to a power of \(\nu\) with constant and linear background terms, such that the intensity above the background is proportional to \(1 + (q_{xy} - G_{10})^2/\sigma^2\). This definition of \(\xi\) is strictly valid only when both the resolution function and the line shape of a peak in the GID cross section are described by Lorentzians (\(\nu = 1\)), such that the observed peak corresponding to the convolution of the two also has a Lorentzian shape. Since this condition does not hold in the present case, the listed values of \(\xi\) should only be viewed as estimates.

For the monolayers at \(A_1\), \(A_2\), and \(A_3\), the extracted correlation length ranges from \(\xi \sim 90\) to \(130\) Å, which is only a few times larger than the nearest-neighbor distance \(a = 34\) Å. Therefore the 2D hexagonal packing of \(\text{AuSHDA}\) particles is only short-range order in the monolayer. It is interesting to note that the ratio \(D/a \sim 3 - 4\) is comparable to the ratio \(D/\Delta D \sim 3 - 5\) between the mean and standard deviation in the distributions of \(\text{Au}\) core diameters in typical \(\text{AuSCHn}\) samples.\(^{58}\) This observation seems to suggest that the limited extent of positional correlations between \(\text{AuSHDA}\) particles originates from the polydispersity in their sizes.\(^{3,3 4,3 0}\) The \(A\)-dependent behaviors of the widths of the \(\{10\}\) peaks shown in Fig. 7 and \(\xi\) in Table II seem to indicate that compression of the monolayer from \(A_1\) to \(A_3\) leads to a slight reduction in the degree of lateral order. Another indication of this is provided by a slight drop in the \(\{2 1\}\) peak intensity with compression from \(A_1\) to \(A_3\).

After the film is compressed further to form a bilayer at \(A_3\), the diffuse intensities at low \(q_{xy}\) drop back to the level close to that of the monolayers, which is consistent with a more complete coverage of the second layer. The fact that the \(\{10\}\) peak becomes both more intense and sharper than it is at \(A_4\), suggests that due to their increased number some of the second-layer particles now display the same hexagonal packing order that exists in the monolayer. However, Fig. 7 shows that the peak intensity for the bilayer is still not as high as that of the monolayers. This seems to indicate that in spite of a nearly twofold increase in the number of particles per unit area in going from a monolayer to a bilayer, the number of those belonging to ordered domains does not in-
crease by the same amount. This issue is considered further below.

The $q_z$ dependence of the intense $10\%$ peak has been characterized by taking a series of $q_{xy}$ scans at different heights $q_z$ above the surface. The results for the monolayer at $A = 3$ are summarized in Fig. 9. The $q_{xy}-q_z$ contour plot in Fig. 9(b) was generated from the data shown in Fig. 9(a), where the contours of constant intensity represent 25 equally spaced intervals between the maximum and the minimum in the logarithmically scaled intensity. The $q_z$ projection in (d) is a linear plot. In (d), the data points (circles) correspond to the peak values in (c) and the horizontal bars represent the detector acceptance $\Delta q_z = 0.071 \text{Å}^{-1}$. The scattering amplitude $S(q_z)$ (solid curve) and the integrated intensity $I(q_z)$ (crosses) correspond to the best fit obtained by approximating the Au core with a uniform sphere of diameter $D_{BR} = 23.2 \text{Å}$.

$$S(q_z) = S_0 \left| f(q_{xy}) = G_{10} \cdot q_z \right|^2. \quad (8)$$

The intensity $I(q_z)$ expected at $q_z$ is given by the integration of $S(q_z)$ over $|q_z - q_0| < \Delta q_z/2$. The theoretical intensity $I(q_z)$ based on Eq. (8) and the form factor in Eq.
has been fitted to the observed Bragg-rod data by varying the proportionality factor $S_0$ and the Au core radius $R$. The best fit is obtained at $R = 11.6 \pm 0.3 \text{ Å}$ or $D_{\text{BR}} = 23.2 \pm 0.6 \text{ Å}$, which is another independent measure of the mean Au core diameter $D$ and corresponds well with the two other values $D = 20.5 \text{ Å}$ and $D = 22 \text{ Å}$ determined earlier (see Sec. II A and III B).

Figure 9(d) shows that the data agrees fairly well with the best-fit $l(q_z)$ (crosses) and the corresponding $S_1(q_z)$ (solid curve). This agreement demonstrates that the observed peak indeed originates from a 2D structure of AuSHDA particles, i.e., from a monolayer.

The Bragg-rod data obtained from the bilayer at $A_5$ are shown in Fig. 10. Just as in the case of the monolayer, the $\{10\}$ peak remains well centered at $q_{xy} = G_{10}$ in the region above the surface plane ($\langle q_z \rangle > 0$). However, diffuse scattering at low $q_{xy} < 0.2 \text{ Å}^{-1}$ shows a complicated behavior and is no longer characterized by a smooth decay with increasing $q_z$. In fact, a close inspection of Figs. 10(a)–10(c) suggests that in addition to the strong $\{10\}$ peak, there is enhanced diffuse scattering that could be consistent with a “ring” of radius $q = (q_{xy}^2 + q_z^2)^{1/2} \sim 0.2 \text{ Å}^{-1}$. This feature is suggestive of isotropic scattering and might be an indication for the presence of small 3D aggregates that are embedded in or sitting on top of the bilayer. It may also be due to some degree of interparticle correlations across the two layers of the bilayer.

Figure 10(d) shows the $q_z$ dependence of the Bragg rod.
These observations suggest a certain degree of approximates the behavior of the observed Bragg-rod data. The dashed curve $S(q_z) = 2S(q_z)$ in Fig. 10(d) describes the case in which each of the two layers exhibits the same degree of in-plane order as the monolayer but the layers are completely uncorrelated with each other. Finally, the curve $S(q_z) = S_{2,C}(q_z)$ describes a case of a perfectly correlated bilayer in which each of the two layers are laterally ordered just like in the monolayer and the particles in the second layer reside right above the interstitial sites of the hexagonally packed first-layer particles. It can be shown that when powder-averaged in two dimensions, $S_{2,C}(q_z)$ is given by

$$S_{2,C}(q_z) = [1 + 2\sin^2(q_z l_{12}/2)]S_1(q_z),$$

where $l_{12}$ is the vertical separation between the two layers. The factor multiplying $S_1$ in Eq. (9) arises from the two-particle basis across the two layers. The shown curve $S_{2,C}(q_z)$ has been calculated using the value $l_{12} = 29.0 \text{ Å}$ determined by the fitting of the XR data (see Sec. III B).

It is clear from Fig. 10(d) that none of these extreme cases agree very well with the observed data. However, just as in the data, the curve $S_{2,C}$ based on interlayer correlations displays a maximum around $q_z \sim 0.1 \text{ Å}^{-1}$. It should also be noted that if the nearest-neighbor distance across the two layers of the correlated bilayer were equal to the in-plane separation $a = 34 \text{ Å}$, $l_{12}$ would be equal to $l_{12} = (\sqrt{3}/2)a = 28 \text{ Å}$, which is close to the XR-based value $l_{12} = 29.0 \text{ Å}$. These observations suggest a certain degree of cross correlations between the short-range 2D hexagonal order in the two layers.

On the basis of these considerations, a better description of the actual state of the bilayer may be a mixture of both uncorrelated and correlated regions, such that $S(q_z)$ is described by a superposition between $S_1$ and $S_{2,C}$:

$$S(q_z) = c_1S_1(q_z) + c_2S_{2,C}(q_z),$$

where $c_1$ and $c_2$ are constants. As an example, the solid curve $S(q_z) = S_2(q_z)$ in Fig. 10(d) shows the case of $c_1 = 0.26$ and $c_2 = 0.41$. The intensity $I((q_z))$ [crosses in Fig. 10(d)] calculated from this particular form of $S_2(q_z)$ roughly approximates the behavior of the observed Bragg-rod data. The fact that $c_1 + 2c_2 = 1.1$ is close to unity suggests that the number of AuSHDA particles per unit surface area that belong to hexagonally ordered domains is similar between the bilayer and the monolayer. Since this number for the bilayer is twice the number per monolayer, it is clear that the bilayer at $A_3$ consists of two monolayers each of which is less ordered than the monolayer at $A_3$. As pointed out earlier in Sec. I, a similar disordering effect of monolayer collapse has also been observed in AuSCn and AgSCn Langmuir films (–CH$_3$ terminated particles). To summarize, the Bragg rod data from the bilayer is consistent with the presence of local 2D hexagonal order within each of the two layers and also provides evidence for interlayer correlations of such order.

IV. SUMMARY

Langmuir films of gold nanoparticles derivatized with acid-terminated alkylthiol chains [HS(CH$_2$)$_{15}$COOH] on acidic aqueous subphase (pH = 3) have been studied at room temperature. The II-A isotherm of the AuSHDA Langmuir film exhibits a coexistence plateau that is consistent with a compression-induced monolayer/bilayer transition. The microscopic structures of AuSHDA films have been probed as a function of area/particle by using various surface-sensitive x-ray techniques. The results can be summarized as follows.

The electron density profiles extracted from the XR measurements are consistent with the formation of an AuSHDA monolayer on the low-density side of the coexistence plateau and a bilayer on the high-density side. The results of off-specular diffuse scattering measurements indicate that a close-packed monolayer near the onset of the transition is laterally homogeneous. Unlike the case of the monolayer, diffuse x-ray scattered from a bilayer are higher than the values predicted from the presence of thermal capillary fluctuations and the assumption of homogeneity, providing evidence for the presence of lateral density inhomogeneities within the bilayer. The GID results show that upon being spread on the surface AuSHDA particles spontaneously aggregate into a 2D hexagonal structure with only short-range order. This structure is characterized by a nearest-neighbor distance of $a = 34 \text{ Å}$ that is independent of the degree of lateral compression. The limited range of lateral order could be a consequence of the polydispersity in particle size. The Bragg rod of the lowest-order peak observed from a monolayer is consistent with a 2D array of Au cores. Subsequent compression across the coexistence plateau reduces the lateral order within the monolayer. The Bragg rod data from the bilayer suggests that some interlayer correlations exist between the lateral order of the two layers.

This study on Au nanoparticles had been motivated partly by the fact that they are very strong scatterers of x rays due to their very high electron density. The results presented show that even though these particles only display short-range lateral order in the monolayer, the resulting lowest-order GID peak is intense enough to be easily observed. If some macromolecules can be synthesized such that they bear Au nanoparticles inside and their monolayers exhibit interesting compression- and/or temperature-dependent 2D phase behaviors, then, the Au particles should act as “markers” that would enable x-ray scattering studies of structural changes across order-disorder phase boundaries.
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