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Exciton transport in semiconductor nanoparticles underlies recent experiments on electrically controlled excitonic circuits and proposals for new artificial light-harvesting systems. In this work, we develop a new method for the numerical evaluation of the Förster matrix element, based on a three-dimensional real space grid and the self-consistent solution of the mesoscopic exciton in a macroscopic dielectric environment. This method enables the study of the role of the nanoparticle shape, spatially varying dielectric environment, and externally applied electric fields. Depending on the orientation of the transition dipole, the Förster coupling is shown to be either increased or decreased as a function of the nanoparticle shape and of the properties of the dielectric environment. In the presence of an electric field, we investigate the relation between excitonic binding and confinement effects. We also study a type II core-shell quantum dot where electron and hole are spatially separated due to a particular configuration of the bandstructure.

PACS numbers: PACS number

When a photon produces an electron-hole pair, or exciton, localized on a molecule, quantum dot or nanoparticle site, the excitation energy can transfer from this donor site to a neighboring acceptor site via coupling of the electrons to the electromagnetic field. This process is known as fluorescent resonant energy transfer (FRET) [1]. FRET, or, more generally, the matrix element linking together donor and acceptor transitions, underlies energy transport between chlorophyll molecules in photosynthesis [1, 2], and is essential for various existing and envisioned nano-structured devices such as artificial light-harvesting systems [3–5] and quantum computation implementations [6, 7]. Thus, in addition to the desire to understand FRET in naturally occurring systems, the many photon engineering systems currently under investigation motivate studies aimed at controlling the excitons and their interactions. As one example, tunability of the energy transfer between a nanorod and a dye molecule by an electric field was shown in [8]. In another case, control of exciton diffusion in excitonic integrated circuits was recently displayed [9].

Förster theory [10] describes exciton transfer based on Fermi’s golden rule and involving three main quantities: the spectral overlap between donor emission and acceptor absorption, a dielectric screening factor, and the coupling matrix element due to Coulombic interactions. The spectral overlap for quantum dots was experimentally studied in [5, 11], for example. Theoretically, the absorption and emission spectra can be computed using the energy levels of donor and acceptor and the line shape function. The latter is dependent on the spectral density which describes the coupling to phonons [12]. We focus on dielectric effects and the matrix element. The matrix element has the form of a dipole-dipole coupling when obtained from an expansion of the bare Coulomb kernel in $a/R$, where $a$ is the radius of the sites, be they atoms, molecules or nanoparticles, and $R$ is the separation of the site centers. Theories beyond the Förster treatment include using a quantized treatment of the electromagnetic field [13, 14]. This method has the virtue of describing both the near field (or “radiation-less” regime) and the far field (“radiation” regime) and their dependence on distance. A different direction of going beyond the Förster model involves the inclusion of the complex environment of the molecules or nanoparticles. Central to actual and proposed nanoscale devices are inhomogeneous dielectric materials and metal surfaces at externally controllable potentials. For these purposes, the Coulomb kernel becomes more complicated than the simple vacuum interaction and a more refined treatment than an expansion in $a/R$ becomes necessary. Such a realistic treatment of the environment is one principal objective of this work.

Distinct from the form of the interaction in FRET, what we may call the electromagnetic part of the problem, is the nature of the excitonic states and what approximations are used to compute them. Many calculations exist in the literature for excitons in condensed matter and in particular lower dimensional systems. In the simplest case, the background is translationally invariant and the problem can be solved with two effective mass bands in center-of-mass coordinates [17]. For a multi-band, inhomogeneous systems, care must be taken to conserve the current of the full (Bloch plus envelope) wave function at the material interfaces [18]. For strong confinement, one can sometimes ignore the electron-hole Coulomb interaction altogether (or treat it as a perturbation) [16, 19]. Additionally, atomistic calculations at varying degrees of precision, have been carried out. For example, empirical tight binding calculations employing linear combination of atomic orbitals (LCAO) are able to include large numbers of atoms in studies of InAs quantum dots [15, 20]. These calculations capture strain effects, for example. However, such tight-binding studies employ a fundamentally single electron formalism and therefore cannot include excitonic binding or Coulomb correlation. Ab initio density functional theory calculations have also been performed for isolated nanocrystals (using numerical codes like VASP [21], for instance). These calculations have investigated the validity of the effective mass approximation [22]. A similar approach was used to study the effect of the shape of the nanoparticles on electronic structure [23] and, using the transition density cube method [24], the Förster coupling [25]. Nevertheless, ab initio calculations, are limited
to a few hundred atoms at most and therefore do not typically capture the effect of the macroscopic-scale environment.

In this paper, we present our method for calculating the Förster coupling between nanoparticles of arbitrary geometry, i.e., size, shape, and orientation, embedded in an arbitrarily complex electrostatic environment of position-dependent dielectric constant $\varepsilon(r)$ and metallic gates. The central theoretical advancement is an illustrative expression for the Förster coupling based on the gradients of the electron-hole transition densities and the fully screened Coulomb kernel. We calculate the electronic structure of an electron-hole pair in a nanoparticle employing single conduction band and single valence band effective masses. We self-consistently solve the Schrödinger-Poisson equations on a real-space, three-dimensional mesh, include the excitonic binding energy, and employ a technique [26] for avoiding electron or hole self-interaction. We express the exciton envelope wave function as a single product of electron and hole wavefunctions. Correlation is thereby included by the self-consistency, but at an approximate level. A similar calculation for the bandgap renormalization in semiconductor quantum wires has been done and has shown good agreement with experimentally obtained exciton binding energies [26, 27].

The Bloch portions of the wave functions are taken as the bulk values of a single electron and single hole band. Thus, the orientation of the permanent transition dipole moment, which proceeds from the symmetry of the hole wave function [28] and which we will show appears prominently in the theory, is understood to result from the orientation of the crystal axes [19]. We do not consider that, for the case of small nanoparticles, the vanishing of the wave function at the boundaries mixes different Bloch states. This can lead to dipole moments of the exciton which depend upon the shape of the nanoparticle. The envelope portion of the Förster matrix element is calculated with the fully screened Coulomb interaction in a realistic electrostatic environment. The technique for accomplishing this, which is a central result of this paper, makes use of the numerical solution of Poisson’s equation [29]. With this technique, the explicit calculation and storage of the screened Poisson kernel, $F(r_1, r_2)$, is not required. Additionally, the computation of the Förster matrix element is not limited by the condition, from the dipole approximation, $R \gg a$ [16]. Rather, the interaction is expanded about the center of a mesh cell, which can be made arbitrarily small. Hence, the appropriate condition on the accuracy of our calculation is that $R \gg \Delta$, where $\Delta$ is the size of the mesh cell.

I. EXCITON IN A NANOPARTICLE

A typical geometry of two nanoparticles is shown in Fig. 1. The calculations are all fully three-dimensional. Conduction $V_c(r)$ and valence $V_v(r)$ band offsets are assumed throughout the structure, except for the metallic regions (i.e., gates as in the inset of Fig. 4) which are treated with Dirichlet boundary conditions imposed on the Poisson equation. The band offsets trap the electron and hole in the nanoparticles. We solve for the exciton in each of the nanoparticles separately. In the

![FIG. 1: (a) The general setup of this work is two nanoparticles that spatially confine an electron-hole pair or exciton and exhibit Förster coupling. The setup is simulated on a three-dimensional real-space mesh with arbitrary spatial dielectric function and metallic boundary conditions. The center-to-center distance is given by $R$ and $a$ is the radius of the spherical nanoparticles (quantum dots). The vectors $r_1$ and $r_2$ point to an arbitrary unit cell within the respective particle. (b) Band structure in $z$ direction of a single quantum dot when an electric field is applied. In this work, the material for the nanoparticles is CdSe. (c) Distance dependence of the Förster coupling for two nanoparticles for different particle shapes, as depicted in the inset. The nanoparticle diameter is taken to be 2 nm and, for the non-spherical cases, the elongation is 5 nm perpendicular to the separation vector. The distance dependence is well described by a $1/R^6$ dependence (dashed) for spherical nanoparticles, while for the elongated configurations a substantial deviation is obtained. For a distance of 2 nm (i.e., no spacing between the dots) the coupling is $|V_F| = 2.72$ meV in the spherical case.](image-url)

The exciton envelope approximation the electron or hole wavefunction in the nanoparticle can be factorized as [30]:

$$\psi_{e/h}(r) = \psi_{e/h}(r)U_{e/h}(r),$$

where $\psi_{e/h}(r)$ is the envelope wavefunction for electron or hole. It varies slowly on the length scale of the atomic lattice. The Bloch part of the wavefunction, $U(r)$, is periodic with the atomic lattice. The electron and hole envelope wavefunctions satisfy the coupled Schrödinger equations as follows:

$$\begin{align*}
\frac{-\hbar^2}{2m_e}\nabla^2 + V_c(r) + e\phi_e(r)\psi_e(r) &= E_e\psi_e(r), \\
\frac{-\hbar^2}{2m_h}\nabla^2 + V_v(r) + e\phi_h(r)\psi_h(r) &= E_h\psi_h(r),
\end{align*}$$

(2)
where the electron and hole effective masses are \( m_e^* \) and \( m_h^* \), respectively. The potentials \( \phi_e \) and \( \phi_h \) lead to the coupling of the two equations. Physically, the electrostatic potential for the electron is produced by the hole and by the image charges produced by both the hole and the electron. To obtain \( \phi_e \), we begin with the total electrostatic potential defined by:

\[
-\nabla_e \phi_e(r) \nabla_e \phi_e(r) = 4\pi (\rho_e(r) + \rho_h(r)),
\]

(3)

where \( \rho_e(r) \equiv |\psi_e(r)|^2 \) and \( \rho_h(r) \equiv |\psi_h(r)|^2 \). In the presence of a variable dielectric environment and electrostatic boundary conditions, \( \phi_e(r) \) is obtained by solving Poisson’s equation with only the electron charge \( \rho_e(r) \) as a source, with the same dielectric background, \( \epsilon(r) \), but with no metal gates. The numerical calculation of \( \phi_e^0(r) \) is performed on an expanded mesh to allow accurate imposition of boundary conditions at large \( r \). Equation (4) eliminates the self-interaction of the electron. A similar procedure is carried out for the hole electrostatic potential \( \phi_h(r) \).

The solution of Eqs. (2) must be iterated with the solution for the potentials \( \phi_e \) and \( \phi_h \) until the density is stationary. The separation vector \( \mathbf{r} \) is defined be-

\[ M(r) \equiv \psi_e^*(r) \psi_h^*(r) U_e^*(r) U_h(r) = M_E(r) M_B(r), \]

(5)

where we have defined the envelope transition density \( M_E(r) \equiv \psi_e^*(r) \psi_h^*(r) \) and the Bloch transition density \( M_B(r) \equiv U_e^*(r) U_h(r) \). As discussed in the following section, the Förster coupling matrix element is defined as the direct Coulomb coupling of two transition densities: one associated with the donor nanoparticle and one associated with the acceptor nanoparticle.

II. FORSTER COUPLING OF NANOPARTICLES

In this section, we develop our method for computing the Förster coupling matrix element. In the presence of a variable dielectric environment and electrostatic boundary conditions the Förster coupling matrix element is generally of the form:

\[
V_F = -\frac{\varepsilon^2}{4\pi} \int \int d\mathbf{r}_1 d\mathbf{r}_2 M_1(\mathbf{r}_1) F(\mathbf{r}_1, \mathbf{r}_2) M_2^*(\mathbf{r}_2). \]

(6)

The transition densities of the two nanoparticles are given by \( M_1 \) and \( M_2 \). The Green’s function \( F(\mathbf{r}_1, \mathbf{r}_2) \) is the solution to:

\[
\nabla_{\mathbf{r}_1} (\epsilon(\mathbf{r}_1) \nabla_{\mathbf{r}_1} F(\mathbf{r}_1, \mathbf{r}_2)) = -4\pi \delta(\mathbf{r}_1 - \mathbf{r}_2),
\]

(7)

including again the appropriate boundary conditions.

First, for comparison, we give the dipole-dipole expression derived in Nazir et al. [7], where the interaction is taken to be of the translationally invariant form \( F(\mathbf{r}_1, \mathbf{r}_2) = 1/|\mathbf{r}_1 - \mathbf{r}_2| \). The separation vector \( \mathbf{R} \) is defined between the centers of the two nanoparticles and the coordinates \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) are defined from the center of the nanoparticle, see Fig. 1 (a). A homogeneous dielectric background with relative dielectric constant \( \epsilon_e \) is assumed. Because the Coulomb interaction is given in its free-space form, it is straightforward to expand the interaction in powers of \( a/R \), where \( a \) is the radius of the nanoparticle. This leads in lowest order to an interaction between the dipole terms in the charge distribution of the two nanoparticles [7]:

\[
V_F^{d-d} = -\frac{\varepsilon^2}{4\pi\epsilon_0\epsilon_e} \frac{O_1 O_2}{R^3} \left( d_1 \cdot d_2 - \frac{3}{R^2} (d_1 \cdot \mathbf{R})(d_2 \cdot \mathbf{R}) \right),
\]

(8)

The characteristic \( 1/R^3 \) dependence of a dipole-dipole interaction is obtained. For this expression, one defines the overlap integrals:

\[
O = \int d\mathbf{r} M_E(\mathbf{r}),
\]

(9)

including the envelope wavefunctions. The permanent material dipoles,

\[
d = \int d\mathbf{r} M_B(\mathbf{r}) \mathbf{r},
\]

(10)

involve the Bloch wavefunctions and the integral is over a unit cell \( \Sigma \). The dipoles \( d \) are material parameters which can be obtained from experiment or detailed atomistic calculations.

We now develop our generalized expression that goes beyond the point dipole approximation and incorporates dielectric effects, using \( F(\mathbf{r}_1, \mathbf{r}_2) \) as the solution to Eq. (7). One can separate the coordinate \( \mathbf{r}_1 \) into a vector pointing to the center of a unit cell \( \mathbf{R}_1 \) and a vector within this unit cell \( \mathbf{r}_1' \), i.e. \( \mathbf{r}_1 = \mathbf{R}_1 + \mathbf{r}_1' \) (and similarly for \( \mathbf{r}_2 \)). This allows us to Taylor-expand the Green’s function around the unit cell center, i.e. \( F(\mathbf{R}_1 + \mathbf{r}_1', \mathbf{R}_2 + \mathbf{r}_2') = F(0) + F(1) + F(2) + \ldots \). In the evaluation of the Förster matrix element the zeroth and first order contributions, \( F(0) \) and \( F(1) \), respectively, vanish because of the orthogonality of the Bloch wavefunctions [7]. The first non-vanishing term is the second-order term corresponding to \( F(2) = \frac{1}{2} \sum_{i,j} \mathbf{r}_{1,i}' \mathbf{r}_{2,j}' \partial \mathbf{r}_{1,i} \partial \mathbf{r}_{2,j} F(\mathbf{R}_1, \mathbf{R}_2) \), where the indices \( i \) and \( j \) are over the Carthesian coordinates. The calculation can be simplified by considering the different length scales of the nanoparticle and the unit cells and by separating the integration as \( \int d\mathbf{r}_1 = \sum_{\mathbf{V}_2} \int_{\Sigma} \sum_{\mathbf{R}_1} \int d\mathbf{r}_1' \), where \( \mathbf{V}_2 \) is the volume of the unit cell [6]. The sum is over all lattice vectors and the integration is over the respective unit cell. The same relation holds for the coordinate \( \mathbf{r}_2 \). Using the periodicity of the Bloch function \( U(\mathbf{R}_1 + \mathbf{r}_1') = U(\mathbf{r}_1') \), the Förster matrix element is given by:

\[
V_F = -\frac{1}{2} \frac{\varepsilon^2}{4\pi} \sum_{i,j} \int d\mathbf{r}_1 d\mathbf{r}_2 \sum_{\mathbf{R}_1} \sum_{\mathbf{R}_2} \int_{\Sigma} \int_{\Sigma} V_{\Sigma} \partial \mathbf{r}_{1,i} \partial \mathbf{r}_{2,j} \int d\mathbf{r}_1' \int d\mathbf{r}_2' F(\mathbf{R}_1, \mathbf{R}_2) M_{E1}(\mathbf{R}_1) \partial \mathbf{r}_{1,i} \partial \mathbf{r}_{2,j} \int d\mathbf{r}_1' \int d\mathbf{r}_2' F(\mathbf{R}_1, \mathbf{R}_2) M_{E2}(\mathbf{R}_2),
\]

(11)
with the unit cell dipole moments \( \mathbf{d}_{1/2} \), see Eq. (10). An expression similar to Eq. (11) has been derived by Govorov [16], who also expands the Coulomb kernel about the unit cells (as opposed to about the dot centers), albeit using the translationally invariant interaction. Here, we maintain a general form for \( F(\mathbf{R}_1, \mathbf{R}_2) \). Approximating the sum over lattice vectors by an integration and performing an integration by parts the Förster coupling matrix element in the presence of a variable dielectric environment is:

\[
V_F = -\frac{1}{2} \frac{\epsilon^2}{4\pi} \int d\mathbf{R}_1 \int d\mathbf{R}_2 \left[ \mathbf{d}_1 \cdot \nabla_{\mathbf{R}_1} M_{E1}(\mathbf{R}_1) \right] F(\mathbf{R}_1, \mathbf{R}_2) \left[ \mathbf{d}_2 \cdot \nabla_{\mathbf{R}_2} M_{E2}(\mathbf{R}_2) \right],
\]

which involves the gradient of the envelope transition densities of both nanoparticles. This can be interpreted as follows. The Förster coupling is the Coulomb interaction between the gradient of the electron-hole overlap in one nanoparticle with that in the other nanoparticle. The gradient terms arise because a field, rather than a constant potential, is needed to couple the \( p \) and \( s \) wave functions of valence and conduction bands. In contrast to earlier work, the integration by parts leading to Eq. (12) explicitly exhibits the dipoles as the gradients of the electron-hole overlaps. Equation (12) is the central theoretical result of this paper. It is especially amenable to numerical treatment, as we now demonstrate.

Note that in Eq. (12), the kernel of Poisson’s equation \( F(\mathbf{R}_1, \mathbf{R}_2) \) is not simply a function of \( \mathbf{R}_1 - \mathbf{R}_2 \). It is in general very complicated and even if it were calculated numerically for a specific geometry of gates and dielectrics, its mere storage would require an array with \( N^2 \) elements, where \( N \) is the number of mesh points in the simulation. Since \( N \) is typically \( 10^6 \) the storage requirements alone are prohibitive. We can, however, calculate matrix elements like Eq. (12) without actually determining the explicit form of the interaction \( F(\mathbf{R}_1, \mathbf{R}_2) \), as follows. First, the Poisson equation for \( \nabla^2 \Phi_j(\mathbf{R}_2) = -4\pi \delta_{\mathbf{R}_j, \mathbf{R}_2} (M_{E2}(\mathbf{R}_2)) \) is solved in a finite difference method (again with the appropriate dielectric background and boundary conditions) to obtain the potential \( \Phi_j(\mathbf{R}_1) = \int d\mathbf{R}_2 F(\mathbf{R}_1, \mathbf{R}_2) \delta_{\mathbf{R}_j, \mathbf{R}_2} (M_{E2}(\mathbf{R}_2)) \). Then, the numerical evaluation of the integral \( \int d\mathbf{R}_1 \phi_{\mathbf{R}_1}(M_{E1}(\mathbf{R}_1)) \Phi_j(\mathbf{R}_1) \) obtains the coupling \( V_F \).

### III. RESULTS

Our method lends itself to the study of engineered nanodevices and quantum dot networks. In this section, we present examples consisting of two nanoparticles which can be thought of as building blocks in a larger array of nanoparticles. While the examples illustrate our theoretical result and predict the properties of nanoparticle interactions in realistic situations, we also expect our method to perform efficiently when simulating larger setups and complete device architectures. Our results are divided into two parts. In the first part, we compute the dependence of the Förster coupling of two nanoparticles on the distance between them, their shape, and on the dielectric presence of additional nanoparticles. In the second part, we study electrical control of the Förster coupling with external electric fields in type I and type II quantum dots and elongated rod-shaped structures. If not otherwise mentioned, the material parameters are those of CdSe nanocrystals in a styrene matrix. The effective masses of the CdSe crystals are \( m^*_e = 0.13m_0 \) for electrons and \( m^*_h = 0.45m_0 \) for holes, respectively. The relative dielectric constant of CdSe is \( \epsilon_r = 10.2 \). The transition dipole moment defined by the Bloch wavefunction is chosen to be \( |\mathbf{d}| = 5.2e\AA \) [5]. The static dielectric constant of a styrene matrix is \( \epsilon_r = 2.4 \). We assume that the temperatures are sufficiently low such that the electron can be found in the lowest energy state of the conduction band and the hole can be found in the highest energy state of the valence band.

**Results — Part I**. In Fig. 1 (c), the Förster coupling is shown as a function of inter-particle separation for a two-nanoparticle configuration. As depicted in the inset, the three setups for the two nanoparticles are sphere-sphere, sphere-spheroind, spheroind-spheroind. In the spherical cases, the particle diameter is taken to be \( 2 \) nm, while in the non-spherical cases, the elongation (defined as the length of the semimajor axis of an ellipsoid) is taken to be \( 5 \) nm. In this figure, the orientation of the material dipoles is in the same direction as the elongation; this orientation shows the most significant effects. For spherical nanoparticles, the dependence can be well fitted with a dipole-dipole \( c/R^3 \) law, where \( c \) is the only fit parameter. Multipole terms of the envelope transition densities turn out not to be significant in this symmetric configuration. For the spheroind-shaped configurations, we obtain substantial deviations from a \( c/R^3 \) behavior at short distances. Multipole terms become significant and reduce the coupling. For long distances, the asymptotic behavior follows the usual dipole-
dipole law.

In Fig. 2, the dependence of the Förster coupling on the shape of the nanoparticles is shown. The shape of the particles will affect the electron and hole wavefunctions and thus the transition density in the Förster matrix element. We elongate both particles along the $y$ direction, see Fig. 1 for the definition of the axes. We consider the two cases of parallel dipoles aligned along the $y$ axis and aligned along the $x$ axis. We observe an increase of the coupling for the $y$ axis alignment and a decrease of the coupling for the $x$ axis alignment. The substantial increase for the $y$ axis alignment (about 80% at an elongation of 5 nm) can be rationalized by elongated wavefunctions in the $y$ direction with increasing elongation of the quantum dots. The derivative of the transition density is similar to a dipole that becomes larger and larger, which explains the increase in the coupling.

In Fig. 3, the Förster coupling of two quantum dots is shown as a function of the dielectric constant of a third dot in between. The setup is pictured in the inset (diameter of dots 2 nm, distance 4.2 nm). The coupling is either enhanced in the case of the material dipoles parallel to the separation vector (blue) or suppressed in the case of the material dipoles perpendicular to the separation vector (red). In the absence of the third dot the coupling is $|V_{F0}| = 0.58$ meV for the parallel case and $|V_{F0}| = 0.28$ meV for the perpendicular case.

Results — Part II. To gain insight on the ability to actively engineer excitonic energy transfer, we now turn our attention to nanoparticles and excitons in the presence of electric fields. Metallic gates kept at a fixed potential modify the external electrostatic potential for the exciton, as indicated in Fig. 1 (b). We study the resulting effects on the Förster coupling of the nanoparticles. Note, however, that our combined solution of Schrödinger and Poisson equations can also be used to investigate the spectral overlap. Spatially varying electric fields could be designed such that different nanoparticles are tuned into resonance or energy gradients for directed exciton transfer are established. In the present work, the coupling of the excitons to surface plasmons of the metallic gates, as discussed and observed for example in [32, 33], is neglected. This is justified because the time scale of exciton transport is of the order of tens of picoseconds while the time scale of the exciton-plasmon transfer is of the order of several nanoseconds [33].

In our present method, metallic gates are included by imposing arbitrarily complex boundary conditions in Poisson’s equation. Intuitively, an electric field causes electron and hole in a single nanoparticle to spatially separate due to their different charge. Thus, the transition density, i.e. the electron-hole overlap, is decreased. As a consequence, the Förster matrix element between nanoparticles is reduced compared to the situation without an external field. This intuition is confirmed numerically on the real-space grid. Two quantum dots are sandwiched between infinite metallic gates, as pictured in the inset of Fig. 4 (a). Because of the geometry in this setup, the electric field is homogeneous throughout space and thus equal for both nanoparticles. The main figure shows the Förster coupling of the two nanoparticles as a function of the applied electric field. The dependence is almost Gaussian, as also predicted by a simplified model in [7]. The charge density plots of Fig. 4 (b) show indeed that in the presence of an electric field the electron and the hole separate in the quantum dot.

In the case of Fig. 4 (a), the radii of the dots are chosen to be 1 nm, 1.5 nm and 3 nm and their distances are 3 nm, 4.5 nm, and 9 nm, respectively. Note that for larger dots the electron-hole separation occurs at smaller fields. This is explained by considering the length scale defined by the effective exciton Bohr radius. When this length scale is much larger than the size of the nanoparticle, the electron and hole wavefunctions are determined by the confinement potential. A large electric field is required for electron-hole separation. Conversely, in what may be called the bulk limit, when the nanoparticle is much larger than the exciton, the wavefunctions are determined by the Coulombic interactions. The electric field only has to be as large as to overcome the excitonic binding energy to separate electron and hole. As also borne out by our simulations, the relation of exciton size and nanoparticle size significantly affects the electric field dependence of the Förster coupling.

Up to this point, the nanoparticles in the simulations have been CdSe crystals. It is possible to engineer core-shell quantum dots [34, 35], for example of type II with a CdTe core and a CdSe shell or a CdSe core and a ZnTe shell [35]. We apply our method to such a type II quantum dot with a CdSe core.
FIG. 4: (a) Förster coupling of two quantum dots as a function of an applied electric field. The dots are located between infinite metallic gates that are kept at a potential defined by the gate voltage $U$. Three cases are considered: dot radius of 1 nm (blue), 1.5 nm (red), and 3 nm (yellow) and distances of 3 nm, 4.5 nm, and 9 nm, respectively. The Förster coupling shows a near-Gaussian dependence on the electric field for all dipole alignments, here depicted only for the alignment being parallel to the separation vector. The zero-voltage couplings for the three cases are $|V_{F0}| = 1.65 \text{ meV}$, $|V_{F0}| = 0.49 \text{ meV}$, and $|V_{F0}| = 0.06 \text{ meV}$, respectively. (b) The electric field leads to a separation of electron charge density (upper panels) and hole charge density (lower panels) in the quantum dot.

FIG. 5: Förster coupling between a type I and a type II quantum dot. (a) The inset shows the band structure of a type II quantum dot of CdSe with a ZnTe shell in the case of an applied electric field. The low-energy hole is localized in the shell, while the electron is in the core. The behavior of the Förster coupling as a function of the electric field is similar to the previous results, but overall smaller in magnitude and the electron-hole separation occurs at smaller electric fields (core radius 1.5 nm, shell thickness 0.8 nm, dot distance 4.5 nm, and $|V_{F0}| = 0.39 \text{ meV}$). (b) The probability density of the electron (upper panels) and the hole (lower panels) as a function of applied electric field.

and a ZnTe shell ($m_{h}^{*} = 0.2m_{0}$ and $\epsilon_{r} = 7.2$). For this case, the bandstructure is depicted in the inset of Fig. 5 (a). The low-energy exciton transition density is formed by an electron mostly localized in the core and a hole mostly localized in the shell, see Fig. 5 (b) for a plot of the electron and hole charge densities. The Förster coupling is non-zero because the electron has a nonvanishing wavefunction amplitude in the shell and, vice versa, the hole has a nonvanishing amplitude in the core. Thus, the transition density is nonvanishing but the overall value of the coupling is smaller than for a type I quantum dot. When an electric field is applied electron and hole spatially separate in the dot and the transition density and hence the Förster coupling becomes smaller. The separation occurs at smaller electric fields than in the type I quantum dot case. As can be seen in the lower panels of Fig. 5 (b), the hole rapidly changes from being delocalized over shell and core at no electric field to being localized in the shell at one side of the quantum dot at small electric field.

In general, the layout of metallic gates is determined by the particular experiment, as an example consider the setup in Ref. [9]. In our final setup, see Fig. 6, we demonstrate the flexibility of our method in simulating arbitrarily complex geometries of gates and nanostructures. A quantum dot is placed next to an elongated, rod-shaped nanoparticle and metallic gates as depicted in the inset of Fig. 6. The metallic gates make it possible to control the electrostatic potential for the electron and the hole of the individual nanoparticles and thus the Förster coupling between them. The coupling shows a non-linear dependence when the voltage of the left gate is increased. Different physical effects compete: The electron and
hole in the nanorod are attracted to their respective images in the left gate. Both electron and hole delocalize from the center of the nanorod to the left, thereby reducing the distance between the transition densities of dot and nanorod, which effectively increases the Förster coupling. At strong applied field, electron and hole separate in the dot, which eventually suppresses the coupling. Consequently, an optimal voltage in the intermediate regime is obtained.

IV. CONCLUSION

We have studied the role of a complex dielectric environment and external electric fields in the Förster coupling of semiconductor nanoparticles. For this we have developed a technique, based on a self-consistent solution of the Schrödinger and Poisson equations, that allows us to incorporate excitonic binding energies, the shape dependence of the nanoparticles, a complex, spatially varying dielectric environment, and externally applied electric fields. We efficiently solve for the full Green’s function of the general Poisson equation, including the boundary conditions for an arbitrarily complex electrostatic environment. This enables us to carry out theoretical predictions for nano-excitonic circuits, where the nature of the Förster interaction can be tuned by external potentials. We have simplified calculations by using the effective mass approximation and the Bloch-envelope decomposition. Atomistic calculations, although more accurate, at the moment cannot treat the macroscopic electrostatic environment. The main theoretical result is an intuitive expression for the Förster matrix element involving the gradient envelope function that lends itself to extensions beyond the approximations employed in this work. Our results can be utilized to theoretically study and optimize energy transfer in novel engineered light-harvesting materials and excitonic circuits at the nano scale.
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Typically the valence band is p-like and has strong spin-orbit coupling (see Ref. [19]). Hole states have total angular momenta $J = 3/2$ and $J = 1/2$. For example, a state with $J = 3/2$ and $M_J = +3/2$ can be written: $u_{3/2} = (X + iY) \uparrow /\sqrt{2}$, where $X$ and $Y$ are p orbitals along the $x$ and $y$ crystal directions. The valence band degeneracy can be lifted, and different hole states mixed, by the crystal structure as well as by the nanoparticle boundary. Thus, for very small nanoparticles the excitonic electron dipole moment depends on the crystal shape.
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