Re-entrant Appearance of Phases in a Relaxed Langmuir Monolayer of Tetracosanoic Acid as Determined by X-Ray Scattering

The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Published Version</td>
<td>doi:10.1063/1.462032</td>
</tr>
<tr>
<td>Citable link</td>
<td><a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:8609118">http://nrs.harvard.edu/urn-3:HUL.InstRepos:8609118</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at <a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA">http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA</a></td>
</tr>
</tbody>
</table>
Re-entrant appearance of phases in a relaxed Langmuir monolayer of tetracosanoic acid as determined by x-ray scattering
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The structure of the fully relaxed phases of a Langmuir monolayer of tetracosanoic acid is determined by x-ray diffraction and reflection along an isotherm at \( \sim 20.5 \, ^\circ\text{C} \). Isotherms taken by allowing the surface pressure to stabilize between incremental compressions are seen to be qualitatively different from the constant-rate nonrelaxed isotherms typically seen in the literature. At low densities the monolayer consists of an inhomogeneous film of islands of a crystalline (or hexatic) phase with molecular tilt ordering that is analogous to that of the smectic \( I \) liquid crystal. Small amounts of impurities (\(-0.5\%\) of the monolayer) account for the change in surface pressure with area in this region. Upon compression to the point that the free space between islands becomes negligible the film appears homogeneous. On further compression the time required for full relaxation becomes long (i.e., \( \sim \) hours), the tilt angle of the molecular axis decreases and the x-ray unit cell is compressed. Including this homogeneous \( I \) phase the phase sequence observed by diffraction upon compression is \( I\rightarrow U\rightarrow I\rightarrow U \), where \( U \) refers to an untilted orthorhombic phase. The outer two phases of this sequence are pure phases which form homogeneous monolayers, but the inner two are inhomogeneous phases each coexisting with an amorphous phase that does not have an observable diffraction signal. At the boundaries demarcating the \( I \) and \( U \) phases, a phase whose tilt ordering is analogous to that of a smectic \( F \) phase is seen to coexist. The preceding phase sequence is sensitive to the degree of relaxation permitted the monolayer after an incremental compression. In particular, if the monolayer is not allowed to relax completely after each compression, the untilted \( U \) phase may never appear. The \( U\rightarrow I \) transition is shown to be reversible for a relaxed monolayer.

I. INTRODUCTION

Throughout the long history of thermodynamic studies of Langmuir monolayers (LM) of long chain carboxylic acids the issue of relaxation and equilibration has been occasionally though infrequently addressed. It is widely recognized that upon compression the monolayer requires time (seconds to hours) for the surface pressure to relax to a steady-state value,\(^1\)\(^-\)\(^3\) nevertheless, most published isotherms are measured at a constant rate of compression which often does not allow sufficient time for relaxation. The physical significance of the phase diagrams which are extracted from isotherms in which the monolayer is not fully relaxed is ambiguous, particularly if the observed phases depend on the rate of compression. The recent application of surface-sensitive x-ray scattering techniques to the investigation of the structures of monolayer phases allows for direct observation of the intermolecular structure of phases identified from pressure-area (\( \pi\)-\( A \)) isotherms. One study by Lin et al. indicated that, for a certain temperature range, after a "one-stroke" (continuous) compression from approximately 0 dyn/cm to the desired pressure (15, 20, or 25 dyn/cm) a pseudohexagonal phase will relax to a hexagonal phase.\(^4\) Unfortunately, except for that study and a previous short report of the present study\(^2\) the issue of equilibration has not been addressed in any other x-ray scattering study. X-ray scattering data has typically been taken while the LM was either still in the process of relaxing,\(^5\) or while continually adjusting the area of the LM in order to keep the surface pressure relatively constant.\(^7\)\(^-\)\(^8\) In addition, diffraction data has often been reported\(^9\)\(^-\)\(^10\)\(^-\)\(^7\) at pressures exceeding those for which the LM is stable in the limit of either slow compression rates,\(^2\)\(^1\) or—as we will show below—when allowed to relax completely.

We will demonstrate in this manuscript that when the LM of tetracosanoic acid \((\text{CH}_3(\text{CH}_3)_{22}\text{COOH})\) isotherms measured at a constant rate of compression can have a qualitatively different shape than similar ones taken under equilibrium conditions at the same temperature, it is essential to understand the nature of the relaxation process that we report and to then ask what it is that phase diagrams reported on the basis of
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these two different types of isotherms tell us about the basic, equilibrium nature of the LM.

II. TROUGH DETAILS

All experiments were performed with a custom Langmuir trough that was mounted inside of a sealed aluminum box (22 in. x 7 in. x 7.25 in.). The box was designed such that it was possible to add or extract water, aspirate the surface, change monolayer density, and measure the surface pressure and temperature without opening the box and disturbing the clean experimental environment of prepurified nitrogen. The box was temperature controlled to within 0.1 °C and included both x-ray windows—appropriate for either specular reflectivity or surface diffraction measurements—and an optical window to allow visual inspection of the liquid surface. Monolayer surface density was controlled, and temperature and surface tension were measured remotely by computer.

The trough was milled from a solid piece of teflon that was rigidly attached to a piece of OFHC copper. A solid teflon barrier placed across the top edge of the trough to confine the Langmuir film to a specified area could be moved under computer control to vary the density of the film. The total area of the monolayer was typically varied from a maximum of ~200 to ~50 cm² and the water was approximately 7.0 mm deep. In order to minimize effects of low frequency mechanically induced surface vibrations the depth of the water in the part of the trough that was probed by x rays was kept to ~0.2–0.3 mm by placing an ~6.7 mm thick quartz flat (~100 mm x 12.5 mm) beneath the illuminated area.

The surface tension, γ_{water} - γ_{surface}, was measured using a Wilhelmy plate balance consisting of a leaf spring, a displacement transducer (LVDT), and a plate made of filter paper with a pore size of 0.22 μm. Water wet the filter paper with a contact angle of 0° so that the force exerted on the paper when inserted vertically into the water was simply the surface tension times twice the length of the plate. This force deflected the leaf spring and the deflection was measured by the LVDT. The balance was calibrated using known weights to determine the overall proportionality constant and to insure that all measurements were in a linear regime of the spring and transducer. The surface tension was measured in situ with a resolution of 0.01 dyn/cm and an accuracy of ± 0.5 dyn/cm. The large error in the accuracy is due to variations in water level from monolayer to monolayer; however, due to the high humidity in the sealed aluminum box the water level for an individual monolayer did not change so long as the box was not opened. Variations in the water level on the order of μm were easily detectable by the x rays. The density of a deposited monolayer was varied by moving the barrier along the trough under computer control. The homemade translation stage was designed to run without lubrication and with negligible backlash (0.001 in.). The stage was driven by a dc motor with an optical rotary encoder to measure position.

The water for the experiments was obtained from a Millipore Milli-Q UV + system fed by a Milli-RO system. The pH of the water was adjusted to 2.0 ± 0.1 by adding pure HCl (Ref. 14) and placed in an air-filtered 4 l pyrex bottle. The pH of the subphase produced this way was observed to change by less than 0.05 when sitting in either the bottle or the trough for periods of the order of 1 week. Typically the water for the subphase was withdrawn from the bottom of the bottle after a few hours. We believe that this allowed sufficient time for some of the remaining surfactant contaminants to rise to the water surface, and in this way the bottle storage probably provided some additional purification.

A closed system of teflon TFE plumbing was used to transfer the water from the bottle to the trough. A Pasteur pipette attached to a clean mechanical pump was used to remove liquid from the trough and to aspirate the surface to clean it of residual contaminants. The pipette was attached to a teflon bellows which allowed it to be moved around inside the box while still keeping the box airtight. Tetracosanoic acid obtained from either Fluka or Sigma was used without further purification and gave similar results. Baker Resi-Analyzed chloroform was used as a solvent. In place of pure chloroform as a solvent, chloroform/benzene mixtures were also tried and found to give identical results.

The temperature of the system was controlled by two Neslab closed cycle systems to about 0.1 °C. One controller sent temperature controlled liquid (90% water/10% ethylene glycol) through a gold plated copper plate directly beneath the trough. The other controller sent liquid through an upper cooling plate suspended about 1 in. above the water surface and through copper tubing in thermal contact with the outside surfaces of the walls and roof of the aluminum box. The box was covered with closed-cell foam insulation. Temperature was measured with thermistors on the plate below the trough, on a second gold plated copper plate that was thermally floating halfway between the water surface and the upper cooling plate, and on the roof of the box. In order to minimize convection and keep the x-ray windows free of condensation the controllers were set so that the plate below the trough was 2–3 °C colder than the upper cooling plate. The box was mounted on a delrin spacer (for temperature isolation) and then on a kinematic mount tilt stage.

The use of consistent cleaning procedures was found to be very important in achieving a clean environment for the trough studies. Before use the apparatus was disassembled, cleaned, and reassembled in a clean hood. The trough was repeatedly flushed with water by filling it and then removing the water with the built-in aspirator pipette. Typically this was done 20–50 times over a period of 2 or 3 days before the system was clean enough to take isotherms. To prepare a clean water surface we filled the trough quite high and allowed the surface pressure to equilibrate. We then moved the barrier to the end of the trough near the aspirator, concentrating any residual insoluble impurities and vacuumed the surface with the pipette to remove these impurities. At this stage, the enclosure was refilled with nitrogen and allowed to equilibrate again. In order to test the cleanliness of the surface, the barrier was moved across the trough, thus reducing the surface area available to impurities by a factor of 3 or 4. If the surface tension changed by less than 0.05 dyn/cm, and
remained stable for a minimum period of a \( \frac{1}{2} \) h, we considered the surface to be clean enough to use. Usually the changes observed on compression were about 0.02 dyn/cm as shown in Fig. 5(b). Similar tests were also performed following deposition of the pure solvent on the water surface. Following deposition it took approximately 15 min for the pressure to stabilize. This is probably due to some combination of evaporation of the solvent and the time necessary for the initial humidity in the box to be restored; however, once the surface tension had stabilized the surface tension changes following compression were indistinguishable from those observed for the bare water surface.

In order to deposit a film without introducing contaminants we used a graduated glass microliter syringe with a teflon tipped plunger and a 12 in. needle. While flowing clean nitrogen gas into the enclosure a small (3/4 in. diam.) port was opened on the enclosure wall and the needle inserted. The solution was added to the water surface drop by drop by carefully touching the drop hanging from the end of the needle to the water surface without submerging the needle tip. The port was then closed and the overpressure of clean nitrogen in the enclosure was stabilized at \(-1\) psi. The relaxation of surface pressure was continuously monitored for periods of the order of 15 min until it became stable. Errors introduced by the reading of the graduated syringe and differences in water level (which cause variations in the area of the exposed liquid) resulted in approximately 2%-4% errors in area/molecule from one film to another.

### III. SPECTROMETER DETAILS

The x-ray measurements were made at beam line X22B of the National Synchrotron Light Source at Brookhaven National Laboratory. The data reported here are the result of more than 2.5 months of beamtime over the period of a year and represent detailed studies of approximately 30 monolayers. The liquid surface spectrometer has been described in detail elsewhere, but the general design is as follows (see Fig. 1): the x rays are focused by a doubly curved mirror which is about 14 m from the x-ray source and about 6 m upstream of the hutch. The x rays are monochromated by a single bounce Ge(111) crystal which is located just outside of the entrance of the hutch. A slit \( S_1 \), after the first monochromator, is closed down just enough to slightly trim the beam. A second Ge(111) crystal, 2 m after the first, reflects the beam down to the desired angle \( \alpha \) with respect to the surface. A slit \( S_2 \) before the sample position fixes the size of the beam hitting the sample. Typical \( S_2 \) slit settings were a vertical size of \( h_2 = 0.1 \) mm and a horizontal size \( w_2 = 2 \) mm. The focused beam at the sample has an angular divergence determined by the x-ray source, the optics, and the slits and is given by \( \Delta \alpha \approx 6 \times 10^{-5} \) rad in the vertical and \( \Delta \phi \approx 2 \times 10^{-3} \) rad in the horizontal. The distances from crystal to sample and from sample to detector were both about 600 mm. The x-ray intensity incident upon the sample was monitored by a scintillation detector, placed after \( S_2 \) and immediately before the sample, which recorded x rays scattered perpendicular to the main beam. Another slit \( S_3 \) is placed after the sample, primarily to reduce background scattering. For diffraction measurements Soller slits, with the leaves oriented vertically, were placed just before the detector. The horizontal angular spread accepted by the Soller slits was \( \Delta \phi \approx 3 \times 10^{-3} \) rad. A Krauss quartz wire position-sensitive detector placed behind the Soller slits, with the wire mounted vertically, enabled measurements to be simultaneously recorded over a range of angles \( \beta \), with respect to the surface. For each detected x ray a count was added to one of the 1024 channels into which the 50 mm length of the wire was electronically partitioned. This resulted in a maximum resolution of \( \Delta \beta \approx 8 \times 10^{-5} \) rad. The physics for the present measurements made this fine resolution unnecessary and the channels were combined into 4 bins, of 256 channels each, giving a resolution of approximately 0.02 rad or \( \Delta Q_z \approx 0.06 \) Å\(^{-1}\). The detector arm could be rotated about a vertical axis through the sample position (varying \( \Psi \)) and moved vertically (varying \( \beta \)) to access a wide range of scattered wave vectors.

The wave vector transferred, \( \mathbf{Q} = \mathbf{k}_{\text{out}} - \mathbf{k}_{\text{in}} \), is related to the spectrometer angles by the following equations:

\[
\begin{align*}
Q_x &= (2\pi/\lambda) \cos \beta \sin \Psi, \\
Q_y &= (2\pi/\lambda) \left[ \cos \beta \cos \Psi - \cos \alpha \right], \\
Q_z &= (2\pi/\lambda) \left[ \sin \alpha + \sin \beta \right],
\end{align*}
\]

however, for a two dimensional powder the only physically significant quantities are \( Q_z \) and the amplitude of the in-plane wave vector

\[
Q_i = \frac{2\pi}{\lambda} \left[ \cos^2 \alpha + \cos^2 \beta - 2 \cos \alpha \cos \beta \cos \Psi \right]^{1/2}.
\]

With a wavelength \( \lambda = 1.527 \pm 0.006 \) Å, and \( \alpha = 0.14^\circ \) (slightly less than the critical angle for total external reflection 0.15\(^\circ\)) the spectrometer can access approximately \(-2 < Q_i < 2 \) Å\(^{-1}\) and \(0 < Q_z < 1\) Å\(^{-1}\).

---

**FIG. 1.** (a) Schematic illustration of beam line X22B at the National Synchrotron Light Source (NSLS). (b) Schematic illustration of the liquid surface spectrometer that was used for the present experiments.
IV. ISOTHERMS

Two fundamentally different types of isotherms were taken, under computer control, over a temperature range from 18–25 °C. What we believe to be near equilibrium isotherms (Type I) were taken by making a sequence of small area compressions separated by variable waiting periods. During the waiting periods, pressure measurements were automatically recorded at equal time intervals of between 1.5 and 2 min. The waiting periods were automatically terminated, and the next compression step was taken only after five successive measurements were equal to one another within 0.01 dyn/cm. Complete isotherms taken in this manner took as long as 2 or 3 days. This placed very stringent conditions on the stability and the cleanliness of the entire system. In addition, it was absolutely essential that the material chosen for these experiments have negligible solubility in the subphase. Figure 2(a) shows all of the readings taken versus time for one complete isotherm at 20.0 °C.

Isotherms in which the surface pressure was not necessarily stabilized were taken in a similar manner, except that the waiting time between incremental compressions was set at some predetermined fixed value. For this type of isotherm (Type II) a data point was typically taken every 0.2 Å²/molecule with a waiting time of 60 s between compressions. Thus an entire Type II isotherm took 1 to 2 h to measure. This method, as well as the method of continuous compression, is routinely used by many experimenters, however, as can be seen in Fig. 3 the Type II isotherms obtained in this way differ in several respects from the Type I isotherms. For example, the pressures in Type II isotherms are generally higher at the same area and temperature. This is demonstrated in Fig. 3(b) for isotherms at 22.0 °C. Also, the Type II isotherms continue to a much higher pressure before collapse (often as high as 40–50 dyn/cm²), while the maximum attainable surface pressures for the Type I isotherms are in the range 11–15 dyn/cm² as demonstrated in Fig. 4.

The collapse of a Type I isotherm is illustrated for one temperature (21.0 °C) in Fig. 3(a). Most importantly, the qualitative shapes of the two types of isotherms are often different at the same temperature. For example, at 22.5 °C and above, the Type II isotherms have two kinks, which would generally be interpreted as two phase transitions. In particular, this sequence of Type II isotherms in Fig. 3(c) is reminiscent of isotherms near a triple point. However, when the surface pressure is allowed to stabilize, the Type I isotherms do not exhibit a triple point at these temperatures. The Type I isotherms at these temperatures have only one kink. Figure 3(d) shows a direct comparison between these two types of isotherms at 22.5 °C.

We will present grazing incidence diffraction results on the monolayers which, along with similar results by others, indicate one type of two-dimensional crystalline or...
hexatic phase for $A > 21.5 \, \text{Å}^2$. For $A > 23 \, \text{Å}^2$ the x-ray diffraction pattern is independent of $A$. This fact, by itself would normally suggest coexistence between the crystalline or hextatic phase and a disordered phase. However, for a pure system $\pi$ should not change during compression of a macroscopic area containing two thermodynamically coexisting phases. As can be seen in Fig. 5(a), for $A > 25 \, \text{Å}^2$, there is a slow rise in pressure with decreasing area. If we assume that impurities fill the space between the crystallites and behave as a two-dimensional ideal gas, then the pressure should satisfy

$$\pi - \pi_0 = c k_B T / (A - A_0),$$  \hspace{1cm} (1)$$

where $c$ is the ratio of the number of impurities to the number, $N$, of monolayer molecules in the film, $A_0$ is the area/molecule filled by the crystalline domains, and $\pi_0$ ($\approx -0.5$ dyn/cm) accounts for systematic errors in the absolute value of $\pi$. The solid line in Fig. 5(a) representing this functional form, describes the isotherm quite well at large areas with $c = 0.009 \pm 0.001$ and $A_0 = 22.8 \pm 0.14 \, \text{Å}^2$. As data points at smaller areas are included in the range fit, the value of chi squared is constant at first (smallest values of chi squared ~ 2) but then rises precipitously to values ~ 60. The best values for the adjustable parameters, $c$ and $A_0$, were taken from the fit at the smallest area before the rise in chi squared. Typical best fit values of $c$ ranged between 0.005 and 0.01 implying that impurities were on the order of 0.5%–1% of the number of molecules deposited in the monolayer. Although this is between 5 and 10 times larger than the number of impurities that were on the clean surface it is still a reasonable number, suggesting that the largest fraction of impurities were deposited along with the monolayer.

When the film was in the large area region (i.e., $A > 25 \, \text{Å}^2$) the surface pressure stabilized quickly, on the order of 30 s after a compression. This is understandable if the crystalline, or hexatic, domains were mostly separated. However, at some point around 25 $\text{Å}^2$/molecule the decay time rises dramatically and we suspect that this indicates the onset of a region in which the crystalline domains are being pressed together; e.g., at this point the pressure can only relax through annealing of defects in the long range crystalline, or hexatic, order of the domains. In order to get a quantitative measure of the relaxation rate the time dependence of the pressure, following each incremental compression, was fit to the form

$$\pi = A e^{(t - c)/r} + \pi_\infty.$$  \hspace{1cm} (2)$$

Figure 2(b) shows the typical results of such fits at 20.0 $^\circ$C for the relaxation times $r$ and the limiting pressures $\pi_\infty$. As can be seen the values $\pi_\infty$ match the measured isotherm very well. This vindicates the relaxation procedure we use to measure the isotherms and, similarly, to prepare the monolayers for x-ray measurements. With decreasing area the relaxation times rise, as expected, around 25 $\text{Å}^2$, but they decrease relatively abruptly following the decrease in $d\pi/dA$ as the monolayer enters the "plateau region." At higher pressures the relaxation times often appear to rise again. However, in this region the exponential form is no longer as good a description of the relaxation process.

We believe that the long equilibration times that precede the kink are due to the relaxing of grain boundaries between domains that are brought together. Clearly, if this relaxation is not allowed to occur (say by fast compression), the internal pressure within the crystalline domains should be different from the macroscopically measured surface pressure, which would not necessarily be an acceptable intrinsic thermodynamic variable.

The relaxation procedure outlined above was also used to prepare the monolayers for x-ray measurements. The additional time required for the diffraction measurements, including the repetitions required to ensure the stability of the peaks, resulted in surface pressure relaxation rates that were no larger than approximately 0.01 dyn/cm-h. Most of the monolayers studied with x-ray scattering were spread at $\pi < 3$ dyn/cm and then compressed in steps of 0.1 or 0.2 $\text{Å}^2$; however, to study lower densities a few monolayers were spread at lower $\pi$. No monolayers were used for more than 3 days. When $\pi$ stabilized the diffraction patterns were also stable, and successive steps in area $A$ were not taken until both were stable. There was no evidence of longer term drifts that might have been induced by x-ray damage to the sample.\textsuperscript{10,4}

V. X-RAY BACKGROUND

A. Reflectivity

X-ray specular reflectivity has been used successfully to obtain quite detailed information about the electron density profile near the surfaces of both simple and ordered liquids\textsuperscript{34-36,26,20,27-34} as well as of crystalline and amorphous solids.\textsuperscript{35-44} The geometry for reflectivity is the same as that shown in Fig. 1(b); however, since specular reflection is only observed when $\alpha = \beta$ and $\Psi = 0$, the data can be regarded as a function of $Q_x = (4\pi/\lambda) \sin \alpha$ with $Q_x = Q_y = 0$. This implies that the theoretical form of the
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differential cross section for specular reflectivity from a perfectly flat surface can be expressed as the product of a function of \( Q_z \) and delta functions in \( Q_x \) and \( Q_y \). In view of the fact that diffuse scattering from the bulk liquid (and air, etc.) will generally be a slowly varying function of both \( Q_x \) and \( Q_y \) it is straightforward to remove the contribution that background scattering makes to the total signal observed when the reflectometer is in the specular position by simply subtracting the intensity detected when the spectrometer is tuned slightly away from the specular at a small but finite \( Q_z \). On the other hand, for liquid surfaces, the theoretical form for diffuse scattering from thermally excited capillary waves varies as \( 1/(Q_x^2 + Q_y^2) \) and the separation of specular reflectivity from surface diffuse scattering is more subtle.\(^{24,25,43,46}\)

A convenient way to analyze reflectivity from surfaces is to compare it to the reflectivity expected from an ideal "step-function" interface, i.e., the Fresnel equation. Because the dielectric constant at x-ray frequencies is typically less than that in vacuum there is a critical angle below which there is total external reflection. Beyond that angle the reflectivity must rely on physical intuition regarding what constitutes a total external reflection. This requires a minimum of five free parameters. However, there are other additional details of the monolayer profile that need to be specified. For example, this model must include some specific functional form for both the tail/vapor interface and the electron density at the head group position. In addition it is possible that there is some fine structure along \( z \) in the electron density of the tail region, etc. In principal these types of details can be obtained from a sufficiently well ordered surface. However, as will be seen below, these details can not be resolved in the present study, because our reflectivity data could only be measured to \( Q_z < 0.6 \text{ Å}^{-1} \), making fits fairly insensitive to structural details on length scales \( \ll (\pi/0.6) \approx 5 \text{ Å} \). Therefore, the sensible thing to do is to choose a simple model that determines the features in which we are interested, keeping in mind that the quality of the fit may not be as good as with a more complicated parameterization that would probably be neither unique nor insightful.

One such model for a monolayer density is the following:

\[
\frac{p(z)}{\rho_\infty} = \frac{A_1}{2} \left[ 1 + \text{erf} \left( \frac{z}{\sqrt{2}\sigma_1} \right) \right] + \frac{A_2}{\sqrt{2\pi}\sigma_2} e^{-\left( z - L \right)^2/2\sigma_2^2} + \frac{1 - A_1}{2} \times \left[ 1 + \text{erf} \left( \frac{z - L}{\sqrt{2\sigma_3}} \right) \right],
\]

where \( \text{erf}(x) \) is the standard error function. Each parameter above can be identified with one of the features mentioned earlier. The width of the tail/vapor interface is given by \( \sigma_1 \), while \( A_1 \) specifies the electron density in the tail group region (normalized to the density of water). The parameter \( L \) specifies the distance from the tail/vapor interface to the head group. The integrated electron density in the head group is given by \( A_2 \), and the width of the head group region is given by \( \sigma_2 \). The parameter \( \sigma_3 \) is coupled to \( \sigma_2 \) and adds little physical insight. Since the data is not very sensitive to the precise value of \( \sigma_3 \) as long as it is reasonably close to that

This requires a minimum of five free parameters. However, there are other additional details of the monolayer profile that need to be specified. For example, this model must include some specific functional form for both the tail/vapor interface and the electron density at the head group position. In addition it is possible that there is some fine structure along \( z \) in the electron density of the tail region, etc. In principal these types of details can be obtained from a sufficiently well ordered surface. However, as will be seen below, these details can not be resolved in the present study, because our reflectivity data could only be measured to \( Q_z < 0.6 \text{ Å}^{-1} \), making fits fairly insensitive to structural details on length scales \( \ll (\pi/0.6) \approx 5 \text{ Å} \). Therefore, the sensible thing to do is to choose a simple model that determines the features in which we are interested, keeping in mind that the quality of the fit may not be as good as with a more complicated parameterization that would probably be neither unique nor insightful.

One such model for a monolayer density is the following:

\[
\frac{p(z)}{\rho_\infty} = \frac{A_1}{2} \left[ 1 + \text{erf} \left( \frac{z}{\sqrt{2}\sigma_1} \right) \right] + \frac{A_2}{\sqrt{2\pi}\sigma_2} e^{-\left( z - L \right)^2/2\sigma_2^2} + \frac{1 - A_1}{2} \times \left[ 1 + \text{erf} \left( \frac{z - L}{\sqrt{2\sigma_3}} \right) \right],
\]
of $\sigma_z$, we simply fix $\sigma_z$ at a value of 3 Å and do not allow it to vary in the fitting procedure.

B. Diffraction

The use of grazing incidence diffraction (GID) to study surface structure has been widely applied to solid surfaces.\textsuperscript{51-58,39} The GID technique became feasible as a result of the development of synchrotron x-ray sources, i.e., because such sources have very high intensity per solid angle and per bandwidth, diffraction signals from single monolayers can have count rates of the order of 10–100 counts/s. Since stray scattering from other sources can be reduced to comparable levels these rates are adequate for detailed diffraction studies. The GID technique essentially eliminates diffuse scattering from the bulk material below the surface by restricting the incident angle $\alpha$ (see Fig. 1) to be smaller than the critical angle, $\phi_c = Q_c \lambda / 4\pi$, for total external reflection. Under this condition the incident wave only penetrates into the bulk evanescently with an exponential characteristic length $\sim \lambda / 4\pi \sqrt{\phi_c^2 - \phi^2}$ which is of the order of 50 Å when $\phi \ll \phi_c$. The fact that diffuse scattering from this thin layer is not significantly larger than Bragg scattering from a single monolayer is what renders the GID technique practical.

The kinematics of GID scattering from LM can be discussed in terms of diffraction from two dimensional crystals. An arbitrary two-dimensional Bravais lattice can be described by three parameters, e.g., two basis vector lengths, $a_1$ and $a_2$, and the angle between them, $\gamma$, as shown in Fig. 6. If the lattice vectors are written as

\[
\mathbf{a}_1 = \begin{pmatrix} a_1 \\ 0 \end{pmatrix}, \quad \mathbf{a}_2 = \begin{pmatrix} a_2 \cos \gamma \\ a_2 \sin \gamma \end{pmatrix},
\]

then the basis vectors of the reciprocal space lattice are given by

\[
\mathbf{b}_1 = 2\pi \frac{\mathbf{a}_2 \times \hat{z}}{(\mathbf{a}_2 \times \hat{z}) \cdot \mathbf{a}_1} = \frac{2\pi}{a_1 a_2 \sin \gamma} \begin{pmatrix} a_2 \sin \gamma \\ -a_2 \cos \gamma \end{pmatrix},
\]

\[
\mathbf{b}_2 = 2\pi \frac{\hat{z} \times \mathbf{a}_1}{(\hat{z} \times \mathbf{a}_1) \cdot \mathbf{a}_2} = \frac{2\pi}{a_1 a_2 \sin \gamma} \begin{pmatrix} 0 \\ a_1 \end{pmatrix}.
\]

Only the lowest order diffraction peaks could be observed; however, we will demonstrate that all of the observed positional order can be explained by assuming local triangular packing corresponding to a rectangular Bravais lattice with a two molecule basis. This orthorhombic lattice satisfies the condition that $a_2 \cos \gamma = a_1 / 2$. This means that 4 of the six nearest-neighbor bonds have length $a_2$. As a result, reciprocal lattice vectors of magnitude $b_1$ have a degeneracy of 4 and those of magnitude $b_2$ have a degeneracy of 2.

Although fluctuations make true long-range crystalline order impossible in two dimensions,\textsuperscript{59} quasi-long-range order, which is characterized by algebraic correlations, gives rise to a scattering intensity distribution in reciprocal space for which the distribution around the smallest wave vectors is only subtly different than that of a true two-dimensional crystal and it is convenient to discuss GID from a LM as though the system had true two-dimensional long-range order.

For a two-dimensional lattice of point objects, the theoretical scattering intensity has infinite extent in the third ($Q_z$) dimension, e.g., the structure factor of the lattice is a set of rods distributed on the two-dimensional reciprocal lattice. The effect of the finite molecular size on the scattering distribution from an actual monolayer is to multiply the uniform intensity along the rod by the molecular form factor which, in the kinematic approximation, is the square of the magnitude of the Fourier transform of the electron density of the individual molecule. Some features of the scattering distribution from such monolayers are relatively independent of the details of the electron distribution of an individual molecule. For example, if the molecule is modeled as either a uniform rod of finite length, or a prolate ellipsoid, then the Fourier transform will be either a flat disk or an oblate ellipsoid. We will avoid questions of oscillations in the Fourier transform by assuming that the electron density does not have a hard edge, but dies off gradually, e.g., as a Gaussian. This oblate ellipsoid multiplies the array of rods. If the molecules in the film are oriented with their long axis normal to the $x$-$y$ plane, then the ellipsoid will lie in the $Q_x - Q_y$ plane in reciprocal space. The maximum intensity along each rod is predicted to be where the center of the ellipsoid intersects the rod, in this case at $Q_\perp = 0$ (phase $U$ in Fig. 6). However, if the molecules are tilted away from the surface normal, then the ellipsoid in reciprocal space will cut through the rods at an angle, moving the maximum intensity along the rods away from $Q_\perp = 0$ in some cases.
In order to determine where the maximum intensity will be for a particular rod, we must know not only the tilt angle of the molecule from the surface normal, \( \phi \), but also the azimuthal direction of the tilt, \( \phi \), in relation to the surrounding lattice. In general the value of \( Q \), for which the intensity is maximum along the rod is given by

\[
Q^\text{max} = Q_i \cdot \left( \frac{\cos \phi}{\sin \phi} \right) \tan \theta,
\]

where \( \phi \) is angle between the projection of the molecular tilt and the \( x \) axis.

The only three phases observed in this study of C24 correspond to one untitled phase (\( \theta = 0 \)), one tilted phase in which \( \phi = 0 \), corresponding to the molecules tilting towards their nearest neighbor, and another in which \( \phi = \pi/2 \), corresponding to the molecules tilting midway between neighbors. Figure 6 illustrates the location of the intensity maxima relative to the reciprocal lattice for the two tilted cases of interest. We will call the case in which \( \phi = 0 \) the \( I \) phase and one with \( \phi = \pi/2 \) the \( F \) phase in analogy to the smectic liquid crystal phases with the same in-plane structure.\(^6\) We see that in the \( I \) phase two peaks remain at \( Q_\theta \) = 0 while two peaks move up to positive \( Q_\theta \) and two move to a negative value. In the \( F \) phase all peaks move away from \( Q_\theta \) = 0. Of the three at positive \( Q_\theta \), two move to the same value of \( Q_\theta \) and the third moves to a value of \( Q_\phi \) that is twice as large. The situation is symmetrical at negative \( Q_\theta \). This gives us distinct signatures of the three phases: untitled, \( I \), and \( F \).

The picture, in reciprocal space, for a two-dimensional powder can be constructed from the aforementioned patterns by simply rotating the entire reciprocal space around an axis perpendicular to the \( Q_x - Q_y \) plane and passing through the origin. This converts all peaks into rings, and removes the distinction between \( Q_x \) and \( Q_y \) making it convenient to speak of \( Q_i \).

VI. X-RAY RESULTS

Figure 7, summarizing the results of diffraction measurements on the monolayer phases of tetracosanoic acid at \( T \approx 20.5 \) °C, is divided into five regions with different physical properties. The isotherm in part (a) was taken simultaneously with the diffraction measurements for one of the monolayers. Part (b) illustrates the variation of \( A_i \) with \( A_M \) for 6 different monolayers, where \( A_i \) is the area/molecule calculated from the observed diffraction peaks and \( A_M \) is the area/molecule calculated from the amount of material deposited in the monolayer. To account for systematic errors (i.e., \( \pm 0.5 \) Å), the values of \( A_M \) for different monolayers were shifted to ensure that their isotherms overlapped. The solid line, corresponding to \( A_i = A_M \), shows what is expected for a homogeneous film in which the total area \( A_T \) is given by \( A_T = N A_M \) and illustrates the result that in only two of the five regions indicated on the isotherm is the film believed to be homogeneous. The scatter of the equilibrium points is due primarily to the result of small temperature differences for these six different monolayers. Although there is some slight temperature dependence to the pressure and to the range of area over which a particular phase persists, the sequence of phases is unchanged over the measured temperature range of 20–22 °C whenever the waiting time between incremental changes in area was sufficiently long to allow the surface pressure \( \pi \) and the diffraction pattern to stabilize. In certain parts of the phase diagram, notably region 3, stable diffraction patterns were only observed during the final stages of pressure relaxation. This sometimes required an order of magnitude longer than the time for the surface pressure to decay to 1/e of its initial value following incremental compression. Very different results were obtained if the surface pressure was not allowed to stabilize completely.

In principle, the functional form and width of the peaks give information about the type and extent of correlations that exist in real space. In practice, however, distinguishing an algebraic line shape from either a Lorentzian or a Gaussian shape relies on subtle features that are not supported by
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the existing data (in particular, the statistics). As a result, since the data do not allow us to distinguish between the two line shapes, it was convenient to fit the peaks to a Gaussian line shape for which a linear background is added as an approximation to the bulk scattering. Peak widths mentioned are Gaussian widths, and real-space correlation lengths are corrected for resolution effects and computed as \( \sigma / (2 \ln 2) \), where \( \sigma \) is the Gaussian width in reciprocal space.

A. Region 1

The only diffraction peaks seen throughout region 1 were those corresponding to the \( f \) phase. Within this region the equilibration times for the surface pressure \( \pi \) were short, \( \sim 30 \) s, and the peak positions were essentially independent of \( A_M \). Representative lattice parameters are displayed in Table I and typical peaks in \( Q_z \) are shown in Fig. 8. The plots on the left of the figure display the peaks at the value of \( Q_z \) where the peak intensity is greatest. The plots on the right show peak amplitude plotted vs \( Q_z \) for typical peaks. The solid dots represent the measurements and the solid lines represent the fits. Theoretically, the \( Q_z \) dependence of these peaks should yield information about the structure of the molecule in the surface normal direction. In practice, the statistics are too poor to allow detailed analysis. However, by modeling the molecule density as a simple square wave with thickness \( L_z \), we can fit the peaks in \( Q_z \) to the form

\[
I(Q_z) \sim \left( \frac{\sin(Q_z L_z/2)}{Q_z L_z/2} \right)^2.
\]

For all of the region 1 these fits give values of \( L_z = 27 \pm 2 \) Å. This degree of accuracy is not sufficient to distinguish between the values \( L_z \) for the different phases; however, it does agree with the thickness that was extracted from the specular reflectivity measurement for the low pressure portion of region 2 that will be discussed below. The area \( A_z \) computed from the positions of the diffraction peaks is less than the deposited average area per molecule (see Fig. 7). This implies that the film is not homogeneous, and that there are empty regions or regions of lower density on the surface. The peaks are resolution limited, implying that the ordered phase consists of large crystalline (or hexatic) domains coexisting with some dilute, noncrystalline phase, possibly an ideal gas of impurities. A lower bound for the size of correlated regions, based on the resolution limit, is 240 Å.

In this region, the film appeared to be a coarse powder since there were large fluctuations in intensity between the peaks seen at positive and negative \( \Psi \), and also between different films. We attempted to examine this in more detail by rotating the sample; however, it was not possible to rotate the trough without also causing slight tilts that led to flow in the liquid subphase. Changes in the monolayer accompanying even small rotations of the trough were not reversible. Nevertheless, we can estimate the size of the crystalline islands from the stochastic fluctuations of the peak intensity. Although we sometimes saw fluctuations at the level of 50% in intensity we will take a conservative value of 10%. Assuming Poisson statistics, this means the x-ray beam sampled at most 100 correlated regions. To calculate the mean

<table>
<thead>
<tr>
<th>Phase</th>
<th>( Q_{11} )</th>
<th>( Q_{12} )</th>
<th>( Q_{21} )</th>
<th>( Q_{22} )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( \theta ) (deg)</th>
<th>( a_{1\text{chain}} )</th>
<th>( a_{2\text{chain}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>1.420</td>
<td>0.79</td>
<td>1.445</td>
<td>0</td>
<td>5.14</td>
<td>5.05</td>
<td>33</td>
<td>4.30</td>
<td>4.86</td>
</tr>
<tr>
<td>( U )</td>
<td>1.517</td>
<td>0</td>
<td>1.655</td>
<td>0</td>
<td>4.94</td>
<td>4.53</td>
<td>0</td>
<td>4.94</td>
<td>4.53</td>
</tr>
<tr>
<td>( F )</td>
<td>1.50</td>
<td>0.24</td>
<td>1.60</td>
<td>0.50</td>
<td>4.92</td>
<td>4.64</td>
<td>15</td>
<td>4.92</td>
<td>4.52</td>
</tr>
<tr>
<td>( F )</td>
<td>1.494</td>
<td>0.28</td>
<td>1.578</td>
<td>0.54</td>
<td>4.95</td>
<td>4.689</td>
<td>19</td>
<td>4.95</td>
<td>4.50</td>
</tr>
<tr>
<td>( F )</td>
<td>1.493</td>
<td>0.33</td>
<td>1.539</td>
<td>0.66</td>
<td>4.91</td>
<td>4.764</td>
<td>22.6</td>
<td>4.91</td>
<td>4.49</td>
</tr>
<tr>
<td>± 0.005</td>
<td>± 0.05</td>
<td>± 0.005</td>
<td>± 0.05</td>
<td>± 0.02</td>
<td>± 0.02</td>
<td>± 0.02</td>
<td>± 0.02</td>
<td>± 0.02</td>
<td>± 0.02</td>
</tr>
</tbody>
</table>
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number of ordered domains consider that the angular spread of the incident beam was \( \Delta \phi \approx 0.12 \). Assuming that the orientations of the ordered domains were distributed isotropically within the plane of the surface, and considering that for each \( I \) domain there are two equivalent peaks at \( Q_z = 0 \), the total number of regions in the illuminated area was larger than the 100 correlated regions that were observed by a factor of \((1/2)(360^\circ/0.12^\circ)\), corresponding to \(2 \times 10^4\) domains. Since \( A_z \) is not very much smaller than \( A_M \), for an illuminated area of \( \sim 200 \text{ mm}^2 \) the dimension of an ordered domain is of the order of \((200 \text{ mm}^2/(2 \times 10^4))^{1/2} = 30 \mu\text{m}\). This is similar to domain sizes measured with fluorescence microscopy in monolayers of lipids and other fatty acids.61-63

B. Region 2

When \( A_M \) decreases past approximately 23 \( \text{Å}^2/\text{molecule} \) the equilibration time of the monolayer rises dramatically from a few minutes to several hours. At the same area the pressure starts to deviate from the ideal gas behavior and over the next \( \sim 2 \text{ Å}^2/\text{molecule} \) \( \pi \) rises sharply. As shown in Figs. 9 and 10 this is accompanied by an equally dramatic change in the dependence of the peak positions, tilt angle, and peak widths on deposited area/molecule, \( A_M \).

Notice that in region 1, both peak positions are unchanged within the error bars. However, as the film enters region 2 the peaks begin to shift position linearly with the deposited area. The shift in \( Q_z \) for the peak at positive \( Q_z \) is larger than that for the peak at \( Q_z = 0 \). The slope of the linear region for the high \( Q_z \) peak is \(-0.043 \pm 0.003 \text{ Å}^{-2}\), while for the \( Q_z = 0 \) peak the slope is \(-0.010 \pm 0.001 \text{ Å}^{-2}\). This indicates that the lattice is compressed primarily, though not entirely, along the \( a_1 \) axis (the projected tilt direction for the \( I \) phase).

This compression is accompanied by a change in the position of maximum intensity in \( Q_z \), for the peak at \( Q_z \neq 0 \). The position systematically decreases, implying a reduction of the tilt angle \( \theta \) [see Fig. 9(c)]. The value of \( \theta \) has been calculated by simply inverting Eq. (5) and substituting \( \phi = 0 \) for the \( I \) phase. The change in \( \theta \) can be simply related to the compression if we consider the packing of the hydrocarbon chains. In Fig. 9 we illustrate the distances \( a_{12}^{ch} \) between adjacent alkane chains in the plane that is normal to the chain axis. The chain packing distances for the \( I \) phase are given by

\[
a_{1}^{ch} = a_1 \cos \theta,
\]

\[
a_{2}^{ch} = [(a_2 \cos \gamma \cos \theta)^2 + (a_2 \sin \gamma)^2]^{1/2}.
\]

These adjusted lattice parameters are constant throughout regions 1 and 2 suggesting that the lattice parameters are determined by the packing constraints of the hydrocarbon chains. In a manner similar to bulk hydrocarbon chains, the closest packing occurs when an "H atom from one molecule enters the depression between three H atoms in an adjacent molecule".64,65 Using this rule, only certain tilt angles are permitted for \textit{all-trans} chains. For a monolayer of such chains with orthorhombic symmetry (as is appropriate here) Kitaigorodskii has tabulated these tilt angles as 34.5, 31.5, 27, 19, and 0 deg.64 This is not to imply that other physical considerations may not determine the actual structure or tilt angle, for example, bulk paraffins often exhibit rotator phases in which the molecules have partial or complete freedom to rotate about the chain axis thus overconverging.

FIG. 9. The top two plots show the positions of the peaks in the \( I \) phase as a function of area \( A \). (a) the peak at nonzero \( Q_z \), (b) the peak at \( Q_z = 0 \). (c) The value of \( \theta \) as calculated from Eq. (5). (d) and (e) The values of the chain-packing lattice parameters as described in the text. Notice that they are unchanged throughout the phase.

FIG. 10. Gaussian widths, \( \sigma_{\text{Gaussian}} \), of peaks in the \( I \) phase [i.e., half-widths at half-maxima are given by \( \sigma_{\text{Gaussian}} \sqrt{2 \ln 2}^{1/2} \)]. The open squares show the widths of the peak at nonzero \( Q_z \), the filled circles the peak at \( Q_z = 0 \).
the constraint of nesting the H atoms. Alternatively, Cai and Rice have used a density functional theory to show that monolayers of rigid cylinders (no effects due to nesting) will often prefer a tilted rather than an untilted configuration and that there is a free energy minimum for a tilt angle of approximately 30°. In either case, as the area/molecule is externally varied under conditions that force the tilt angle to deviate from an energetically optimum value, it is likely that the accompanying rise in free energy of the monolayer will destabilize the F structure.

Furthermore, we might expect the correlations of the two-dimensional order to suffer because of this additional "strain" free energy. In fact, as the monolayer is progressively compressed into region 2, the widths of the peaks broaden significantly (see Fig. 10) indicating a reduction in the in-plane correlations from >240 Å at large areas, to a value of 190 Å. Note that for \( A > 23 \text{ Å}^2 \) both peaks representing the F phase are resolution limited, but the \( Q_z > 0 \) peak widths are larger than the \( Q_z = 0 \) widths due to the change in the spectrometer resolution as a function of \( Q_z \). In this region the plot of the unit cell area \( (A_z) \) vs deposited average area per molecule \( (A_{depl}) \) [Fig. 7(b)] is linear with a slope close to 1, implying that the monolayer is homogeneous.

Finally, Figs. 11(a)–11(c) illustrate specular reflectivity for three different incident angles \( \alpha \) as a function of the position of a narrow x-ray beam (\( \sim 3 \text{ mm footprint} \)) along the length of the sample. The fact that the reflectivity is essentially independent of position for approximately 90 mm, corresponding to approximately the length of the subsurface quartz flat, supports the contention that the LM is homogeneous. Figure 12 shows reflectivity data at three different surface pressures within region 2. The solid lines through the data represent fits to the model described by Eq. (4). The values and uncertainties in the model parameters for the data sets are given in Table II. We can notice some interesting results. The thickness of the tail region, which is closely related to the parameter \( L_r \), increases monotonically with \( \pi \).

Assuming that the chains are rigid, this is just what is expected from the previous analysis of the tilt angle \( \theta \) extracted from the diffraction data. The values of \( \theta \) in Table II are taken from the analysis of the diffraction data and the molecular length is simply calculated as \( L / \cos \theta \). If we make the simplifying assumption that the length of the C–O bonds in the head group are the same as all of the C–C bonds then the repeat distance along the alkane chain is given by \( 2 \times (32/25) = 2.56 \text{ Å} \) which is equal to typical published values.

The result for the width of the tail/vapor interface \( \sigma_1 \) is in good agreement with the value expected for a roughness due to thermally excited capillary waves at such an interface. The value expected for a pure water surface is 2.69 Å (Ref. 25) with the particular spectrometer configuration used. This value should scale, however, as \( 1/\sqrt{\gamma} \), where \( \gamma \) is the surface tension. Therefore the value of \( \sigma_1 \) expected from capillary wave considerations should range from 2.78 Å at \( \pi = 4.5 \text{ dyn/cm} \) to 2.86 Å at \( \pi = 8.2 \text{ dyn/cm} \). The measured value is within 0.2 Å in all cases, although the trend towards decreasing roughness with increasing surface pressure is the opposite of what one would expect if \( \sigma_1 \) was due to only thermal capillary waves. This could be due to a number of different effects such as if, for example, the increase in sur-
face pressure caused a reduction in the number of gauche bonds in the alkane chains, or if the increase in surface density imparted some shear elasticity to the monolayer.

The electron density in the tail region is very close to that of water, only 1%–2% less, and comparable to values measured for crystalline alkanes. From the values for the parameter $A_2$ and the areas $A_x$, one can extract a value for the excess number of electrons in the head group region, i.e., the number of electrons in the head group that contribute to an electron density larger than that of the surrounding tail group and water. For the three data sets described in Table II there are an average of 6.6 ± 0.5 electrons per head group, which corresponds well with the expected 7 electrons per head group.

To summarize, we interpret region 2 as a homogeneous crystalline powder in which the molecules systematically tilt towards the surface normal and move closer together as the density is reduced. The total compression of the lattice is about 3% of the lattice constant and we believe that the local stresses associated with this strain is the origin of an instability that gives rise to the transition from region 2 to region 3.

C. Region 3

At areas $A_M$, slightly smaller that that of the “knee” in the isotherm but still in Region 2 (approximately 21.5 Å), diffraction peaks associated with an $F$ phase were sometimes observed in coexistence with the $I$ phase peaks. The $Q$, dependence of the peaks in the $F$ phase are shown in Figs. 8(f) and 8(h). Near to the boundary between regions 2 and 3 the intensities of the diffraction peaks of both the $I$ and $F$ phases were often small and sometimes only the peak at smaller $Q$, was visible for each phase. At other times, all four peaks could be seen and, for a small range of density at the boundary between regions 2 and 3, when observed the peaks were stable over periods of at least 6 h. The coexistence was seen over a very narrow region in area/molecule, usually <0.2 Å$^2$/molecule. As will be discussed, $F$ phases also appear occasionally at the boundaries between regions 3, 4, and 5.

Upon further compression, following waiting periods that were often in excess of 2–3 h, the monolayer relaxed into the stable, and what we believe to be the equilibrium, untitled ($U$) phase. This relaxation proceeded via untitling of molecules that were originally in the $F$ phase. For several monolayers, at a fixed area, we were able to follow as a function of time the movement of the diffraction peaks from those for the $F$ phase to those for the $U$ phase. In this sense the $F$ phase is the precursor to the $U$ phase and, as mentioned, is present whenever the $U$ phase is appearing or disappearing. In further support of this mechanism, Table I shows that the $F$ phase interchain lattice constants, $a_{2h}^F$, in the plane normal to the chain axis, are independent of tilt angle $\theta$ and equal to the corresponding values in the $U$ phase, suggesting that chain packing is identical in the two phases. Since $a_1$ is perpendicular to the direction of tilt, $a_{1h}^F$ is simply equal to $a_1$. The distance $a_{2h}^F$ for the $F$ phase is given by the expression

$$a_{2h}^F = \left[ (a_2 \sin \gamma \cos \theta)^2 + (a_2 \cos \gamma)^2 \right]^{1/2}.$$

Relaxation into the $U$ phase can take as long as 6 h. During this relaxation, $\pi$ relaxed to very close to its final value after 30 min. However, within the next few hours it was usually observed to relax by an additional $\Delta \pi \approx 0.1$ dyn/cm. Occasionally, even after this relaxation an $F$ phase would remain in coexistence with a $U$ phase. In that circumstance, an additional incremental compression was required for the $F$ phase to disappear, leaving only peaks due to the $U$ phase. If the waiting period between incremental compressions was shorter than that required for full relaxation, or if the monolayer was continuously compressed from a low density, the peaks corresponding to the untitled phase were not seen at all and the entire region 3 looked like a coexistence of $I$ and $F$ phases. This is demonstrated by the difference between the filled circles (equilibrium) and the unfilled squares (nonequilibrium) in Fig. 7.

Once completely in the untitled phase the film was very stable and the lattice constants remain unchanged as $A_M$ varied throughout the entire region. Representative lattice parameters for this phase are listed in Table I. The $Q$, dependence of the peaks in the untitled phase are shown in Figs. 8(j) and 8(l). The unit cell area is small, in fact it corresponds well to that of crystalline bulk hydrocarbon lattices with untitled chains. In this region the film cannot be homogeneous since the unit cell area $A_x$ is smaller than the deposited area per molecule $A_M$. It follows that the observed domains of untitled phase crystallites must coexist with areas of a less dense phase that is not observed by diffraction. Since this less dense phase has no diffraction signature, it is probably amorphous.

Additional diffuse scattering is to be expected from the amorphous fractions of the surface monolayer; however, in view of the relatively large amount of diffuse scattering from the water below the monolayer it is difficult to detect and none was observed. We have measured diffuse scattering from the monolayer in excess of that measured from the pure water surface, but this was not studied systematically.

Further evidence to support the idea of an inhomogen-

<table>
<thead>
<tr>
<th>$\pi$ (dyn/cm)</th>
<th>$A_1$</th>
<th>$\sigma_1$ (Å)</th>
<th>$L$</th>
<th>$A_2$</th>
<th>$\sigma_2$ (Å)</th>
<th>$\theta$ (deg)</th>
<th>$L_{mol}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.986 ± 0.005</td>
<td>2.95 ± 0.026</td>
<td>27.01 ± 0.12</td>
<td>0.924 ± 0.051</td>
<td>3.16 ± 0.13</td>
<td>31.5 ± 2</td>
<td>31.7 ± 0.8</td>
</tr>
<tr>
<td>5.2</td>
<td>0.986 ± 0.005</td>
<td>2.84 ± 0.024</td>
<td>27.34 ± 0.11</td>
<td>0.946 ± 0.048</td>
<td>3.1 ± 0.12</td>
<td>30.0 ± 2</td>
<td>31.5 ± 0.6</td>
</tr>
<tr>
<td>8.2</td>
<td>0.995 ± 0.004</td>
<td>2.78 ± 0.019</td>
<td>28.64 ± 0.10</td>
<td>0.88 ± 0.04</td>
<td>3.38 ± 0.11</td>
<td>27.0 ± 2</td>
<td>32.1 ± 0.7</td>
</tr>
</tbody>
</table>
eous film was provided by comparing the x-ray reflectivity from different positions on the surface of the trough. As can be seen in Figs. 11 (d)–11 (f), in contrast to similar data from region 2, the reflected intensity varies by as much as 30% when the small x-ray beam (∼3 mm footprint) moves across the sample. Because the angular spread of the reflected beam was identical to that of the direct beam, and the position of the reflected beam was independent of position on the surface we do not believe this variation was an artifact due to, for example, sample curvature.

As we suggested previously, compression of the monolayer area in the I phase has the effect of forcing the molecules to occupy an area that is smaller than the one favored for optimum interchain packing. It appears as though the interplay between the F and U phases is a further manifestation of the manner in which the monolayer responds to this strain. First, when the F and U phases are seen together, the F phase can have a range of tilt angles from 14°–23°. Second, the F phase peaks are broadened considerably in both Qv and Ql, suggesting that in the same sample there are a range of different tilt angles as well as in-plane correlation lengths of only 140 Å. When the monolayer relaxes into the U phase the diffraction peaks are resolution limited with a lower limit to the in-plane correlation length of 240 Å. These observations imply that the F phase is a very strained phase which relaxes to the U phase.

We do not believe that the formation of the F phase is due to anisotropic compression of the monolayer by the trough. If this were the case, then we would expect that part of the film would not be converted to the F phase and would remain in the I phase throughout region 3, in contradiction with our observations.

To summarize, we interpret the relaxed version of region 3 as coexistence between positionally ordered domains of the high density untitled U phase and a lower density disordered phase. Although it appears as though this coexistence is stable over periods in excess of 10–15 h, its microscopic origin is a matter of speculation.

D. Region 4

The boundary between regions 3 and 4, at approximately 20 Å²/molecule is indicated by the reentrant appearance of the I phase following an incremental compression. Although the diffraction peaks associated with the I phase are clearly the dominant features, they occasionally appear in coexistence with those of the F phase. This is reminiscent of the coexistence observed on the boundary between regions 2 and 3. The lattice constants of the reentrant I are the same as at the end of region 2, i.e., the most compressed I phase. This very surprising phase sequence was repeatable and reversible (Fig. 13), i.e., upon expansion of the film the reentrant I phase disappeared and the untitled phase reappeared. In addition, although there was a small hysteresis in the area AM (ΔAM<0.5 Å²), as a function of surface pressure the U→I transition is quantitatively reversible (see Fig. 13). We suspect that the hysteresis in area is an experimental artifact due to pinning of the water meniscus along the edges of the trough or barrier. This reversibility in surface pressure lends credence to the argument that this is an equilibrium phase sequence and not an artifact due to, e.g., lost material.

The lattice constants throughout region 4 are constant, but since the unit cell area is larger than the deposited area/molecule the film in this region must still be inhomogeneous. This time, however, the noncrystalline coexisting phase must be more dense than the diffracting I phase. X-ray reflectivity across the sample was again nonuniform in this region.

E. Region 5

The end of region 4, and the start of region 5 at approximately 19 Å²/molecule, is characterized by the reappearance of the untitled U phase. The transition region is similar to the transitions between regions 2 and 3, and between regions 3 and 4, in that the F phase is nearly always seen in coexistence. Full relaxation into the untitled phase often requires several hours. This region differs from region 3 in the fact that the unit cell area AM is essentially identical to the deposited area per molecule AM as is expected for a homogeneous film. Although not conclusive, all of the observations we have made, including the fact that the x-ray specular reflectivity is constant across the film surface, are consistent with the conclusion that the monolayer in this region, like that of region 2, is a homogeneous film.

VII. DISCUSSION

Regions 1 and 2 contain large domains with well developed positional order which could be either crystalline or hexatic. In region 1 these ordered domains coexist with a dilute gas phase, which, in our case, probably contains a finite concentration of impurities that are insoluble in both the two-dimensional ordered phase and the liquid subphase. The impurities would then be responsible for the fact that dπ/DA ≠ 0 during coexistence. Alternatively, it is conceivable that the finite dπ/DA in region 1 results from electrostatic, or other, repulsion between islands whose maximum dimension is determined by internal frustrations in the molecular packing. More experimental work is needed to distinguish between these possibilities. When the domains are brought together, which is somewhere near the boundary
between regions 1 and 2, further incremental compression forces the domains against one another and we believe that the increased times that are required for \( \pi \) to stabilize are due to the relaxation of either grain boundaries or other internal structural defects. Eventually, when the area/molecule \( A_{nm} \) on the surface becomes equal to the unit cell area \( A_u \) the excess free area associated with the grain boundaries is reduced to a negligible fraction and further compression decreases \( A_u \).

The diffraction data in the low density region 1 is consistent with a structure in which the alkane chains are packed with a tilt angle of approximately \( 32^\circ \text{ to } 34^\circ \). We assume that this is the configuration favored by the microscopic interactions of the alkane chains under the relatively weak constraints that exist at low density. After the free space between the domains becomes negligible there is a small range of incremental compression (region 2) during which the surface pressure increases, the azimuthal tilt direction of the molecules remains unchanged and the tilt angle of the tail groups decreases. This happens in such a way that the parameters that describe the packing of the alkane chains, in a plane that is normal to their long axis, remain constant. If we assume that the ends of the chains are fixed at the water interface, the geometry of changing the chain tilt angle necessitates some relative sliding of adjacent chains over one another. The total "slide" along the chain length as \( \theta \) changes from \( 34^\circ \) in the low density phase, to \( 27^\circ \), when the phase eventually collapses at the boundary between regions 2 and 3 is of the order of 0.5 Å. We hypothesize that the strain energy associated with this displacement must be enough to raise the chemical potential of the homogeneous \( I \) phase enough so that some sort of inhomogeneous phase is more stable.

Although we can observe only the ordered fraction of the monolayer in regions 3 and 4, it is clear that both regions are inhomogeneous, and in both cases, only one of the two existing phases is ordered enough to diffract x-rays. This part of the isotherm has typically been considered as a coexistence region between two phases and, although it is bracketed by regions 2 and 5, which we believe to be homogeneous \( I \) and \( U \) phases, respectively, it is not clear that it should be regarded as a region of simple coexistence between two phases which are in thermodynamic equilibrium. In fact, according to the usual lever rule of coexistence, the ordered phases that we observe by diffraction should be in the minority in the regions in which we see them. In addition, if this were a simple coexistence such as that observed by Barton et al. for monolayers of a partially fluorinated fatty acid (C\(_{19}\)F\(_{21}\)CH\(_2\)COOH) one would expect that the relative intensities of the diffraction peaks from the two types of phases would vary across the coexistence region in a continuous manner in accordance with the lever rule.\(^23\) This is not what is observed, since in both regions 3 and 4 the intensities of the respective \( U \) and \( I \) phase peaks are essentially constant. One possibility is that in regions 3 and 4 there is some kind of coexistence, between a well ordered minority phase and a highly strained, and thus disordered, majority phase; the latter being so highly strained that its diffraction signal is unobservable. We suspect that this might be rationalized in terms of some kind of internal frustration that places a limit on the size of correlated domains; however, we have not formulated a satisfactory model.

There are several possible candidates for the source of the frustration. One possibility is a basic incommensurability between the optimum packing of the alkane chains and that of the molecular head groups at the water surface.\(^{71-73}\) The mean free area per chain is a function of the tilt angle and, as we have seen, compression causes this to change from some optimum value at low densities and pressures. Safran and others have produced a quantitative argument in which frustration associated with the tilt degree of freedom leads to domains of finite size.\(^{71-73}\) Also, we know that at low density the surface contains approximately 0.5% impurities and some fraction of these could be incorporated into the ordered parts of the film. These could be responsible for disturbances in the local packing and Nelson and co-workers have shown that the presence of quenched random impurities in a two-dimensional system can lead to reentrant behavior.\(^{74,75}\) We believe that the level of impurities in our system is comparable to or better than that in other x-ray studies of Langmuir monolayers and, therefore, under the appropriate conditions of relaxation, effects similar to those we have demonstrated should appear in other systems.

In some respects the effects reported here in which increased surface pressure induces a phase transition from the crystalline \( I \) phase (region 2) to region 3, in which an unseen amorphous phase coexists with the \( U \) phase is similar to pressure induced amorphization that has recently been observed in three-dimensional systems. For example, following the seminal discovery that high pressures can cause the amorphization of crystalline \( H_2O \) ice\(^76\) a number of investigators have observed pressure induced amorphization in crystalline silica.\(^77-79\) Recent studies have shown this amorphization to be reversible.\(^80,81\) Although this phenomenon has not previously been observed in Langmuir monolayers we are not aware of any earlier experiments which studied phase sequences in relaxed monolayers similar to those reported here. Obviously, more experimental studies are needed, both to investigate the equilibrium behavior in the plateau region of other molecular systems and to establish the underlying mechanism which stabilizes the phase sequence we have described.
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