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Self-Organization of Bioinspired Fibrous Surfaces

Abstract

Nature uses fibrous surfaces for a wide range of functions such as sensing, adhesion, structural color, and self-cleaning. However, little is known about how fiber properties enable them to self-organize into diverse and complex functional forms. Using polymeric micro/nanofiber arrays with tunable properties as model systems, we demonstrate how the combination of mechanical and surface properties can be harnessed to transform an array of anchored nanofibers into a variety of complex, hierarchically organized dynamic functional surfaces. We show that the delicate balance between fiber elasticity and surface adhesion plays a critical role in determining the shape, chirality, and hierarchy of the assembled structures. We further report a strategy for controlling the long-range order of fiber assemblies by manipulating the shape and movement of the liquid-vapor interface. Our study provides fundamental understanding of the pattern formation by self-organization of bioinspired fibrous surfaces. Moreover, our new strategies offer a foundation for designing a vast assortment of functional surfaces with adhesive, optical, water-repellent, capture and release, and many more capabilities with the structural and dynamic sophistication of their biological counterparts.
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Chapter 1  Introduction

1.1. Interesting phenomena from interaction of structured solids with stimuli

Life is full of dynamic behaviors. Our body encounters various situations during daily activities and responds in many different ways depending on stimuli. In contrast, most of synthetic materials systems are rather static. Their properties are not dynamically changing as biological systems do. As a result, we need to find a different material suitable for each circumstance. Inspired by natural systems, we are interested in developing dynamic materials systems that can reconfigure themselves by interaction with stimuli. Realizing dynamic materials systems gives us a new challenge for scientific studies, but it will be rewarding effort because it can uncover new phenomena that will deepen our understanding of physics and open new applications that will benefit our life.

To address the question, we have been interested in a variety of phenomena happening by interaction of solids with stimuli. We have investigated structured solids at various length scales, which can respond to stimuli such as liquids and electromagnetic waves. Introducing structures on solids can open exciting opportunities to make stimuli-responsive material systems. For
example, structured solids can move and/or change shapes by liquids or electromagnetic waves.

If we place a drop of a liquid on a flat material such as a piece of plastic, nothing interesting happens on a solid. However, if we introduce structures on the same material as Figure 1\textsuperscript{1} and put a liquid, intriguing patterns appear as the liquid evaporates as shown in Figure 2\textsuperscript{2}. Moreover, if we structure the liquid using another identical structured surface, complex ordered patterns appear as Figure 3\textsuperscript{1}. Besides formation of pattern, if we infuse a liquid into a structured material and place another immiscible liquid, the composite surface can show a remarkable liquid-repellent behavior for a wide variety of liquids and even solids\textsuperscript{3}. In addition, instead of applying a liquid, if we scan with an electron beam the same structure as shown in Figure 1, the fibers bend by the interaction with the beam as shown in Figure 4\textsuperscript{4}. These and other interesting phenomena of the interaction of structured, fibrous surfaces with various stimuli, such as exposure to a liquid or e-beam make the subject of this thesis.
Figure 1. A scanning electron microscope (SEM) image of a structured surface composed of a square array of nanofibers. Reprinted from ref. 1 with permission from American Physical Society.

Figure 2. An image of a single fiber arrays shown in Fig. 1 self-organized into a complex pattern by interaction with an evaporating liquid. The image was taken with a SEM and was digitally enhanced for color. Reprinted from ref. 2 with permission from AAAS.
Figure 3. A complex Moire pattern with a long-range order generated by interaction of two superimposed fiber arrays shown in Figure 1 with a structured liquid. Reprinted from ref. 1 with permission from American Physical Society.

Figure 4. Nanofiber arrays bent toward the center of the image by electron beam. Reprinted from ref. 4 with permission from American Physical Society.
1.2. **Inspiration from natural fibrous surfaces with unique properties**

Among many structured materials, we have been focused on fibrous surfaces that have been widely used in nature. Fibrous surfaces have properties that make them versatile in various natural systems. For example, their high surface area to volume ratio provides many ways to interact along its length and gives mechanical flexibility to deform into a variety of ways\(^5\). Moreover, as the feature size approaches a micro- and nanoscales, the fibers become much more flexible with the bending force comparable to surface forces\(^2\).

By controlling its orientation, assembly, and movement, a fibrous surface may display a variety of intriguing characteristics. For example, cilia in lungs can sense foreign objects and can transport them by its motion\(^6\). Water strider uses its fibrous legs for striking capability of walking on water\(^7\). A gecko can climb onto almost any surface by using its hierarchical fibrous surfaces. There are many different species that utilize fibrous surfaces for adhesion\(^8\). Inspired by many interesting natural examples, there have been a lot of efforts to make synthetic functional surfaces with properties such as water-repellency\(^9,10\), pumping and mixing of fluids\(^11\), and sensing of molecules\(^12\).

However, if we want to make synthetic fibrous surfaces to develop functional surfaces, there is a challenge known as clustering or lateral adhesion, which has been observed in a variety
of material systems such as carbon nanotubes\textsuperscript{13}, nanowires\textsuperscript{14}, and polymer microstructures mimicking the foot of a gecko\textsuperscript{15}. It was reported that the clustering phenomenon happens when a solvent evaporated during processing\textsuperscript{16}. The clustering behavior has been considered as a detrimental effect that leads to the uncontrolled collapse of structures. Similar phenomena are also observed in nature such as the tarsi (segmented foot) of a beetle (\textit{Hemisphaerota cyanea})\textsuperscript{17}. But, in the case of the beetle, the clustering is reversible and the insect utilizes this phenomenon to control its foot adhesion to surfaces by manipulating the extent of the bundling of its fibrous segmented foot\textsuperscript{18}.

While we can avoid the clustering phenomena by making fibers stiff and changing surface properties to prevent interaction with their neighbors, the self-assembly behavior of fibrous surfaces can provide unique opportunities to make complex hierarchical structures which cannot be achieved by other methods. In addition, the surface-attachment of fibers gives us additional parameters to manipulate the assembly process such as asymmetry, long-range order, and reversibility\textsuperscript{19}. 

1.3. **Pattern formation by interaction of fibrous surfaces with a liquid**

In the previous section, we mentioned that the assembly happens when a solvent evaporates during processing. The mechanism of the clustering is following. When a drop of a liquid forms on a surface, there is a force that tries to minimize the surface area, which is called as a surface tension\(^20\). If we introduce a liquid onto two fibers as Figure 5, there is a force from surface tension that tries to minimize the surface area, which attracts two fibers. Moreover, there is a counteracting elastic force because fibers are attached to a substrate. In addition, there is an adhesion force between fibers as they touch each other. The interaction of these three forces can generate complex patterns.
1.4. Motivation of this study and key questions to address

In literature, there have been several studies to understand the pattern formation of fibrous surfaces. Kim and Mahadevan studied the effect of elastic modulus on the deformation behavior of macroscopic sheets. By considering capillary and elastic forces acting on the sheets, they showed good agreement between theoretical and experimental shapes of sheets\textsuperscript{21}. In addition, Bico and his colleagues reported hierarchical bundling of fibers of a wet brush as they withdrew a brush from a bath of a liquid. By balancing capillary and elastic energies for multiple fibers,
they obtained the relation between the bundle size and the dry length of fibers, which showed
good agreement with experimental results\(^\text{22}\). In both cases, the phenomena were explained by
competition between the elastic and capillary force terms.

To extract relevant parameters affecting the assembly based on the information about the
forces acting in the assembly process, we have raised the following questions:

1) **What are the parameters that affect the assembly of fiber arrays?**

2) **How can we form complex patterns, for example, chiral structure and/or
   hierarchical patterns often observed in nature, by controlling parameters of the
   self-organizing system?**

3) **How can we control the long-range order of the assembly?**

To address the questions above, we have been studying:

1) formation of hierarchical chiral patterns by self-organization of fibrous surfaces (**Chapter 2**)

2) how to control the shape and size of the assembling fibers by changing the properties of
   fibrous surfaces (**Chapter 3**)

3) formation of a long-range order by controlling the liquid-air interface shape using the
   superposition of fibrous surfaces (**Chapter 4**)

4) formation of large-area, uniform assembly patterns by manipulating the movement of the
liquid-air interface (Chapter 5)

5) kinetics of the hierarchical assembly by using an analytical method based on a
spring-block model (Chapter 6)

6) movement of fiber arrays by electron beam and its potential use in patterning (Chapter 7)

7) application of assembly phenomena as security features based on optical effects from
structural changes (Chapter 8)

8) controlling pattern formation from cellular structures by swelling-induced buckling
(Chapter 9)

9) liquid-infused structured surfaces that can repel various liquids and solids by minimizing
surface adhesion (Chapter 10)

The summary of our findings and a perspective of our work are provided in Chapter 11.
Chapter 2  Hierarchical Chiral Assembly

In chapter 2, we have studied how we can form complex patterns by self-organization of fibers, focusing on hierarchical and/or chiral patterns which are abundant in nature, but difficult to achieve using photolithography process. This chapter is based on our published paper (ref. 2). The content is used with permission from AAAS.

2.1. Chirality

Non-centrosymmetric chiral, coiled, and spiral configurations are ubiquitous in nature, spanning from amino acids to mollusk shells to galaxies\textsuperscript{23}. On a mesoscopic scale, such structures are abundant in biological systems, and these are usually composed of helical fibers that are often further assembled into higher-order hierarchical materials. Natural examples include DNA helices, amyloid fibers\textsuperscript{24}, cellulose fibrils in wood\textsuperscript{25}, hierarchy in bone\textsuperscript{26,27}, and chirally spinning nodal cilia\textsuperscript{28}, to name a few, with implications on a variety of functions from information transfer to mechanical integrity and control of the body symmetry in morphogenesis.

Man-made coiled and spiral materials and designs on a macroscopic scale are widely used in our everyday life—from ropes and bolts to helicopter rotors. On the molecular scale, chirality plays a
critical role in asymmetric chemical synthesis and catalysis, liquid crystals, supramolecular chemistry, and organic and inorganic crystal engineering. Artificial coiled structures at the mesoscale are rare, and these usually have simple geometries of one-dimensional helical fibers and ribbons. At any length scale, twist and handedness in superstructures generally originate from either the assembly of noncentrosymmetric building blocks or the application of a chiral field or template. We have uncovered a unique phenomenon of capillarity-driven self-organization of a nanobristle into helical clusters and demonstrated for the first time, the fabrication of nontrivial, hierarchically assembled, coiled mesostructures over large areas, in which neither the assembling elements nor the environment are chiral, guided by and consistent with simple theoretical considerations.

2.2. Scaling analysis

Our approach is presented in Figure 6a. We consider a periodic array of nanofibers, each of which is anchored at one end on a substrate and free at the other. A locally stable configuration of the bristles is just a uniform array of non-interacting straight fibers (first-order structures). However, this is not necessarily a globally stable state: When the array is immersed in a liquid that is then evaporated, capillary forces associated with the liquid/vapor menisci between the free ends of the geometrically soft bristles may cause them to deform laterally and adhere to each
other. The effect of elastocapillary coalescence\textsuperscript{36} has been described for a well known phenomenon of clumping in wet hair\textsuperscript{22} or paintbrush immersed in paint\textsuperscript{21}. Similar clustering behavior is observed in nature in the examples of the tarsi of beetles\textsuperscript{17} and spiders\textsuperscript{37}. The morphology and dynamics of the ensuing structures are a result of the competition between intrafiber elasticity and interfiber adhesion\textsuperscript{21,22,36}. Individual fibers that are long enough can bend easily to accommodate the capillary forces associated with the menisci between adjacent fibers.

A simple scaling analysis allows us to construct a set of rough criteria for the existence of these structures, in terms of the properties of the elastic circular nanofibers of diameter $D$, height $h$, interfiber distance $p$, Young’s modulus $E$, bending stiffness $B \sim ED^4$, and adhesive energy\textsuperscript{38} per unit area $J$ as well as the properties of the evaporating liquid of interfacial tension $\gamma$, in which they are immersed. Assuming that the fibers do not break through the meniscus, the longitudinal forces due to the pinned contact line cause the fibers to buckle\textsuperscript{36}; however, because the fibers have a circular cross section, there is no preferred plane of buckling. In addition, the multiple pinned menisci attract each other via a weak capillary interaction mediated by the interface\textsuperscript{39}. For the fibers to come together, the force $F_B \sim Bp/h^3$ to bend two adjacent fibers until they are just in contact at their tips must be comparable to the capillary force $F_C \sim \gamma D$ due to the menisci connecting the hemispherical ends. This yields a critical fiber height $h_c \sim (Bp/\gamma D)^{1/3} \sim (Ep/\gamma)^{1/3} D$, below which capillary forces will be unable to maintain a bent configuration and the bent fibers
return to their upright state once the liquid has evaporated (regime I). When $h > h_c$, two neighboring fibers can retain contact as long as they are held together by either capillary forces or short-range van der Waals forces (after drying). A different characteristic length scale, $h_a \sim (Ep/J)^{1/2}D$, based on interfiber adhesion dictates whether the fibers will stay in their adhered state once capillary forces bring them together; for instance, if $h_a > h_c$ and $h_a > h > h_c$, the fibers will come together during the drying process but then separate eventually, corresponding to regime I. (These length scales may be modified by the wettability of the fibers.) When $h > h_c$ and $h \geq h_a$, we expect the fibers to form second-order stable clusters that usually reflect the symmetry of the underlying lattice (regime IIa). When $h >> h_a$, the fibers can cluster to increase their adhesive contact via a chiral rearrangement of the fibers (regime IIb) and eventually twist around each other (regime IIc).
To understand this in a minimal model, we consider the adhesion of two initially straight free fibers wound around each other along uniform helices of pitch $p$ and radius $R$. Adhesive contact can now occur over a patch of approximately constant width $a$ that winds around each fiber and is determined by the solution of a Johnson-Kendall-Roberts model-like problem, yielding $a \sim (J/E)^{1/3} R^{2/3}$ [up to logarithmic factors of the form $\ln(h/R)$]. Then, the total energy of
two fibers of length $h$ is the sum of the adhesive energy and the elastic energy (assumed to be caused by bending alone) and can be written as $U \sim -J_a h(1 + 1/P^2)^{1/2} + Bh/R^2(1 + P^2)^2$, where $P = p/2\pi R$. Here, the first term corresponds to the energy of adhesion between two helices, whereas the second term corresponds to the elastic energy required to deform a naturally straight fiber into a helix. For relatively stiff fibers, when $B/J_a R^2 > 1$, it is evident that the minimum energy solution favors $P \to \infty$ (i.e., straight fibers); whereas for soft fibers, when $B/J_a R^2 \leq 1$, minimizing $U$ requires that the dimensionless pitch be as small as possible, which may be achieved by having $R \sim D/2$, $P \sim O(1)$ [i.e., a tightly wound helical configuration maximizing the length of contact between the fibers and corresponding to a second-order cluster (regime IIc)]. For fibers that have rotationally symmetric circular cross sections and are driven by a homogeneously drying front, the chirality of an individual cluster should be random. However, any asymmetry in the fiber cross section, fiber orientation, or the direction of the drying front can clearly lead to a specific handedness in the pattern. In any event, these helical clusters will then interact via the meniscus-driven capillary field to form higher-order coiled assemblies (III, IV,...) until the growing assembly is eventually halted by the elastic field that penalizes large deformations$^{22}$. 


2.3. Experimental demonstration of hierarchical chiral assembly

To test these ideas, we studied the evaporation-induced self-assembly in a square array of epoxy nanofibers fabricated as described previously. Droplets of wetting liquids (including anhydrous ethanol, isopropyl alcohol, anhydrous toluene, acetone, and mixtures of ethanol and water at different ratios) were placed on horizontally oriented substrates ($p = 2 \ \mu m$, $D = 300 \ \text{nm}$, $h = 4$ to $9 \ \mu m$, $E = 0.1$ to $2 \ \text{GPa}$, and controlled wall roughness) and were allowed to evaporate at ambient conditions. The evaporation-induced interactions and self-organization of the bristle were studied with the use of optical microscopy (Leica DMRX connected to a QImaging Evolution VF cooled color CCD camera) and a field emission scanning electron microscope (Zeiss Ultra 55). The resulting structures were in substantial agreement with the simple theory sketched above, and all of the predicted structures—from the first-order unclustered nanobristle to the fourth-order helical bundles—were observed (Figure 6b). By using a periodic square array of nanofibers, we achieved a long-range order in the assembled bristle, such that large-area (up to millimeters), uniform domains of highly periodic bundles were generated from the nanometer-sized building blocks. Figure 7(a) illustrates the mechanism for the propagation of order in the array of the assembling fibers. When the liquid evaporates to the level of the free tips, a meniscus connecting the neighboring fibers is formed. In an equally spaced array, the lateral
capillary forces acting on each fiber are fully balanced, and no lateral movement occurs. However, imperfections and instabilities, which include local differences in the evaporation rate, pinning of the contact line, and variations in the interfiber lattice spacing, will nucleate the first fiber cluster at a particular location rather than randomly (for example, between fibers h and g). As a result, the next fiber i will sense an anisotropic force field where $F_{ih} < F_{ij}$ and will bend in the direction of the fiber j. This process will propagate through the bristle and generate long-range ordered domains (Figure 7a). For example, to bias the system to form periodic second-order bundles over a large area, we chose conditions that would lead solely to the formation of clusters of four bristles whose stiffness would not allow their further assembly into higher-order structures. Epoxy bristles with $E = 1 \text{ GPa}$, $D = 300 \text{ nm}$, $h = 5 \mu m$, and $p = 2 \mu m$ immersed in ethanol as a wetting liquid satisfied this condition. Figure 7b shows a fragment of the corresponding assembled structure with the marked long-range order.
Figure 7. (a) Schematic diagram showing the mechanism of the propagation of the assembly of fibers and (b) a large area SEM image with uniform clusters of four nanoposts. Here domains appear due to multiple nucleation sites of the assembly. Scale bar is 20 μm. Reprinted from ref. 2 with permission from AAAS.

2.4. Kinetics of the assembly

A detailed microscopy study shows that the cluster twisting is a dynamic, multistep process with distinctive kinetics and a growth mechanism that involves the sequential coalescence of self-similar coiled blocks to yield organized helical patterns on very large scales (Figure 8a). To achieve the formation of higher-order structures III to V, the nanofibers were specifically designed to have rough, banded walls. In addition to increasing flexibility, this segmented,
“wormlike” geometry (Figure 8a, inset) provides the pinning of the receding contact line by reentrant curvature $^{41,42}$ and, thus, an increase in the capillary attraction necessary to bring the larger clusters together. The history of the hierarchical assembly process is imprinted in the makeup of the final helical structures: The lower-order braids and bundles can be clearly identified in the larger coiled clusters (Figure 6b and Figure 8a). The kinetics of this multistep process is depicted in Figure 8b. Because the instabilities leading to the chiral rearrangement of the clustered fibers are random, a mixture of bundles with the right- and left-handed twist was observed.

Figure 8. (a) SEM showing an array of fibers ($h = 8 \mu m$) self-organized from the ethanol solution into the level IV and V helical assemblies. (Inset) Magnified view of the coiled core. Scale bars, 3 $\mu m$. (b) Kinetics of the hierarchical assembly. The growth of one representative cluster is shown. The cluster size is defined as the number of fibers in the bundle. The multistep, sequential coalescence of the small blocks into higher-order structures is apparent. The y axis denotes the number or size of clusters. Reprinted from ref. 2 with permission from AAAS.
2.5. Control of chiral assembly

To optimize our system to achieve the uniform handedness of the clusters, we used two approaches to the bristle design. The fibers were either (i) rendered elliptical in cross section or (ii) an array of tilted fibers was used. The ellipses’ axes or the tilt direction of the fibers were chosen to make a small angle with the principal unit cell directions in the underlying square lattice (Figure 9a). Such a design induces anisotropy in the stiffness of the bristle that results in a directional, off-axis bending of the fibers under the influence of the capillary forces and allows us to form an ordered array of helices with uniform controlled right- or left-handedness (Figure 9a). This is similar in concept to the use of a pre-tilt layer in liquid crystal displays to bias otherwise vertically aligned nematic crystals and prevent the formation of defects during switching. Alternatively, the pattern and orientation of the assembled coiled bundles could also be orchestrated by changing the direction of the evaporation front. The Figure 9b provides an example of the latter approach—a woven carpet composed of braids of nanofibers uniformly plaited parallel to the surface—that results from the evaporation front moving parallel to the substrate.
Figure 9. (a) Top and angled SEM views showing an array of ordered helical pairs with uniform handedness. (Inset) Schematic diagram that illustrates the substrate design. The bristles were first tilted in the direction that forms a small angle $\delta$ with the principal diagonal direction of the underlying square lattice (shown by the red and black lines, respectively) and then allowed to assemble. (b) Evaporation along the surface results in the woven braids assembled parallel to the substrate. Scale bars, 2 $\mu$m. Reprinted from ref. 2 with permission from AAAS.

2.6. Summary and possible applications

Recent studies show that the adhesive properties in a variety of biological systems arise from the conformal attachment of microscopic fibers to surfaces and objects and their subsequent entanglement$^{17,18}$. The observed mechanical interlocking in our artificial, spirally assembling bristle can be used in a similar manner and may lead to an effective adhesive and particle-trapping system. Figure 10 shows microspheres that are captured through conformal wrapping and twisting of the nanobristle. The process is equally applicable for attaching to objects with arbitrary shapes and surfaces with various topographies. Though lateral adhesion is
known to occur in high-aspect ratio structures such as photoresists and soft lithographic stamps, arrays of carbon and ZnO nanotubes, and biomimetic setal adhesives, this process has been generally described as an unwanted outcome that leads to the uncontrolled collapse of the structures. The clustered features were usually irregular in size, and no order over the large area was observed unless templating was used. Here we have demonstrated that the process can, in fact, be finely tuned to yield organized nontrivial, helical assemblies with controlled size, pattern, hierarchy, and handedness over large areas. These mesoscale coiled structures may be useful in a number of applications: They have the ability to store elastic energy and information embodied in the adhesive patterns that can be created at will. Additionally, they may be used as an efficient adhesive or capture-and-release system, provide the foundation for hierarchically assembled structural materials, and be used to induce chiral flow patterns in the ambient flow and thus be applied for enhanced mixing and directed transport at the micron and submicron scale. These structures may serve as the seed for the spontaneous breaking of symmetry on large scales, just as chirally spinning cilia ultimately control the left-right asymmetry in vertebrate morphogenesis.
Figure 10. (a) Low-magnification SEM showing the capture of the 2.5 μm polystyrene spheres (indicated by arrows). Scale bar, 10 μm. (b) Magnified view depicting a single sphere trapped through the conformal wrapping of the nanofibers. Scale bar, 2 μm. (C) Coiled whirlpools remain after the removal of the spheres. Scale bar, 2 μm. Reprinted from ref. 2 with permission from AAAS.
Chapter 3  Control of Assembly by Manipulating Fiber Properties

In chapter 3, we have studied how we can control the shape and size of the assembly by changing the properties of fibers. To address this issue, we have systematically varied the properties of fibers and developed a model based on the previous studies and our new experimental observations. This chapter is based on our published paper (ref. 49). The content is used with permission from American Chemical Society.

3.1. Introduction

Self-assembly is becoming increasingly important as a bottom-up route for building novel structures and controlling functions at length scales ranging from the nanometer to millimeter\textsuperscript{50-52}. As current miniaturization methods for microelectronics and robotics approach their theoretical limit and/or commercially feasible minimum size, self-assembly provides new fabrication and manufacturing strategies that can overcome these challenges\textsuperscript{52}. Consequently, much work has focused on the control of assembly at molecular scales\textsuperscript{50,51,53}, and there is currently a growing interest in understanding and manipulating the assembly process at larger
(submicrometer to millimeter) length scales. Various driving forces for self-assembly have been studied at these larger length scales\textsuperscript{54}, including gravity\textsuperscript{55}, magnetic force\textsuperscript{56}, electrostatic interaction\textsuperscript{57}, entropy\textsuperscript{58}, and capillary interaction\textsuperscript{59}. Among these, capillary effects have received particular attention at the microscale because of their relatively significant magnitude, tunability, and simplicity\textsuperscript{54}, and a number of studies have demonstrated the formation of complex two- and three-dimensional structures by this method\textsuperscript{60-64}. Among many building blocks, synthetic fibers have been self-assembled by capillarity in a wide range of systems, such as macroscopic hairs of a brush\textsuperscript{22}, a micrometer scale polymeric surface mimicking the foot of the gecko\textsuperscript{15}, as well as nanowires\textsuperscript{65} and nanotubes\textsuperscript{13,66}. However, there was little or no control of the assembly size or pattern in any of these artificial systems unless laborious e-beam prepatterning of the array was used\textsuperscript{67}. Our study is inspired by a wide range of biological systems in which assembly of nanofibers has functional significance. Just as a tantalizing example, the beetle *Hemisphaerota cyanea* controls the assembly size of its tarsi (segmented feet) by adjusting the secretion of an oily liquid to adjust its adhesion to a surface\textsuperscript{17}.

We are interested in investigating the relation between the intrinsic features of the nanoscale building blocks and the final assembly pattern as a basis for selecting parameters that specify desired structures. Despite several works reporting the self-assembly of synthetic fibrous surfaces, relatively little is known about how the many parameters of the system influence the
size and kinetics of self-assembly. In previous studies, the contributions of the properties of building blocks to the assembly process were described by competition between elasticity and capillarity for wet macroscopic systems\textsuperscript{21,22,68}, as well as microfibers\textsuperscript{69,70} and nanoscopic systems such as carbon nanotubes\textsuperscript{13} and silicon nanorods\textsuperscript{14}. Two studies have analyzed the correlation between assembly size and the aspect ratio of the filaments, their diameter, Young’s modulus, and the surface tension of the liquid\textsuperscript{14,69}. In scaling terms, both studies used static energy minimization and derived the relationship as equation (1);

\[ N \sim \frac{E_C}{E_E} \sim \frac{D^2 \gamma \cos^2 \theta}{D^4 (p-D)^2 E / h^3} \sim \frac{\gamma h^3 \cos^2 \theta}{D^2 (p-D)^2 E} \]  

(1)

where \( N \) is the average number of fibers in one assembly, \( E_C \) is the capillary interaction energy, \( E_E \) is the elastic energy term, \( h \) is the height of the fibers, \( \gamma \) is the surface tension of the liquid, \( D \) is the diameter of the fiber, \( p \) is the distance between the fibers, \( E \) is the Young’s modulus of the fiber, and \( \theta \) is the equilibrium contact angle of the liquid on the surface of the fibers. However, all of these studies neglected any kinetic effects and assumed that the assembled bundles stay together once they are formed without considering the effects of the adhesion even though it alone maintains the assembly after the system dries and capillary forces disappear.

Going beyond the size of the assembled clusters, their shape may have important implications for nanofabrication of advanced materials. For example, hierarchical chiral architectures provide useful mechanical robustness in cellulose fibrils in wood\textsuperscript{25} and mineralized
collagen fibrils in bone\textsuperscript{27} or structural color, \textit{via} complex polarization-sensitive structures in beetles\textsuperscript{71} and butterflies\textsuperscript{72}. In the Chapter 2, we have shown the hierarchical chiral assembly of polymer bristles by evaporative self-assembly without using chiral building blocks or a chiral environment and developed a model for the assembly process based on interaction of elastic, capillary, and adhesion forces\textsuperscript{2}. Our theoretical analysis shows that adhesion between the posts by short-range van der Waals forces is important in inducing chirality and determining the size and shape of the final clusters. Since this evaporation-induced chiral assembly of fibers has not been observed in other studies, it is critical to analyze further the factors and conditions that would lead to controlled formation of functionally important structures. In this chapter, using periodic arrays of nanofibers with controlled modulus, geometry, and surface properties (Figure 11), we show how varying the parameters of the fibers associated with capillarity, elasticity, and adhesion gives us simple ways of controlling the chirality, size, and shape of the assemblies.

3.2. **Experimental methods to control fiber properties**

Nanofiber arrays were fabricated by producing negative elastomeric molds of the original fibrous arrays and replicating them in a polymer using the method described earlier (Figure 11a)\textsuperscript{5}. Four silicon masters were used in this study. The master \#1 had arrays of fibers with a diameter of 250 nm, a height of 8 μm and a pitch of 2 μm. The fiber surface showed a pronounced
scalloping at the side walls due to the fabrication process. This master was used in most parts of this study. Replicas with different moduli and geometries were fabricated from this master using soft lithography-based methods (Figure 11). The master #2 had arrays of fibers with a diameter of 1700 nm, a height of 10 μm and a pitch of 3.5 μm. The master #3 had the same lateral dimensions as #1 and a height of 5 μm. The master #4 has the same feature sizes as the master #1, but it had no scalloping at the top half of the fibers. With the exception for the modulus study, all fibers were made from commercially available UV-curable epoxy (UVO-114 from Epoxy Technology, Billerica, MA). Self-assembly was induced by placing a small volume (10-20 μL) of 200 proof absolute anhydrous ethanol (Pharmco-AAPER) on a sample to cover the entire area and letting the solvent evaporate under ambient conditions. As the solvent evaporated, the fibers assembled and retained a certain assembly pattern after the system was completely dried (Figure 11b). Then, samples were characterized by optical microscopes and/or scanning electron microscopes (SEM). For SEM, the samples were coated with Pt/Pd for 60 sec at 40 mA current with Cressington 208 HR sputter coater for imaging and characterized by JEOL JSM-639 OLV scanning electron microscope or Zeiss Ultra 55 scanning electron microscope. To study the effects of elasticity of the fibers, we varied the geometry (Figure 11c,d) or the modulus (Figure 11e,f). The effect of adhesion was assessed either by using plasma treatment to activate reactive surface functional groups (Figure 11g) or by chemical functionalization of the surface (Figure
To vary the radius of the fiber, new negative molds with adjusted hole sizes were made by the following procedures. To increase the radius of the replica without changing other parameters, metal films of controlled thickness were deposited to the initial epoxy replica by using the AJA International ATC 2200 sputtering system of Harvard Center for Nanoscale System and then the coated replica was used to make negative molds with increased hole diameters (Figure 11c). From the new molds, epoxy replicas with increased fiber diameters were made. In the case of metal deposition, we used silver for its fastest deposition rate among available target materials, but other materials can be also used. For reduction of the radius of the fiber, plasma etching by Femto plasma cleaner (Diener electronic GmbH) was used to thin down the epoxy replica followed by making negative molds with reduced hole diameters and fabricating replicas with reduced diameters from the new negative molds (Figure 11d).
As another way of varying elastic property of the fiber, we used materials with different moduli by mixing epoxy of different moduli (Figure 11e) or adding inorganic nanoparticles to...
epoxy (Figure 11f). In a previous work, it was reported that by controlling the ratio of two liquid epoxy resins, Dow D. E. R. 331\textsuperscript{TM} (stiff epoxy resin) and Dow D. E. R. 732\textsuperscript{TM} (soft epoxy resin) and adding 5 wt\% UV cross-linking initiator (Cyracure UVI 6976\textsuperscript{TM}, available from Dow), it was possible to change the modulus of the mixed material from \(\sim 2\) MPa to 1 GPa depending on the weight percent of the stiff epoxy resin\textsuperscript{5}. In our study, we used this approach to make fibers with a modulus no greater than 1 GPa. The modulus value of the material was taken from the previous work in literature\textsuperscript{5}. To make fibers with a modulus higher than 1 GPa, we added small amount (2 wt\% or 4 wt\%) of hexamethyldisilazane treated SiO\textsubscript{2} nanoparticles (available from Gelest, Inc.) to UV curable epoxy resin (UVO 114 available from Epoxy Technology, modulus \(\sim 1\) GPa). Then, the two components were mixed by sonicating with Branson digital sonifier with ice around the container to prevent large increase in temperature from the sonication. After mixing, the mixture was put in a vacuum to remove bubbles before putting them in a negative mold and curing with UV. The flexure modulus of the composite materials were measured using 4 point bending test with Instron 5566 universal materials testing machine by making bulk specimens.
3.3. Effects of the fiber diameter on the size and shape of the assembly

To systematically increase the diameter of the nanofibers, the fibers were coated with a metal film of a controlled thickness. This changes both the surface properties and modulus of the resulting fibers while increasing the diameter. To decrease the diameter of the fibers, the surfaces were etched in oxygen plasma for controlled periods of time. This reduces the fiber diameter and also changes the surface properties and therefore adhesive and capillary interaction in the assembling system. To decouple the effect of the geometry from the effect of adhesion, surface tension, and stiffness, both metal-coated and plasma-etched structures were further replicated in the original polymer (Figure 11c,d). When only the diameter of a fiber was increased, while other parameters were kept constant (modulus, $E \sim 1 \text{ GPa}$; height, $h \sim 8 \mu\text{m}$; and pitch, $p \sim 2 \mu\text{m}$), the number of fibers per assembly decreased (Figure 12a-d) so that $N \sim D^2(p - D)^2$, as shown in Figure 12d, consistent with equation (1), since changing the diameter also alters the spacing between the fibers and, as a result, both the capillary force and the elastic force\textsuperscript{14,69}. For large fiber diameters, the final size of the assembly in the dry sample falls slightly below the expected value. Careful analysis of the SEM images (Figure 12c) shows that the assemblies have some anisotropy so that, although larger assemblies were formed initially, they were subsequently divided into smaller clusters. Optical microscope studies confirmed that a bigger assembly was
indeed formed when the system was wet but divided into subclusters when the system dried. This result suggests that the surface adhesion is not strong enough to accommodate the increase in fiber elasticity. The shape of the assembled clusters, however, does not show any gradual transformation with fiber diameter: chirality appears only for a narrow range of intermediate diameters.
Figure 12. Effect of the fiber diameter on the size and pattern of assembled clusters. (a-c) SEM images showing the assembly of fibers with different diameters: (a) $D$~200 nm, (b) $D$~250 nm, (c) $D$~500 nm. (d) Plot of the number of fibers per assembled cluster as a function of the diameter of a nanofiber for a fixed modulus and length. The modulus and the length of the fibers were 1 GPa and 8 $\mu$m, respectively. For all images, the scale bar is 20 $\mu$m and the insets show the high-magnification images of each condition. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.
3.4. Effects of anisotropy of fibers on the size and shape of the assembly

We now extend our study to include the role of anisotropy in fiber cross section and spacing as commonly seen in biologically occurring fibrous surfaces used for sensing\textsuperscript{71}, adhesion\textsuperscript{18}, and superhydrophobicity\textsuperscript{7}. The simplest way to include the anisotropy is to fabricate fiber arrays by deforming the elastomeric mold\textsuperscript{5}. Applying force along a lattice direction to the original mold with the circular holes, as illustrated in Figure 13a, causes the holes to become elliptical and change the lattice parameters. This leads to fibers with an elliptical cross section that assemble into anisotropic clusters as in Figure 13a.

By analyzing SEM images covering an area of 150 μm by 100 μm, we obtained statistics for the size of the assembly along the short and the long lattice axes to decouple effects along each axis and found that the ratio of the assembly size along both axes ($N_1/N_2$) scales with the square of the ratio of the long and the short diameter of ellipses times the ratio of the spacing between fibers as below:

$$\frac{N_1}{N_2} \sim 3.1 \pm 1.5 \approx \left(\frac{E_C}{E_E}\right)_1 \left(\frac{E_C}{E_E}\right)_2 = \frac{D_2}{D_1} \left(\frac{p_2 - D_2}{p_1 - D_1}\right)^2 \sim (1.6 \pm 0.8)^2 (1.1)^2$$

($N_1$: the size of assembly along the short lattice direction, $N_2$: the size of assembly along the short lattice direction, $D_1$: the smaller diameter of the post with elliptical cross-section, $D_2$: the larger
diameter of the post with elliptical cross-section, \( p_1 \): the distance between fibers along the short lattice direction, \( p_2 \): the distance between fibers along the long lattice direction). The result is consistent with the prediction from equation (1). (considering that the changes in the lattice spacing and deflection in the direction of the short lattice direction compared to the long lattice direction scales as \( (D_2/D_1)^2 \) for a beam with elliptical cross-section, since the moments of inertia in the \( D_1 \) and \( D_2 \) direction are \( I_1 = \frac{\pi D_1^3 D_2}{64} \), \( I_2 = \frac{\pi D_1 D_2^3}{64} \), respectively and

\[
N_1 \sim \frac{\pi D_1 D_2 \gamma h^3 \cos^2 \theta}{64 D_1^3 D_2 (p_1 - D_1)^2} \frac{1}{E} \frac{1}{D_1^2 (p_1 - D_1)^2} \quad \text{if} \quad \gamma, \theta, h, \text{and } E \text{ are constants.}
\]

In addition to changing the cross section and the spacing of the fiber arrays, we can also introduce anisotropy in the array by using tilted fibers\(^5\). Such an approach allows for the fine-tuning of the size and shape of the assembled clusters. For example, a square array of nanofibers (modulus, \( E \sim 1 \) GPa; height, \( h \sim 5 \) \( \mu \)m; and pitch, \( p \sim 2 \) \( \mu \)m) that forms tetramers similar to Figure 13b if there is no tilting will assemble into achiral dimers by using posts tilted along a lattice direction (Figure 13c). This form of anisotropy can also be utilized to control the chirality. Tilting the fibers slightly off the lattice direction\(^2\) leads to dimers with uniform chirality as shown in Figure 13d.
Figure 13. Effect of the anisotropy on the size and pattern of assembled clusters. Left column shows schematics (not drawn to scale) of the method used to fabricate various nanofiber arrays, and right column shows SEM images of the assemblies of corresponding nanofiber arrays. The insets show the high-magnification image of the corresponding SEM image. (a) Elliptical cross section nanofibers ($h \sim 8 \mu m$) arranged into a rectangular lattice assemble into anisotropic clusters elongated in the direction of the short axis if the ellipse (scale bar: 50 $\mu m$). The long axis indicates the direction in which the tensile force was applied. The inset shows the elliptical cross section of the fibers (scale bar: 1 $\mu m$). (b) Square array of cylindrical nanofibers oriented perpendicular to the surface assemble into a regular array of tetramers. (c) Fibers tilted along a lattice direction form a regular array of achiral dimers instead of tetramers. (d) Fibers tilted slightly off a diagonal lattice direction form chiral dimers with a uniform twisting direction.
3.5. Effects of elastic modulus of fibers on the size and shape of the assembly

In addition to changing the diameter of the fibers or symmetry of the array, we studied the effect of the elasticity by varying the elastic modulus of the material (Figure 11e,f). To systematically change the modulus of the fibers, two approaches were used: (i) adding the softener to the original polymer to decrease the stiffness of the fibers (Figure 11e), and (ii) mixing the polymer with silica nanoparticles to increase the stiffness of the fibers (Figure 11f). Note that while the former approach may also change the adhesive properties of the system, the latter would primarily affect the elastic modulus.

Changing the modulus showed a trend similar to changing the diameter, that is, appearance of chirality at intermediate modulus values, disordered achiral structures at a low modulus, and ordered achiral structures at a high modulus. The size of the assembly decreased with increasing modulus, as shown in the representative SEM images (Figure 14a-c), and in the statistical analysis (Figure 14d) for the moduli tested (E ~ 400 MPa, 600 MPa, 1 GPa, 1.6 GPa, and 2.4 GPa). From the analysis, the number of fibers per assembly is inversely proportional to the
modulus. In addition, when either modulus or diameter increases, the observed range of the assembly sizes decreases, consistent with a previous study on aggregation of bundles of wet hair, showing that the range is proportional to the maximum assembly size\textsuperscript{74}.

Figure 14. Effect of the fiber modulus on the size and pattern of assembled clusters. (a-c) SEM images of assembly of fiber array with different moduli (E): (a) E~400 MPa, (b) E~1 GPa, (c)
E~2.4 GPa. The diameter and the length of the fibers were fixed to 250 nm and 8 μm, respectively. The scale bars are 20 μm. The insets show high magnification images of the assemblies, which were used to check the onset of the chirality for each condition. (d) Plot of the number of fibers per assembly as a function of the modulus for fixed diameter and length of the fiber. The fitting shows 1/E dependence. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.

3.6. Effects of adhesion and wetting properties of fibers on the size and shape of the assembly

Compared to the effects of elastic and capillary force terms, the effect of changing the adhesion force term has received little attention. We varied the adhesion of the fibers by using plasma treatment of the polymeric samples to activate reactive surface functional groups (Figure 11g)\textsuperscript{75}. Though we do not have quantitative values for the resulting adhesion between the fibers, we expect that adhesion increases with plasma treatment time, as assessed by a qualitative comparison of forces required to slide two fibrous surfaces facing each other after making contacts. We observed that as the plasma treatment time increased, the chirality disappeared in the samples that showed substantial twisting when untreated. The assembled fibers then zipped parallelly instead of twisting helically, and the size of the clusters decreased as shown in Figure 15. This decrease in the size of the assemblies is somewhat counterintuitive since, in addition to increasing adhesion, plasma treatment decreases the diameter of the fibers and is therefore expected to increase the cluster size, if purely elastocapillarity arguments (equation (1)) are used.
(Figure 15d). However, if plasma treatment increases the adhesion sufficiently, this more than makes up for the decrease in the diameter.

Figure 15. Effect of the plasma treatment on the size and pattern of assembled clusters. (a-c) SEM images of assembly of fiber arrays with different plasma treatment time. The plasma treatment increases adhesion as well as decreases the diameter of the nanofibers. (a) No plasma
treatment (control); (b) 1 min plasma treatment; (c) 2 min plasma treatment. The modulus and the height of the fibers were fixed at 1 GPa and 8 μm, respectively. The scale bars are 20 μm. The insets show the high-magnification images used for determining the shape of individual clusters. (d) Plot of the number of fibers per assembly as a function of plasma treatment time. Because the plasma treatment changes the adhesion and the diameter of the fibers at the same time, the corresponding diameters are shown on the top axis of the graph for a given plasma treatment time. Note that the number of fibers per assembly decreases as the plasma treatment time increases even though the diameter of the fibers decreases. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.

It is possible that the plasma treatment may also change the capillary force by increasing surface wetting. However, since the contact angle of ethanol on the as-fabricated nanofiber array is already lower than 10°, its effect on the capillary force is negligible. In contrast, the effects of silanes of different critical surface tension values (Figure 11h) do change the wetting properties substantially; as the surface tension decreases below a critical value, the chirality of the assembly disappears, and its size is significantly reduced (Figure 16).

The surface properties of the fibers were varied by functionalizing the fiber surface with silanes of known critical surface tension values. In general, if the surface tension of a liquid is above the critical surface tension of the solid, the liquid does not fully wet the solid. Silanes with different critical surface tension values (12 mN/m for Heptadecafluoro-1,1,2,2-Tetrahydrodecyl Trichlorosilane and 34 mN/m for p-Tolyltrichlorosilane) were deposited onto the polymer fibers having a fixed modulus ($E \sim 1$ GPa) and geometry (diameter $\sim 250$ nm, height $\sim 8$ μm, pitch $\sim 2$ μm) and the assembly patterns were compared with untreated epoxy ($\gamma_{\text{critical}} \sim 46$ mN/m).
nanofibers as a control sample. Because the surface tension of ethanol is 22.3 mN/m at room temperature, the ethanol will partially wet the surface treated with Heptadecafluoro-1,1,2,2-Tetrahydrodecyl Trichlorosilane, whereas it will fully wet the surface functionalized with p-Tolyltrichlorosilane or a bare epoxy surface. Consistent with this expectation, we observed that the contact angle of an ethanol drop on a flat epoxy surface functionalized with Heptadecafluoro-1,1,2,2-Tetrahydrodecyl Trichlorosilane is 40.2 ± 2.9° and for the surface functionalized with p-Tolyltrichlorosilane the contact angle is below the detection limit of our setup (the minimum measurable angle ~ 5°). Thus, silane treatments change the capillary force acting on the system. Indeed, as the critical surface tension value decreased, the nanofibers assembled by making contacts only around the tips of the fibers (insets of Figure 16a, b) instead of forming chiral assemblies by twisting of fibers as in the control sample (Figure 16c) and the size of the assembly is significantly reduced, as shown in Figure 16. In addition, the fibers with a silane of the lowest critical surface tension sometimes stand unclustered without forming any assembly, as shown in Figure 16a, because the ethanol only partially wets the surface. However, there is one important factor to consider: when the nanofiber is treated with different kinds of silanes, there is a chance that it can also change the adhesion of the surface and we do not know the quantitative contribution of wetting property change vs. adhesion property change in this case.
Figure 16. Effect of the wetting property on the size and pattern of assembled clusters. The SEM images of the assembly of fibers with different critical surface tension: (a) epoxy fibers with a silane of $\gamma_{\text{critical}} = 12 \text{ mN/m}$. (b) epoxy fibers functionalized with a silane of $\gamma_{\text{critical}} = 34 \text{ mN/m}$. (c) bare epoxy fibers ($\gamma_{\text{critical}} = 46 \text{ mN/m}$). The modulus, diameter and the height of the nanofibers were fixed at 1 GPa, 250 nm and 8 $\mu$m, respectively. The inset shows the high magnification images of the assemblies. The scale bars are 10 $\mu$m. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.
The sidewall of the nanofibers has different degrees of corrugation due to the scalloping arising from the Bosch fabrication process. The corrugation (or scalloping) can result in differences in meniscus movement compared with a flat surface as illustrated in Figure 17a\textsuperscript{41}. Moreover, it can change the contact area between two fibers that affects adhesion. We studied the effect of corrugation by using an epoxy nanofiber sample that has corrugation only at the bottom half (silicon master #3 described in the section 3.2). Interestingly, the fibers assembled with flat parts zipped together while the corrugated half was not assembled in most cases. This result suggests another way of changing the surface adhesion property by controlling the surface morphology of the nanofiber walls.

Finally, increasing the adhesion by using a smoother surface, which has a larger contact area (Figure 17), causes structures to assemble like a zipper with no chirality. Thus, we see that interfiber adhesion has the ability to control the chirality, shape, and size of the final assembly after contacts are made.
Figure 17. Effect of the wall corrugation on the size and pattern of assembled clusters. (a) Schematic diagrams depicting meniscus movement on the scalloped (left) and versus flat (right) nanofibers. (b) The SEM image of assemblies of epoxy nanofibers that had flat walls at the top half and scalloped at the bottom half. The modulus, diameter and the height of the fibers were fixed at 1 GPa, 250 nm and 8 μm, respectively. The inset shows the high magnification images of the assemblies. The scale bars are 10 μm. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.

3.7. Proposed model – adhesion mediated elastocapillary interaction

While evaporation-induced self-assembly has been studied and modeled as the result of the competition between capillary and elastic forces\textsuperscript{21,22,68-70}, our data demonstrate that interfiber adhesion is equally important to determining the final assembly. Our instantaneous and continuous real-time imaging show that assembly is, in fact, biphasic: fibers assemble
hierarchically, as reported in Chapter 2, but can subsequently undergo hierarchical disassembly as outlined in Figure 18a. We observe this second phase most distinctly when the fiber stiffness is relatively high (Figure 12c); a large assembly initially forms under capillary force, but after the liquid dries, it breaks apart into smaller clusters equal to its immediate precursors. Since adhesion alone balances the elastic deformation in the dry system, the most straightforward conclusion is that adhesion is insufficient to maintain the last stage of assembly. Thus, while the balance between capillarity and elasticity determines the maximum size the system can achieve, the balance between adhesion and elasticity determines how many hierarchical stages will be preserved in the final structure. The fact that disassembly follows a reverse hierarchical path, rather than one-step dissociation, suggests that the assembly size is specified by the balance between capillarity, elasticity, and adhesion.

The chirality and shape of the assembly are also strikingly dependent on the delicate balance between adhesion, elasticity, and capillarity. Fibers initially contact each other at their tips, and chirality arises when the contact point slips and the fibers twist around each other (Figure 18b). We have shown that large fiber stiffness can prevent chirality (Figure 12c, Figure 14c), most likely by preventing the fibers from twisting, while assemblies are chiral only when the fibers have an intermediate bending modulus (Figure 14b) or diameter (Figure 12b). Similarly, adhesion plays an important role in determining assembly shape and chirality:
significantly increasing surface adhesion but not stiffness produces achiral structures in which fibers “zip” together along their length rather than twist (Figure 15 and Figure 18b). This result suggests that, first, chirality can only arise if the adhesion force is low enough to allow the initial slip, and second, fibers can assemble into an alternate shape (e.g., zipped structures) that has a large fraction of connected surface area but remains achiral if the adhesion is high enough both to prevent slippage and to stabilize extra bending.
Figure 18. Schematic diagrams depicting the mechanisms of the assembly process. (a) Possible routes of the assembly and disassembly processes that determine the final pattern. C and A indicate the capillary force and the adhesion force, respectively. E is the elastic force, and the subscripts I, II, III, and IV indicate the hierarchy of the assembly. Note that while the interplay between the elastic and capillary force determines the maximum size the assembly can reach while wet, the adhesion force determines stability of the formed clusters and the size and shape of the final product. (b) Different shapes of the assembled clusters. The nanofibers first attached at the tips and, depending on the adhesion force between the fibers, can either undergo a slippage and chiral rearrangement leading to twisted clusters for low adhesion or zip down the nanofibers for high adhesion values. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.
Our results further suggest that the effects of the various parameters on size may themselves be mediated by shape and/or chirality of the forming clusters. Most notably, increasing surface adhesion leads not to larger assemblies that can be sustained by the high adhesion but instead to progressively smaller assemblies (Figure 15). The zippered shape of the four-fiber assembly observed at high adhesion (Figure 15c) may effectively behave as a single fiber with a larger diameter and a shorter height, with less flexibility than if the fibers were connected only at their tips, possibly analogous to “collaborative stiffening” described for wet hair bundles. The specific differences between zipped and twisted structures that might make the former less likely to form larger assemblies are unknown, but include differences in effective height or diameter, total contact or exposed area, symmetry, or a more complex liquid-solid contact line, any of which would change the propensity for capillary-induced bending and stability.

For a more quantitative understanding, we have compared our experimental results for the changes in diameter, modulus, adhesion, and wetting of the fibers with theoretical predictions based on the literature using equation (1) for various conditions (Figure 19). The experimentally measured average assembly size is consistent with a linear scaling associated with varying modulus and diameter although of the prefactor of 952 is 3-fold higher than the value of 258 reported by Chandra et al. Note that the previous work assumed that the final equilibrium state and the average assembly size is determined by energy minimization that
accounts only for elastic bending energy and capillarity energy\textsuperscript{69}. However, as we have shown (Figure 15 and Figure 19), plasma treatment and surface chemistry data point strongly to the importance of adhesion, which has not been considered earlier, and these changes can result in a significant deviation from the expected assembly size based only on elastocapillarity effects.

\begin{figure}[h]
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\includegraphics[width=0.7\textwidth]{figure19.png}
\caption{Comparison of the experimental data for the number of fibers per assembly vs. theoretical estimation based on Equation (1) for the modulus, diameter, critical surface tension, and adhesion change. The data point for the maximum size is from the data before complete drying shown in Figure 12d. The slope of the dotted line is 952. Reprinted with permission from ref. 49. Copyright 2010 American Chemical Society.}
\end{figure}

More generally, the existing static models fail to reflect the dynamic aspect of the process associated with the hierarchical nature of assembly and disassembly (Figure 18a). If the collective forces driving slippage or chiral/achiral increases in surface contact are strong enough relative to those driving higher-level association, the strong local interactions due to adhesion
may effectively modify parameters such as diameter, height, exposed area, or symmetry as discussed. For example, the self-assembly of fibers\textsuperscript{2} can lead to the collaborative stiffening and adhesion of the structures\textsuperscript{77} and thus a complex evolution of the shape of self-assembled clusters, so that a global minimum energy state\textsuperscript{78} may never be reached. Ultimately, any comprehensive model for capillary-induced assembly must account for the dynamic interplay between capillarity, elasticity, and adhesion on different length scales.

Finally, our study shows that manipulating the properties of the building blocks of self-assembly, including geometry, anisotropy, stiffness, and surface chemistry of assembling nanofibers, provides a simple way of fabricating complex hierarchical nanostructures, which can be tailored to have desired tunable functions for applications such as trapping and releasing of nano- and microparticles, controlling wetting properties by changing the surface morphology\textsuperscript{79}, adhesives based on mechanical interlocking\textsuperscript{2,80}, and controlling optical properties by structural effects\textsuperscript{69,81}, to name a few.

### 3.8. Applications – reversible assembly and trapping and release of microparticles

Based on our understanding of the adhesion-mediated elastocapillary assembly process, we
can utilize the assembly process for reversible control of the surface configuration. For example, we can trap microparticles if we add them in an evaporating liquid because fibers like to maximize adhesion contacts by mechanical interlocking of particles as shown in Figure 10 and Figure 20a. Then, how can we release the particles? We can also release particles by reducing adhesion between fibers and particles using a different solvent. For example, if we use sulfonated particles, the particles can be trapped when we use ethanol as an evaporating liquid while they can be released if we use water as a solvent (Figure 20b). This reversible trapping and releasing of particles could be useful for applications such as drug delivery. Besides spherical particles, the assembly process can be also used for capturing objects with different geometries such as a high aspect-ratio rod as shown in Figure 20c.
Figure 20. (a) An SEM image of particle trapping by self-assembly. 2.5 \( \mu \)m polystyrene particles were added to ethanol for the trapping experiment. (b) An SEM image of particle release by putting the sample (a) into water and letting it evaporate. (c) An SEM image of trapping a high aspect-ratio rod by self-assembly. An 1 \( \mu \)m diameter silicon carbide rod was added to ethanol for the trapping experiment.
3.9. Summary

Using a model self-assembly system with easily tunable parameters, we have demonstrated that varying the mechanical and/or surface properties of the nanofibers provides us with simple routes for fabricating complex structures with control of size, chirality, and anisotropy by capillary-induced self-organization. Our results also showed that it would be necessary to consider adhesion as well as the kinetics of assembly for a more comprehensive understanding and prediction of assembly patterns. By varying the geometry, stiffness, and chemistry of the assembling nanofibers, we observe that chirality can be generated within a small window for each parameter, even though the systems do not involve either chiral building blocks or a chiral environment. Moreover, the use of anisotropic building blocks expands our toolbox for controlling the size, geometry, and chirality of the assembled clusters. This study provides a broader perspective of how a variety of features contribute collectively to capillary-induced self-assembly and demonstrates many options for fine-tuning the assembly to generate diverse structures.
Chapter 4  Moire Patterns in Liquids

In chapter 4, we will first discuss the origin of random assembly behaviors and explore dynamic feedback between the solid and the liquid as a way of controlling the long-range order of the assembly. This chapter is based on our published paper (ref. 1). The content is used with permission from American Physical Society.

4.1. Introduction

Pattern formation has been intensely studied across a wide range of length scales both for the insight it provides into the principles of self-organization and for its potential applications in areas such as data storage\(^82\), sensing\(^83\), and wetting\(^84\). Among many methods for pattern formation, evaporation-induced patterning has received particular attention\(^85-87\) as a bottom-up, low energy approach to creating patterns across multiple length scales, as well as for the extremely rich spread of fundamental questions it opens. For example, the “coffee ring” effect\(^88\) has been shown to generate a variety of ringed and banded colloidal deposits via evaporation-induced fluid flows that carry particles to the periphery of a droplet.

Beyond simple rings and bands, this strategy has been used to produce complex patterned films by placing a shadow mask over the droplet to create regions of free and hindered
evaporation or by confining the meniscus to control the “stick and slip” motion of capillary flow. In addition to flow-based mechanisms, the capillary forces generated by the menisci between individual particles have attracted interest for their ability to assemble nanofibers and other building blocks into intricately patterned structures. Although, in each case, the process is inherently mutual—the solid pins the liquid as the liquid moves the solid—the behavior and potential manipulation of the system have rarely been analyzed from this perspective.

4.2. Absence of long-range order - issue of random nucleation and propagation of assembly

While capillary forces can induce local interaction and assembly of individual particles into patterned clusters, in practice, the uniformity of this process over a large area can be difficult to control, and macroscopically ordered, periodic structures assembled by the capillary forces have not been reported. This issue is clearly observed for an array of surface-anchored fibers assembling in an evaporating liquid. As the liquid evaporates, menisci form between the tips of neighboring fibers and generate capillary forces that drive bending and assembly. If the array has uniform spacing, the forces on a given fiber will theoretically be the same in all directions, but in reality, random imperfections and/or instabilities will break the symmetry and cause the fiber to
bend in one direction or another \(^2\) (Figure 21a). This process produces self-assembled bundles whose average size and shape are controlled by the geometric, elastic, and adhesive properties of the fibers, but even a highly periodic array (Figure 21b) produces no long-range order in the symmetry and placement of these bundles, only clusters distributed randomly on the surface (Figure 21c). To program large-scale order, there have been many efforts to manipulate the geometries (shape, pitch, etc.) \(^{49,60,67}\) and surface properties of the building blocks \(^{49,63}\), such that their chemical or structural anisotropy would bias the entire system to assemble into a desired pattern. These approaches, however, have the disadvantage of requiring the building blocks to be specifically designed for each new pattern. An alternative approach would be to place a patterned mask above the array of assembling fibers. As has been shown for colloidal film patterning \(^{89}\), the mask would impose long-range order on the array by creating regions with varying rates of evaporation. While this method would allow various patterns to be formed from the same array of fibers, each pattern would still require a specially designed mask.
Figure 21. Pattern formation in fiber arrays upon liquid evaporation. (a)–(c) Maskless process: (a) Schematics of the fiber arrays (side view) before (left) and after (right) evaporative assembly. Dark-colored fibers have deterministic bending directions, while light-colored fibers have random bending directions. Curved blue lines indicate menisci formed between fibers. Arrows indicate the direction of the capillary forces, with relative force magnitudes indicated by length. Note that the final assemblies shown represent only a sampling of the possible patterns that can form, since all the bending directions are random. (b) SEM image of the periodic nanofiber array used in all the experiments. (c) SEM image of the assembled fiber array following evaporation in the absence of a mask. Note the absence of any long-range order. (d)–(f) Evaporation under a superimposed mask with feature spacing larger than that of the array: (d) Schematic of the pattern formation; the wetting liquid fills the space between the array and the mask. (e) SEM image of an exemplary honeycomb mask. (f) SEM image of fibers shown in (b) assembled under a honeycomb mask. Note the long-range symmetry determined by the mask, with random patterns within each assembled cell. (g)–(i) Masked evaporation and pattern formation in the sandwich system composed of two identical arrays of fibers: (g) Schematic of the process depicting fully deterministic bending directions in such a system. (h) (Left) Schematic of two superimposed fiber arrays (top and side views) corresponding to the case shown in (g). $\theta$ is the mismatch angle between the top and bottom lattice axes. (Right) Schematic of the individual positions of fibers (top view). Red and blue dots correspond to fibers from top and bottom samples, respectively. Note the appearance of the Moire pattern. (i) SEM image showing the pattern generated from the two identical superimposed arrays after evaporation and remaining as a permanent imprint of the Moire interference on the substrates after separation. The red outline shows a unit cell of the generated pattern. The scale bar is 10 $\mu$m for (b) and 100 $\mu$m for (c), (e), (f), and (i). Reprinted from ref. 1 with permission from American Physical Society.

4.3. Long-range order formed using a large-scale shadow mask

Here, we explore a conceptually different approach to masked evaporation that allows a variety of complex patterns to be generated from the same pair of substrate and mask. Instead of using the mask to create a patterned “shadow” over the array, we place the mask directly on top
of the array such that its raised features come face-to-face with the fibers. As a result, when a liquid is placed in the middle, menisci form between the fiber tips and the mask features. The mask and substrate therefore collectively structure the evaporating liquid at the interface and pattern the menisci that drive bending. To illustrate how this approach leads to long-range order, we analyze the capillary-induced movement of fibers under the patterned mask. When the mask periodicity is larger than that of the underlying array, the fibers closest to the raised features will deterministically bend toward the mask feature defining the overall symmetry of the imprint pattern, but fibers located under the large recessed regions of the mask will still bend randomly (Figure 21d). The assembly pattern will show long-range order that corresponds to the symmetry of the mask, with random variations within each assembled cell, as demonstrated in Figure 21e and Figure 21f. As the mask periodicity approaches that of the array, more of the fibers will be adjacent to mask features and will bend in deterministic directions, and fewer fibers will bend randomly.

4.4. Long- and short-range order using a mask with a pitch comparable with the fibrous array

4.4.1. Deterministic movement of fiber arrays by patterning of menisci

Of particular interest is the situation in which the mask periodicity is the same as that of the
array (Figure 21g). In this case, every fiber will form a meniscus with an adjacent mask feature. Because of the small separation between mask and substrate, each fiber will now be closer to a mask feature than to its neighboring fibers (Figure 21g). Since the capillary force is inversely proportional to the spacing\(^9\), the menisci formed between the fibers and mask features will determine the direction of each fiber’s movement. All fibers will therefore bend deterministically, making it possible to create a completely controlled collapse pattern. In fact, the mask need not even be different from the substrate—a second copy of the same fiber array can serve as a “mask” with perfect one-to-one feature pairing.

4.4.2. Moire effect and control of periodicity and chirality

Moreover, this system has all the characteristics of one that gives rise to the Moire effect, whereby two superimposed motifs create unique interference patterns depending on how they are mismatched or placed relative to each other (Figure 21h). The phenomenon is most commonly observed optically due to the modified behavior of light within the space defined by the new collective pattern. In such cases, there is no feedback: the original motifs are not influenced by the patterned behavior of light, and the Moire pattern disappears when the original motifs are separated. However, for arrays of fibers with a layer of liquid between them, the liquid will not only be patterned through meniscus pinning but will impose force back on both arrays as it...
evaporates. The mechanical force will therefore translate the collective pattern from the liquid back to the two solid surfaces, and, if the stiffness of the fibers is below the critical value (see section 4.4.3. for force estimation), fibers on both the top and bottom surfaces will undergo directional bending and collapse. As a result, identical patterns can be preserved on both the top and bottom samples after separation. Since Moire patterns are highly and predictably sensitive to the rotational angle between the superimposed motifs, this would imply that, for our system as well, a wide assortment of patterns can be generated from the same starting components.

To test the potential of Moire interference as a way to generate long-range order and tunable patterns, we used two identical arrays of regularly spaced surface-anchored polymeric nanofibers placed face-to-face with a droplet of ethanol sandwiched between them (Figure 21h). The arrays consisted of fibers with a radius of 125 nm, a height of 8 μm, and a pitch of 2 μm and were made of epoxy resin (UVO 114 from Epoxy Technology, modulus 1 GPa) following the procedure described in ref. 5. Upon evaporation, a single control array (Figure 21b) shows no long-range order, preferential bending direction, or periodicity other than the original spacing between the fibers (Figure 21c). In contrast, the superposition of two such substrates creates a complex, periodic collapse pattern across the scale of the entire sample on both the top and bottom surfaces (Figure 21i).

As for conventional Moire phenomena, the periodicity can be varied by small changes in the
rotation angle between the superimposed fiber arrays. We have measured the period of the superlattice obtained with different mismatch angles, as shown in Figure 22, and the experimental results match well with the theoretical prediction based on optical interference\textsuperscript{95}. However, unlike optical Moire patterns, which disappear when the superimposed layers are separated, here the pattern remains preserved in both the top and bottom arrays after they are separated. Although the capillary forces that initially drive pattern formation disappear once the liquid dries, the patterns can be stabilized by plastic deformation of fibers as well as by attractive (e.g., van der Waals) interactions among the deformed fibers or between the fibers and the substrate base.
Figure 22. Plot of the period of the pattern vs. the mismatch angle. The dotted line is based on theory\textsuperscript{95} and shows good agreement with the experimental results. Error bars indicate standard deviations from at least 5 independent measurements. Representative SEM images of the assembled patterns are shown with their corresponding data points; the number at the upper right indicates the mismatch angle. The red lines indicate unit cells of the generated patterns. The scale bar is 50 \( \mu \text{m} \). Reprinted from ref. 1 with permission from American Physical Society.

Meniscus “lithography” by this method also produces patterns with single chirality, which are not observed in either conventional Moire phenomena or traditional evaporation-induced self-assembly. Starting from achiral, cylindrical fibers positioned in a centrosymmetric square
array, chirality is introduced as the fibers all tilt either clockwise or counterclockwise toward their top neighbors and break the rotational symmetry of the array. This tilting and the resulting collapse occur in a spiral manner (Figure 23a). The top and bottom samples always have the same chirality as each other and generate two identical collapse patterns, as schematically illustrated in Figure 23b. The specific handedness of the chirality can be controlled by the sign of the rotational angle between the two arrays. As shown in the schematic in Figure 23c and Figure 23d, for opposite rotation directions, the fibers have opposite preferential bending directions prescribed by the overlap of the two arrays, collectively resulting in an opposite handedness. Thus, by simply changing the sign of the rotation angle (Figure 23c and Figure 23d), we create patterns with opposite chirality. The handedness remains the same for any angle, as long as the rotation direction does not change.
Figure 23. Appearance of chirality in fiber arrays assembled by meniscus lithography. (a) SEM image showing a spiral collapse pattern. The scale bar is 20 μm. (b) Schematic showing that the patterns formed on the top and bottom arrays have the same chirality. (c)-(d) Schematic of the array alignment (top views) and resulting fiber positions depending on the sign of the mismatch angle. A 7° mismatch angle was used as an example. Red hollow circles represent fibers from the top array, while blue solid circles correspond to those from the bottom array. Small arrows indicate the bending directions of the bottom fibers during evaporation, and the large arrows indicate the chirality of the generated patterns. Reprinted from ref. 1 with permission from American Physical Society.

4.4.3. Estimation of forces

In this process, both the mechanical (elastic modulus) and the geometric properties of the fiber array are important factors in the pattern formation. A necessary condition is that the capillary force must be strong enough to bend the fibers. Quantitatively, the capillary force \( F_c \) acting on a fiber can be estimated from the following expression:\(^9^3\),
where $\gamma$ is the surface tension of the liquid, $R$ is the radius of the fiber, $\theta$ is the contact angle of the liquid, and $x$ is the pitch of the fiber array. In our system, $\gamma = 22.3$ mN/m (ethanol), $R = 1.25 \times 10^{-7}$ m, $\cos \theta \sim 1$ and $x \leq 1 \times 10^{-6}$ m, so the capillary force is at least $F_c \sim 2.3$ nN for a fiber array with a center to center distance of $1$ $\mu$m. The capillary force increases significantly as the distance between the top and bottom arrays decreases, becoming an order of magnitude higher when the distance is $\sim 0.27$ $\mu$m, as in Figure 24.

![Figure 24](image)

**Figure 24.** The estimated capillary force acting in the studied system as a function of the distance between fibers.

On the other hand, the elastic force that deflects the fiber with a displacement ($\phi$) of $0.5$ $\mu$m
(half of the separation between two fibers) can be expressed as

\[ F = \frac{3E \pi R^4 \delta}{h^3} = \frac{3 \times (10^9 \text{ N/m}^2) \pi (1.25 \times 10^{-7} \text{ m})^4 (0.5 \times 10^{-6} \text{ m})}{4(8 \times 10^{-6} \text{ m})^3} \approx 5.5 \times 10^{-10} \text{ N} \quad (3) \]

where \( E \) is the modulus of the fiber, \( R \) is the radius of the fiber, \( \delta \) is the displacement and \( h \) is the height of the fiber. Thus, it is clear that \( F_c > F \) in our system, such that the bending of fibers can be induced by the capillary force. The elastic force formula is only approximate (valid only at the initial stage), since the deflection is large at later stages. But, as mentioned above, the capillary force also increases as the spacing between fibers decreases.

In our system, both the height of the fibers and the spacing between the fibers play a role in pattern formation, because increasing the fiber height decreases the effective bending stiffness and decreasing the fiber spacing increases the driving capillary force. In addition, the surface tension and wetting properties can also play a role because they affect the capillary force. For a simplified calculation, if we assume that the capillary force is on the order of 2 nN, our approach would not be applicable if the effective stiffness (force required per unit of displacement) were larger than \( 4 \times 10^{-3} \text{ N/m} \). Based on the understanding above, we can choose a variety of materials and geometry for patterning the surface by meniscus lithography.

Moreover, while the capillary forces disappear after the liquid dries, there can be various possible mechanisms for preserving the pattern. As there is a large deformation of fibers, the material likely undergoes plastic deformation, resulting in freezing of the patterns. In addition,
attractive interactions (e.g. van der Waals force) between the fibers and the substrate would lead
to further directional collapse and can also provide adhesion forces to preserve the pattern.

4.5. Real-time monitoring of evaporation and formation of patterns

In order to study the evolution of the pattern formation, we used bright-field microscopy to
follow the process of self-assembly in real time as the solvent evaporates between the two
superimposed arrays. Figure 25 shows snapshots of the drying process; the bright areas
correspond to wet regions, and the dark regions are dry. On a macroscopic scale, as the solvent
evaporates, the meniscus recedes from the periphery towards the center of the arrays, with
random propagation and generation of pockets of accelerated evaporation due to local
imperfections and/or instabilities (Figure 25). The microscopic movement of the meniscus,
however, always follows the superlattice of the Moire pattern imposed by the superposition
between the top and bottom fiber arrays. Therefore, a long-range order that corresponds to the
Moire superlattice appears as the liquid evaporates, irrespective of the randomness of the
evaporation front or the instability distribution. The periodicity of the wet region in the optical
image matches with that of the patterns observed in an SEM image of the corresponding region
after drying (Figure 25).
Figure 25. Bright-field snapshots of the drying process (first five panels, clockwise from the top left panel) and an SEM image of the resulting pattern (last panel). Dark regions are dry, and light regions are wet. Snapshots were focused at a height approximately corresponding to the fiber tips from the bottom array. The first panel shows the optical micrograph of the Moire interference pattern due to superposition of the top and bottom fiber arrays before drying. The inset in the SEM panel is a zoom-in of the pattern after evaporation, with the square showing a unit cell of the pattern. Reprinted from ref. 1 with permission from American Physical Society.
4.6. Summary

Our results demonstrate that a liquid sandwiched between two periodic surfaces is reshaped by Moire interference and, in turn, mechanically reconfigures the original surface features to create permanent imprints of the pattern. Patterning takes place via a dynamic feedback mechanism: in our system, the interference pattern arising from the two fiber arrays is read out by an intervening liquid, generating a set of patterned menisci that bend the fibers in predetermined directions upon evaporation. This work not only introduces the rich mathematical theory of Moire phenomena to evaporative and other forms of mechanical force-mediated patterning, but also reveals how a new principle, formation of chiral patterns from achiral starting motifs, can arise in the context of a feedback system. Patterning menisci based on these principles provides a simple, scalable approach, “meniscus lithography,” for fabricating a series of complex, long-range-ordered structures from the same starting components. Both periodicity and chirality are easily tuned by small changes in the mismatch angle. While top-down lithography by optical Moire interference has recently been explored\textsuperscript{96,97}, we show that Moire patterns can evolve spontaneously within a self-assembling system through the direct interplay between solid and liquid components, with no need for specialized optically sensitive materials. Besides two overlapping periodic arrays, this method can also be used to generate controlled assembly patterns from aperiodic structures such as the Glass pattern\textsuperscript{98}. Moreover, the idea of
meniscus lithography can be extended to various methods of liquid patterning (e.g., using a surface acoustic wave).
Chapter 5  Ordering of Assembly Patterns by Manipulating Movement of Evaporation Front

In chapter 5, we have examined the ordering of assembly patterns by investigating the effects of controlling the movement of evaporation front. We will first cover the mechanism of domain formation during assembly and study effects of manipulating movement of evaporation front as a way of mitigating the formation of multiple domains. Based on promising results, we will investigate the effect of the speed of movement and develop a model for the largest domain formation and more quantitative understanding of the phenomena. This chapter is based on our work that we prepare for publication (ref. 99).

5.1. Formation of domains during assembly

As mentioned in the previous chapter, the evaporation process tends to generate random nucleation and propagation due to presence of defects on a sample and nonuniformity of the evaporation process. When the first cluster is formed (nucleation of assembly), the assembly tends to propagate to neighboring fibers due to symmetry breaking in the capillary forces acting on the arrays as schematically shown in Figure 7a. Such process creates a “single crystal”
domain with clusters satisfying the crystal symmetry of the underlying fiber array. Because the nucleation tends to appear at random locations on a sample and the generated nuclei propagate to neighboring posts, the assembly tends to form multiple domains (see Figure 26), even though we use well-ordered square array of posts which tend to form tetrameric clusters.

Figure 26. Large area view of the assembled fibers showing multiple domains and domain boundaries represented in color (scale bar = 100 μm). Reprinted from ref. 19, Copyright 2012, with permission from Elsevier.

5.2. Studies of the formation of domains during assembly

In literature, Paulose et al. studied the parameters of the assembling system contributing to
long-range order by modeling assembly as an irreversible sequential adsorption process on a square lattice. When four-fiber assemblies form on an initially empty lattice as shown in Figure 27, they locally increase the probability of forming nearby clusters, thus generating ordered domains on a local scale. During this process, addition of adjacent fibers to the initial cluster is suppressed, analogously to excluded volume interactions for hard squares, due to the fact that as a fiber initially bends toward one neighbor to form a cluster, the neighbor on the other side experiences a weaker capillary force in that direction and tends to bend away from the forming cluster. However, two choices remain for the location of neighboring clusters. If they form directly next to the original cluster (α site), the long-range order is preserved, but if they form at a diagonal position (β site), the order is disrupted and multiple domains are created. Using two parameters, they explained how these parameters control the likelihood of cluster formation at adjacent and diagonal positions.
Figure 27. Schematic of formation of tetramers (top view). The numbers in the figure indicate first through fourth neighbor squares. The $\alpha$ site is the location where a tetramer can form a uniform domain whereas the $\beta$ site is the location where a tetramer will form a domain boundary with the initial tetramer shown in the figure.

5.3. Using the controlled movement of an evaporation front to induce formation of a large domain

Based on the above understanding of the assembly formation, we made a hypothesis that controlling the movement of evaporation front might promote long-range order by preventing assembly from nucleating and propagating in a random manner. To test this idea, we used the experimental set up as shown in Figure 28a. To control evaporation front movement, we first immersed a sample in a solution (e.g. ethanol) and moved the sample upward along a lattice direction with a controlled speed using a syringe pump. One of the principal lattices of the fiber
arrays was aligned along the sample movement direction. In this case, we can expect that the meniscus would move row by row as the sample moves, as schematically shown in Figure 28b. We used both vertical and horizontal movement to test whether there is any effect of gravity. For a vertical motion, we used a World Precision Instruments UltraMicroPump with SYS-Micro4 Controller by attaching a sample mounting grip to the pump. For a horizontal movement, we used a KD Scientific KDS 210 syringe pump with a sample mounting grip. In terms of a trend, there was no difference between vertical and horizontal movement presumably due to negligible gravity effect because the liquid thickness covering the sample is smaller than the capillary length.

![Figure 28](image1)

Figure 28. (a) (Front view) Schematic of an experimental set up for controlling movement of an evaporation front by moving a sample from a liquid after immersing the sample. (b) (Side view) Schematic of the meniscus movement for the configuration shown in (a). The detail of the meniscus is not shown in this schematic.

Controlling the evaporation front movement can manipulate the location of the nucleation sites such that the nucleation occurs row by row instead of random locations. Moreover, because
the portion of the sample immersed in the liquid cannot be assembled, we can effectively suppress the propagation of the assembly in other directions and just allow it to propagate along the sample movement direction. To test this idea, we have used microfibers which tend to form tetramers and have conducted experiments with and without the movement of the evaporation front. The fiber geometry was: the diameter of 1.7 μm, height of 10 μm, and spacing of 3.5 μm. The fiber was made of UV curable epoxy using the same procedure described earlier. By doing this, we could form a large area ordered assembly (Figure 29) whereas the sample without any evaporation front movement resulted in small multiple domains, as shown in Figure 30.
Figure 29. A SEM image of a large area uniform assembly patterns achieved by controlled movement of evaporation front. The inset shows the zoom-in of the assembly image. Reprinted from ref. 19, Copyright 2012, with permission from Elsevier.

Figure 30. A SEM image of the sample without controlling evaporation front movement.
We then studied the effect of changing the sample movement speed and orientation. When we varied the sample movement speed from 0.3 to 3000 μm/s, we observed that there was an optimum speed for the largest domain formation (Figure 31). From this interesting trend, one may wonder what determines the optimum speed for the largest domain formation.

Figure 31. The number of assemblies per domain vs. (a) vertical and (b) horizontal movement speed data show there is an optimum movement speed for formation of the largest domain.

In addition, if we move the evaporation front slightly off the lattice direction, as shown in the inset of Figure 32, assembly patterns and domain boundaries not observed in typical
configuration appeared (see Figure 32 and analysis in Figure 33). Thus, by controlling the
direction of the movement of the evaporation front, we can also change the assembly patterns.

Figure 32. An SEM image of the assembly formed by off-lattice direction movement of the sample from a liquid. The insets show the zoom-in of the assembly pattern and the experimental set-up. 100% ethanol was used as a liquid.
Figure 33. The fraction of the different assemblies at the domain boundary. The number on the x-axis shows the number of fiber arrays per assembly. The angle in the legend shows the angle of the movement direction with respect to the horizontal direction. Tetramers (assembly of four fibers) are dominant for the control sample while the sample moved off lattice direction resulted in clear increase of unusual assembly size for fibers arrays on a square lattice.

We then investigated the factors that affect the assembly process to understand the interesting relation between the size of the domain and the moving speed of a sample. To understand this trend, we have considered time scales involved with the assembly process. On the one hand, we can consider the time scale of evaporation, which is dependent on the liquid and the environment. From Figure 34, we can consider time scale to initiate assembly \(t_n\) and time scale of evaporation when the liquid level is the same or below the fiber height \(t_e\). Both times scales can be estimated using experimental parameters and measurement data as
\[ t_n = \frac{H_0 - h}{E_{m1}} \quad \text{and} \quad t_e = \frac{h}{E_{m2}} \] (H₀: the liquid layer thickness, h: the fiber height, Eₘ₁: the evaporation rate until the liquid thickness is above the fiber height).

On the other hand, we can consider the time scale for the propagation of the assembly, which is determined by the movement speed and the sample size. From Figure 34, we can consider the time scale for propagation of assembly \( (t_p) \) and the time scale for meniscus to reach the other end of a sample \( (t_m) \). They can be also described using measurable parameters as

\[ t_p = \frac{L_1}{u_s} \quad \text{and} \quad t_m = \frac{L}{u_s} \] (L₁: the length scale of the region with the liquid height lower than the fiber height, uₛ: the sample movement speed, L: the sample size).

Figure 34. Schematic of the fiber arrays with a moving evaporation front. H₀ and h are a liquid layer thickness and a fiber height, respectively. L and L₁ are the sample length and the length scale of the region with the liquid height lower than the fiber height, respectively.

We made a hypothesis that the optimum speed of the movement is when the time scale of evaporation \( (t_n) \) is comparable to that of the movement \( (t_m) \) while the time scale for propagation
of assembly ($t_p$) is shorter than that of the evaporation time after the liquid level reaches the fiber height ($t_e$). Based on this idea, we have derived an expression for the optimum speed based on experimental parameters as equation (4).

$$u_s \sim \frac{LE_{ml}}{H_0 - h} \quad (4)$$

To calculate the optimum speed, we then put experimental parameters to the equation (4). For the evaporation rate, we have measured the rate using a high precision balance (Mettler Toledo XP 105 Analytical Balance) by recording the mass change as a function of time (Figure 35). From calculation, we obtained $\sim 77 \mu m/s$ as the optimum speed. The predicted optimum speed was comparable to the optimum speed of $\sim 90 \mu m/s$ observed from experiments considering we did not have enough data points to find the optimum speed from experiment.
Figure 35. The evaporation rate measurement data. Ethanol was used as a liquid and the thickness of liquid was estimated from the mass of the liquid based on the area of the sample. The sample dimension was 23 mm by 23 mm. The evaporation rate was estimated by linear fitting.

5.5. Summary

Our results indicate that controlling nucleation and propagation of the assembly is crucial for a long-range order of the assembled clusters. In this chapter, we have used sample movement as a way to manipulate the nucleation and propagation of the assembly. From our study, there seems to be an optimum speed for the largest domain size and we have shown that the optimum speed is the case when the time scale of evaporation is comparable to that of the sample movement. Besides changing the meniscus movement speed, we can also consider introducing artificial nuclei by using a method such as e-beam assembly (see Chapter 8 for more details) to get a similar effect. Introducing artificial nuclei can be an interesting way to investigate how the interaction among nuclei influences the long range order and domain formation of the assembled system.
Chapter 6  Modeling of Kinetics of Assembly

In chapter 6, we have studied how to model kinetics of assembly of fiber arrays. In the chapters 2 and 3, we described that the assembly process showed hierarchical kinetics and discussed the importance of considering kinetics to understand the assembly of fiber arrays. For better understanding of the assembly process, we have developed a simple model that simulates the assembly behavior. This chapter is based on our work that we prepare for publication (ref. 101).

6.1. Introduction

Nature has many intriguing materials systems with a combination of characteristics absent in current synthetic manufacturing materials such as stimuli-responsive property and multifunctionality. The distinct performance of biological materials attributed to hierarchical organization over different length scales. Natural materials exhibit unique properties from their structure and generative processes at all levels of the structural hierarchy\textsuperscript{102,103}. Inspired by examples from nature, there have been many studies to generate synthetic hierarchical structures
by various processes such as photolithography\textsuperscript{104}, self-assembly\textsuperscript{105}, and combination of multiple processes\textsuperscript{106}.

Among many methods, self-assembly is particularly attractive because of its potential to generate complex hierarchical structures without sophisticated equipments and processing steps. As a result, there have been active studies to generate hierarchical structures by self-assembly using diverse building blocks including DNA\textsuperscript{105}, sol-gel with triblock copolymer\textsuperscript{106} and nanoparticle/copolymer mixtures\textsuperscript{107}. However, in many cases, the self-assembly process required specially synthesized building blocks\textsuperscript{106,107} and/or multi-step control of assembling environment\textsuperscript{105} while nature makes complex hierarchical architectures in ambient condition (room temperature and atmospheric pressure) with readily available building blocks. As an alternative approach, evaporation-induced self-organization is an interesting option that can address issues of other self-assembly processes with its simplicity in process, no need of additional energy source, and its potential for assembling structures across length scales\textsuperscript{54}. Thus, there have been many studies that utilize evaporation process to induce hierarchical structures with a variety of building blocks such as nanoparticles\textsuperscript{108}, conjugated polymer solution\textsuperscript{109}, and arrays of fibers\textsuperscript{22}.

In particular, there has been a growing interest about evaporative self-organization of fiber arrays to understand intriguing pattern formation mechanism by fluid-solid
interactions as well as to generate biomimetic (hierarchical) structures for a range of applications including drug delivery\textsuperscript{49}, sensing\textsuperscript{115}, structural color\textsuperscript{69}, and efficient heat transfer\textsuperscript{65}. When a liquid is applied to fibrous surfaces, there are attractive capillary forces among fibers as a liquid evaporates while there are counteracting elastic forces due to attachment of fibers to a surface. Moreover, there are adhesion forces among fibers, which are crucial for maintaining assemblies after a system becomes dry. The interplay among different forces provides an opportunity to control shape and size of the fiber assembly patterns\textsuperscript{49}.

For a better understanding of the pattern formation, there have been works that estimate 1) the average assembly size by minimizing the sum of capillary and elastic energy of an individual assembly\textsuperscript{14,69} or the entire system\textsuperscript{110} and 2) the assembly size distribution by using a mean field theory\textsuperscript{74}, a spring-block approach\textsuperscript{114}, and Brownian dynamics simulation at a coarse-grained level\textsuperscript{113}. Still, little has been known about the kinetics of the assembly process. In our previous experimental work described in chapters 2 and 3, we observed that the assembly of nanofibers showed a distinct kinetics with multistep hierarchical process\textsuperscript{2}, but there has been no model for this intriguing hierarchical kinetics that is crucial to understand the assembly process. In this chapter, we develop a simple model that captures nucleation and hierarchical clustering of fibers during the evaporation of the liquid in which they are immersed.
6.2. Background

Experimentally, the surface-attached micro/nanofiber arrays are fabricated by replica molding process\(^5\). Each fiber is fixed at the bottom end on a predefined lattice (most of cases, square lattice) on the substrate and free at the other end. This array is then immersed into a wetting fluid. When this liquid is evaporated, self-organization of micro/nanostructures occurs because fibers deform and adhere each other. Previous theoretical studies and experimental measurements suggest that the interplay between capillary and elastic forces is mainly responsible for the experimental observations explained above\(^{14,69,76}\). During evaporation of a liquid, capillary forces occur in a finite volume of matter with an interface such as liquid-vapor and/or solid-liquid etc., because the molecules at the interface are not surrounded by other molecules on all sides as in the bulk that and this leads to an interfacial energy. Minimization of the interfacial energy is at the origin of capillary forces and their explicit mathematical expression depends on the geometry of the system.

When two cylinders are partially immersed in a liquid, the capillary force between them can be described as equation (5)\(^{93}\):

\[ F_c = -\frac{\pi \gamma R^2 \cos^2 \theta}{\sqrt{(x/2)^2 - R^2}} \]  

(5)

where \(\gamma\) is the surface tension of the liquid, \(R\) is the fiber radius, \(\theta\) is the contact angle and \(x\) is the
distance between two fibers, Notice that for large distances, the force decays as \( F(x) \sim \frac{1}{x} \). The elastic forces occur when the fibers bend during evaporation process because the bottom of a fiber is fixed on the substrate whereas the free ends may change its location. From the beam bending theory, the elastic force associated with this deformation is given by equation (6)\(^{116}\);

\[
F_b(\delta) = \frac{3\pi R^4 E \delta}{4h^3}
\]  

(6)

where \( \delta \) is the displacement from the initial position, \( E \) is a elastic modulus, \( h \) is the height of the fiber. In our minimal model, we assumed that all fibers stay together once they touch each other.

6.3. Our model for the kinetics of assembly

6.3.1. 1D model

For simplicity, we start by considering a one dimensional chain composed of \( N \) point particles connected by springs. Each particle interacts with its nearest neighbors (NN) on each side and also with an elastic foundation (substrate). We denote \( x_i(t) \) the position of each particle. Then, we can write the sum of kinetic and potential energies of our chain as equation (7);

\[
E = \varepsilon \sum_{i=0}^{N-2} \left[ \rho \frac{\dot{x}_i^2}{2} + \phi \left( \frac{x_{i+1} - x_i}{\varepsilon} \right) + \frac{\kappa}{2} (x_i - i\varepsilon)^2 \right]
\]  

(7)

Here, the function \( \phi \) defines NN interactions between particles and it will be specified below, \( \varepsilon \) is the reference inter-particle distance, \( \rho \) is the mass per unit length, \( \mu \) is an elastic constant, \( \kappa \) is a spring constant, and \( \dot{x} \) denotes time derivative. The last term of equation (7) describes the
bending elasticity. Note also that the position vector can be re-written as \(x_i = i \varepsilon + u_i\), where \(u_i\) is the displacement from the equilibrium position.

We use the function \(\phi\) to describe attractive capillary forces for large distances and repulsive short range interactions to avoid interpenetration of particles. One can use a Lennard-Jones type potential for this purpose given by

\[
\phi(r) = A[(\frac{\sigma}{r})^{12} - 2(\frac{\sigma}{r})^{6}] \tag{8}
\]

where \(r_i = x_{i+1} - x_i\) is the distance between sites and \(A\) is a constant and defines the depth of the minimum of the potential and \(\sigma\) is the equilibrium length of the springs, i.e. \(\phi(r)=0\). For short distances, the first term at the right hand side of equation (8) dominates and forbids the sites to penetrate. The second term at the right hand side of Eq. (8) describes attractive capillary forces. The resulting potential energy is shown in Figure 36. We stress that our choice of Lennard-Jones potential is only phenomenological and a more appropriate quantitative choice for this potential is a subject of a future study.
To stabilize the dynamics and to make the description more realistic, we also need to include viscous dissipation. The corresponding dynamic equation takes the form of equation (9) as below where $\gamma$ is viscosity.

$$\rho \ddot{x}_i + \dot{p}_i = \left[ \phi' \left( \frac{x_{i+1} - x_i}{\sigma} \right) - \phi' \left( \frac{x_i - x_{i-1}}{\sigma} \right) - \varepsilon \kappa (x_i - x) \right]$$  \hspace{1cm} (9)

We include the increase of capillary forces between the sites due to the evaporation of a liquid by defining a slowly decaying function in time as equation (10)

$$\sigma(t) = \sigma_0 (1 + a(t))$$  \hspace{1cm} (10)

where $\sigma_0$ is the initial equilibrium length and we choose $a(t)$ as
where $\lambda$ is the decaying rate. The velocity of loading is given by

$$\dot{\sigma}(t) = -v e^{-\lambda t}$$  \hspace{1cm} (12)

where $v=0.5\sigma_0\lambda$ measures the slowness of the driving, $\sigma_0$ is the initial equilibrium distance and $\lambda$ is the decaying rate of potential. With this choice, we shift the equilibrium distance in favor of smaller distances as shown in Figure 37.

Figure 37. The Lennard-Jones potential with respect to function $a(t)$.

By choosing the non-dimensional parameter as equation (13),

$$\tilde{x} = \frac{x}{\varepsilon}, \tau = \frac{vt}{\varepsilon}$$  \hspace{1cm} (13)
then we rewrite the dynamic equation in a dimensionless form

\[ M \frac{d^2 \tilde{x}_i}{d\tau^2} + W \frac{d\tilde{x}_i}{d\tau} = \left[ \phi'(\frac{\tilde{x}_{i+1} - \tilde{x}_i}{h}) - \phi'(\frac{\tilde{x}_i - \tilde{x}_{i-1}}{h}) - \omega^2 (\tilde{x}_i - i) \right] \tag{14} \]

where

\[ M = \frac{\rho v^2}{\phi'(\varepsilon)}, \quad W = \frac{\gamma v}{\phi'(\varepsilon)}, \quad \omega = \varepsilon \sqrt{\frac{\kappa}{\phi''(\varepsilon)}}, \quad h = \frac{\sigma(t)}{\varepsilon}, \quad \tilde{\phi} = \frac{\phi}{\phi'(\varepsilon)} \quad \tag{15} \]

Notice that the ratio \( M/W^2 \) is independent of driving force and gives a measure of the ratio of inertial force to viscous force, whereas \( \omega^2 \) is the ratio of the elastic force to capillary force. The parameter \( h \) is the ratio of the initial distance between fibers \( \varepsilon \) to the equilibrium distance \( \sigma(t) \).

Without the appropriate boundary conditions, the above equation is underdetermined. We use fixed boundary condition for the right end, we have \( \tilde{u}_0 = 0 \). We slightly oscillate the last particle to perturb the system \( \tilde{u}_{N-1} = B \sin(ft) \), where \( B \) and \( f \) are the amplitude and frequency of oscillations, respectively. In modeling of realistic material response, one cannot neglect disorder due to various chemical and mechanical imperfections. Such disorder can influence the behavior of the system by facilitating nucleation and propagation of assemblies. In our case, the initial separation distance \( \varepsilon \) between fibers may or may not be same for each pair of fibers. This can be incorporated into the model by randomly distributing the initial equilibrium distance \( h_i = 1 + \delta_i \), where \( \delta_i \) is a random number distributed according to

\[ P(x) = (\sqrt{2\pi\mu^2})^{-1} \exp(-x^2 / \sigma^2) \quad \tag{16} \]

where \( \mu \) is a variance. This term allows us to study the influence of different degrees of disorder.
We numerically solved the equation (14) using a semi-implicit finite difference method and present the solution of equation (14) using different parameters. The choice of parameters is defined by experimental observations. For example, we observe hierarchical assembly in time when fibers are long that implies their stiffness is small. For this case, we choose a relatively small $w$ that defines the ratio of elastic forces to capillary forces, we have $\omega^2 = 0.1$. Second, we are mostly interested in over damped limit and hence, we use $M = 0.001$ and $W = 1$. The decaying rate has taken as $\lambda = 1$. The degree of disorder will be specified in each case. The amplitude perturbation on the last site is chosen to be $B = 0.0001$.

In our first simulation, we consider a case with a small disorder with $\mu = 0.001$. Figure 38 shows snapshots of the displacement vector $u_i$ in different times. One can see that the position vector has discontinuities in some regions. These correspond to the broken springs, i.e. the force is zero on this springs. This is exactly the regions where assemblies form. Under continuous evaporation controlled by equation (12), assemblies continue to grow (see Figure 38b) and at later times small clusters come together in favor of bigger clusters (see Figure 38c and Figure 38d).
In order to have a better understanding, we measure the average cluster size shown Figure 39. We observe step-wise increase of average cluster size as a function of time with finite
duration. These steps are meta-stable states and they persist if the driving is stopped.

Figure 39. Time evolution of average cluster size.

In the second simulation, we consider a disorder-free fiber array composed of relatively stiff pillars with $\omega^2 = 5$. Time evolution of fiber position for 300 fibers is shown in Figure 40. We observe that the propagation starts at the slightly perturbed right boundary and propagate into the bulk consistent with experiments.
Figure 40. Propagation of assembly front. White space corresponds to the large inter-fiber distances that separate assemblies.

We also repeated this simulation with different values of $\omega^2$. From the simulation results, we plotted the fraction of broken springs as a function of stiffness as Figure 41. We observe that for largest stiffness value, all springs break, and thus, there is no assembly. The general behavior that we observe is that for larger stiffness values, we have smaller clusters, i.e. average cluster size is increasing with decreasing stiffness value as similar to the experimental observation in Chapter 3.
6.3.2. 2D model

Even though the solution obtained in the 1D model are qualitatively in agreement with experiments, some of the experimental observations such as domain boundaries or crack propagation cannot be understood in 1D. Therefore, in this section, we extend our model to the 2D case. In two dimensions, the positions of fibers are defined by a vector $\mathbf{X}_i = \{x_i, y_i\}$, where $x_i$ and $y_i$ are the coordinates of a fiber for $i = (0, N-1 \times N-1)$. The distance between a pair of fibers $(i, j)$ is then given by

![Graph showing the fraction of broken springs as a function of relative stiffness $\omega^2$.](image-url)
\[ r_{ij} = |X_{ij}| = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2} \]  

(17)

where \( r_{ij} = |X_{ij}| \) is the distance between fibers \( i \) and \( j \). In the following, we will assume a square lattice and therefore the initial inter-fiber spacing \( \varepsilon \) is same in both directions: we have \( x_i = u_i + \varepsilon i \) and \( y_i = v_i + \varepsilon i \), where \( u_i \) and \( v_i \) are horizontal and vertical displacements, respectively.

In two dimensions, we will again use a Lennard-Jones potential given by equation (8). The force acting on each fiber located at \( X_i \) due to fiber \( j \) is given by

\[ f_{ij} = \left( -\frac{1}{r_{ij}} \phi'(r_{ij}) \right) X_{ij} \]  

(18)

We can explicitly write the dynamical equations for \( x_i \) and \( y_i \). For simplicity, following the dimensional analysis of the 1D model, we directly write dimensionless equations of motion:

\[
M \frac{d^2}{d\tau^2} \tilde{x}_i + W \frac{d}{d\tau} \tilde{x}_i = \left[ \sum_{j \neq i}^{NN} \tilde{f}_{ij} - \omega^2 (\tilde{x}_i - i) \right] 
\]

(19)

\[
M \frac{d^2}{d\tau^2} \tilde{y}_i + W \frac{d}{d\tau} \tilde{y}_i = \left[ \sum_{j \neq i}^{NN} \tilde{f}_{ij} - \omega^2 (\tilde{y}_i - j) \right] 
\]

(20)

where the total force acting on fiber \( i \) is only due to NN interactions. The dimensionless force is given by \( \tilde{f}_{ij} = \left( -\frac{1}{r_{ij}} \tilde{\phi}'(r_{ij}) \right) X_{ij} \), where \( \tilde{\phi} \) is defined in equation (15).

As in the one dimensional model, we realize simulations with different parameters. The boundary conditions in 2D are \( \tilde{u}_{N-1,j} = \tilde{v}_{N-1,j} = B \sin(\pi j) \) at the left boundary for \( j = 0, N-1 \) and \( \tilde{u}_{0,j} = \tilde{v}_{N-1,j} = 0 \) at the other boundaries. Motivated by experiments and our numerical simulations, we first consider the case with a small stiffness with \( \omega^2 = 0.1 \) in over-damped
regime with $M = 0.001$ and $W = 1$ and a small disorder $\mu = 0.001$. All of the other simulation parameters are same as in the first example in 1D model.

Time evolution of displacement vectors of fibers is shown in Figure 42. We observe that the assembly starts at the right boundary with assembly of size $2 \times 1$. However, the life time of these assemblies is very short and the system prefers to form $2 \times 2$ clusters, which have much longer life times. Under continuous evaporation, these assemblies transform into bigger assemblies of different sizes as Figure 42c and Figure 42d. For a better visualization, we show the time evolution of a fixed region in the array as Figure 43, where we see the formation of clusters in a hierarchical order.
Figure 42. Time evolution of the fiber array during evaporation.
6.4. Summary

In this chapter, we have described the assembly of fibers using a simplified model that captured important characteristics of assemblies of fiber arrays observed from experimental results. Most notably, our numerical model showed a step-wise kinetics as a spring breaks between particles due to change in the reference state as time goes on, which mimicked the hierarchical kinetics observed from experiments. The Lennard-Jones potential that we used as a phenomenological model describing fiber interaction showed a good agreement with experimental results, but a more appropriate quantitative choice for this potential can be an interesting topic for future study. We believe the ability to model the assembly process can open a new opportunity to program the dynamic assembly behavior and give us new insights to understand the assembly process.
Chapter 7  Applications of the Wetting-Induced Fiber Clustering as Enhanced Security Features

So far, we have described pattern formation mechanisms of fibrous surfaces by self-organization. Based on our understanding, we can also use the assembly process for various applications such as trapping and releasing of objects\(^3\), structural color\(^{69}\) and sensing molecules\(^{115}\). In this chapter, we will focus on describing how the assembly of fibrous surfaces can be used as enhanced security features for polymer-based security documents, such as banknote. This chapter is based on our patent application (ref. 117).

7.1.  Introduction

The inception of the first polymer-based banknotes in Australia in 1988 has provided a new perspective to the global economic security\(^{118}\). The new polymer banknote material, named Guardian\(^\text{Tm}\), was developed jointly by the Reserve Bank of Australia, Commonwealth Scientific and Industrial Research Organization (CSIRO), and the University of Melbourne\(^{118,119}\). The key advantages of using polymer as banknote material over the traditional papers are longer life time (i.e., at least 4 times longer than that of the paper), greater tear resistance and durability, liquid
resistance, as well as increased difficulty in counterfeiting compared to the traditional paper-based banknote\textsuperscript{120-122}. If we take the United States as an example, its currency is known to be vulnerable to counterfeiting because its design was created in 1920s, and with rapid improvement in printing technology, such as high resolution scanners and printers, there has been a growing number of counterfeiting events. In 1995 only, over 360 million counterfeit notes were confiscated, and it is estimated that more than billion dollars were undetected. This counterfeited money is used for arm purchase, drug trade and terrorist activity, which is a serious threat for homeland security as well as international welfare\textsuperscript{123}. This leads to the progressive popularity of the use of polymer-based banknote. At present, there are at least 30 different denominations totaling $> 3$ billion banknotes that are currently circulating in $\sim 30$ countries, which accounts for $\sim 15\%$ of the all countries in the world\textsuperscript{124,125}. As a result, there is a great demand in developing advanced anti-counterfeiting features specifically for polymer-based banknotes.

Owing to the unique material properties and manufacturing techniques of the polymer thin film, new security features were introduced into the polymer-based banknotes that were not available to the paper-based ones. For instance, Guardian\textsuperscript{TM} banknote employs optical transparent windows with embossed microscale features which are incorporated within the polymer substrate\textsuperscript{126-128}. Two-dimensional (2D) optical devices, in the form of diffraction
gratings, iridescent bands, and shadow images, can also be introduced into the optically transparent window through embossing techniques\textsuperscript{127-131}. While the introduction of these new anti-counterfeiting features into polymer-based banknotes has greatly increased the currency security, the full potential of anti-counterfeiting methods suitable for polymer substrate has not yet been realized. To further enhance the security features of the polymer-based banknotes, we introduce a suite of novel security features based on our recent developments of nano/micromechanical structure fabrication and self-assembly technologies\textsuperscript{2,48,49,112}, which utilizes a wet anti-counterfeiting approach that is not currently available in the existing anti-counterfeiting methods for polymer-based banknotes.

7.2. Dynamic color switching

The first security feature makes use of the phenomenon of structural color that is commonly observed in nature. Particularly, it is well-known that many creatures, such as butterflies and birds, utilize their surface morphologies to display a variety of optical effects for different functional purposes\textsuperscript{132-135}. This unique feature of structural color is attributed to the highly periodic surface features, whose length scales are on the orders of 100 nanometers to a few micrometers \textsuperscript{132-135}. Inspired by these natural designs, we have developed a number of nanostructured surfaces that can perform dynamic color switching through surface
topography-induced wetting and drying processes.

We fabricated a highly periodic, clustered surface using epoxy resin, with surface features in the form of high-aspect-ratio cylindrical structures. When the surface is in a dry state, it displays a pearl-like color due to the coherent scattering of light from the periodic, clustered fibrous surfaces (Figure 44a). When liquid, such as alcohol, is applied to the surface, it wets the surface completely due to surface topography-induced wetting\textsuperscript{136-138}. The liquid wetting process causes the fibrous surfaces to be unclustered partially, which greatly enhances the structural color effect (Figure 44b). As the liquid evaporates, the structural color disappears as the periodicity of the nanostructures is disrupted by the clustering of the nanostructures into larger-sized assemblies (Figure 44c). Upon the completion of the liquid evaporation process, the fibrous surfaces restore its original configuration due to their structural flexibility, thereby restoring the original structural color (Figure 44d). It is important to note that such a dynamic color switching process cannot be achieved using the current 2D optical grating\textsuperscript{129-131,139} or holographic technologies\textsuperscript{140,141}, which are employed in the current security documents. Additionally, security features in the form of arbitrary graphics at high resolution can be fabricated on the polymer surface with nanomechanical structures.
Figure 44. Dynamic color switching. Optical images showing the color switching capability of the reconfigurable fibrous surfaces. (a) When the surface is in the dry state, color fringes are observed due to the optical grating effect. This effect is caused by the length scale matching between the pitch of the clustered nanomechanical structures and the wavelengths of visible light, $\lambda$ (see the microscopic images). (b) The optical grating effect becomes more pronounced when the surface is wetted due to partial unclustering of the fibrous surfaces, where the pitch of the structures now matches closer to the wavelengths of visible light. (c) When the wetted surface is drying, the fibrous surfaces are clustered into larger assemblies due to elastocapillary effect, which disrupts the optical grating effect and renders the surface to appear dark. (d) When the surface is completely dried, the fibrous surfaces resume to their original structural morphologies, thereby restoring the original optical grating effect.

7.3. Nanomechanical structure-induced optical fuzziness

The second security feature utilizes the effect of diffraction to optically distort any embedded characters within the polymer substrate. Specifically, diffraction occurs when an electromagnetic wave, with a wavelength $\lambda$, passes through a physical slit with size comparable
to or smaller than \( \lambda \). By utilizing this physical phenomenon, our surfaces can generate optical fuzziness of embedded images through the collective diffraction effects of the 3D nanomechanical structures. By engineering the distance between the individual nanostructures (i.e., the pitch), we can tune the optical fuzziness of the embedded images from highly fuzzy to negligible fuzziness (Figure 45b). In addition, the optical fuzziness can be further enhanced by adjusting the height of the nanostructures at a pitch size less than 1 \( \mu \text{m} \), which are comparable to the wavelengths of light in the visible spectrum (i.e., \( \lambda \approx 300 \text{ nm} \) to 700 nm) (Figure 45c). This enhanced security feature can be incorporated into the existing security documents, particularly in polymer-based banknote, where characters can be embedded within the 3D nanomechanical structures with tuned pitch and height to generate the desired optical fuzziness.
Figure 45. Nanomechanical structure-induced optical fuzziness. Optical images (right) and schematics (left) showing the effect of nanomechanical structures to induce optical fuzziness of embedded characters – “HARVARD”. (a) Plane surface without any structure. The optical fuzziness becomes more pronounced when the pitch of the structures approaches the wavelengths of visible lights due to enhanced optical diffraction (b). The degree of optical fuzziness can be further enhanced by varying the height of the nanomechanical structures (c).

### 7.4. Dynamic optical transparency switching

The third security feature makes use of the optical refractive index matching between two different materials in order to create transient optical transparency within the polymer substrate. In particular, when the nanostructured surface shown in Figure 45c is wetted with a liquid whose refractive index, $n_{\text{liquid}}$, matches that of the solid polymeric material, $n_{\text{solid}}$, the characters that are
embedded within the substrate appear to be sharp due to reduced light diffraction as a result of index matching of the materials (i.e., these two different materials optically appear to be the same, see Figure 46). Upon liquid drying, the surface that stays wet will remain optically transparent, whereas the region that is dried up will appear to be optically fuzzy as illustrated in section 7.3. When the surface is completely dried, the optical fuzziness of the characters recovers the original state (Figure 46). This feature, when incorporated with security documents, provides a very simple way to identify their authenticity by simply wetting the surface with ordinary liquids or simply by breathing on it.
7.5. **Summary**

We have demonstrated a suite of enhanced security features utilizing 3D nano/micromechanical structures fabricated on polymeric substrates, which are capable of producing dynamic, visually distinctive optical effects in both wet and dry environments. To produce these effects, the geometry, wetting and mechanical properties of the structured surfaces are specifically engineered based on our understanding of fibrous surfaces. For example, the geometries and the materials properties of these structures can be engineered such that they have
strong interactions with visible light to create optical scattering and diffraction effects, as well as
tailored structural flexibility for enhanced robustness. The surface chemical property of the
structured surface can be tailored to induce complete wetting of a specific liquid. In addition, the
structured surfaces can be manufactured through a variety of soft-lithography approaches that are
reported in the literature\textsuperscript{5,142}. In particular, two novel features of our enhanced security features
are the use of three-dimensional flexible nanostructures, as well as the utilization of ordinary
liquids, such as alcohols and water (e.g., vapors from breath), for enhanced visualization of the
anti-counterfeiting features. The security features we developed can be used either independently
or in combinations to maximize the anti-counterfeiting effects.

The unique security features of our development can be broadly applied to general
polymer-based security documents, particularly banknotes, credit cards, traveler’s checks, and
personal identification documents, such as passport and drivers licenses. In addition, these
features can be also used in packaging and labeling industries, where anti-counterfeiting for
products is necessary. Owing to the simplicity and the multi-functional nature of our approach,
we anticipate that our surface can find various applications.
Chapter 8  Electron-Beam Induced Assembly

In chapter 8, we have studied interaction of fiber arrays with electron-beam. Besides evaporating liquids, the fiber arrays show responsive behaviors when exposed to electron-beam. We studied movement of fiber arrays under electron-beam and developed a model that explains the behavior of fiber arrays when they interact with electron-beam. Based on the model, we demonstrated localized patterning of pseudo three-dimensional structures using electron beam. This chapter is based on our published paper (ref. 4). The content is used with permission from American Physical Society.

8.1.  Introduction

Electron beams are widely used as a tool for characterizing the microstructure and composition of materials, with techniques ranging from low-energy electron diffraction to reflection high-energy electron diffraction, transmission electron microscopy, scanning electron microscopy (SEM), etc. In this process, the electron beam interacting with the matter results in the emission of backscattered and secondary electrons as well as electromagnetic radiation\textsuperscript{143}. In many cases, the major portion of the injected charge remains in the material and yields
undesirable effects: it alters the properties of materials, causes movement of the specimen, and leads to artifacts. An e-beam-induced feature displacement has been reported for decades and has been considered as a limiting factor both for obtaining high-resolution images\textsuperscript{144} as well as in e-beam writing. There have been only a few studies attempting to investigate the mechanism of the movement; these include photolytically initiated solid-state chemical reactions generating pressures inside the structures\textsuperscript{145}, shrinkage of surfaces\textsuperscript{146}, and surface charging on thin films with one conducting layer\textsuperscript{147}. In this chapter, we propose an electrostatic model that explains feature movement and provides the basis for an unconventional, dynamic patterning technique.

### 8.2. Experimental observations

To systematically study e-beam-induced motion of surface nanofeatures, we fabricated arrays of cylindrical nanofiber of height $H$ and radius $r$ (see Figure 47a) from epoxy resin using soft lithography\textsuperscript{5}. The nanofibers are attached to a supporting surface made of the same material. The samples were then sputter-coated with a 5–10-nm layer of gold or carbon, placed in a SEM and grounded. A Cressington 208 HR sputter coater and a Baltech CED 030 carbon arc coater were used for gold and carbon coating. Imaging was performed with a Zeiss Ultra 55 field-emission scanning electron microscope at Harvard Center for Nanoscale Systems. We chose high-aspect-ratio polymeric nanofibers because relatively low forces are needed to move these
structures. When the nanotextured surface was imaged for a few seconds in the SEM at high magnification, we observed bending of the nanofibers, as shown in Figure 47b. The movement pattern presents three characteristic features: (i) nanofibers near the center of the scanned region show negligible movement; (ii) maximum bending occurs at the perimeter of the scanning window; (iii) all nanofibers are bent toward the center of the scanning window. The pattern is reproducible and persists over several seconds before the nanofibers relax back to the original position, as shown by imaging a larger area. We repeated the experiment at different beam energies (1–30 KeV) and beam currents (10–150 pA). Lateral movement increases with increasing current, but surprisingly, it does not increase monotonically with beam energy: maximum bending is recorded at 5 KeV, after which the displacement decreases.

Figure 47. Scanning electron microscope (SEM) images of samples show a reproducible movement pattern. (a) As-fabricated nanofiber array with $H = 8 \, \mu m$, $r = 0.125 \, \mu m$, $p = 2 \, \mu m$. (b) Gold-coated epoxy nanofiber arrays after ~1 to 5 s scanning. (c) Gold-coated silicon nanoposts arrays after ~10 to 15 s scanning. (d) Gold-coated alumina nanofiber arrays after ~10 to 15 s scanning. Scale bars 2 \, \mu m. Reprinted from ref. 4 with permission from American Physical Society.

Nanofiber bending strongly depends on the properties of the material, as summarized in
Table 1. Doped n-type silicon nanofiber arrays with identical geometries showed no movement (Figure 47c). To determine whether the arrested movement results from the 20-fold increase in the bending stiffness of silicon over epoxy, we fabricated the same structures in alumina using atomic layer deposition. Although the bending stiffness of alumina is even higher than that of silicon, under the e-beam, alumina nanofibers underwent pronounced bending (Figure 47d). This rules out the hypothesis that silicon is too stiff to bend. Instead, because alumina is an electrical insulator, the experiments suggest that electrostatic interaction is responsible for bending.

Table 1. Material properties and the result of the experiment for different materials. Reprinted from ref. 4 with permission from American Physical Society.

<table>
<thead>
<tr>
<th>Material</th>
<th>Relative permittivity $\varepsilon_r$</th>
<th>Bending modulus $E$ (GPa)</th>
<th>Conductivity $K$ ($\Omega^{-1}m^{-1}$)</th>
<th>Relaxation time scale $\tau$ (s)</th>
<th>Bending</th>
</tr>
</thead>
<tbody>
<tr>
<td>epoxy</td>
<td>2.3</td>
<td>2</td>
<td>$\leq 10^{-11}$</td>
<td>$\geq 2$</td>
<td>Yes</td>
</tr>
<tr>
<td>silicon</td>
<td>11.7</td>
<td>100</td>
<td>$10^{-4}$</td>
<td>$10^{-8}$</td>
<td>No</td>
</tr>
<tr>
<td>alumina</td>
<td>9.6</td>
<td>300</td>
<td>$\leq 10^{-12}$</td>
<td>80</td>
<td>Yes</td>
</tr>
</tbody>
</table>

8.3. Theoretical model for the implanted charge

We thus propose an electrostatic model of nanofiber bending based on a two-step process: first, electrons from the e-beam are implanted in the nanofibers as a result of backscattering; second, charging and induction produce an electric field inside the specimen, and the ensuing electrostatic forces and torques deflect the nanofibers. With this simple model, we obtain a
deflection of the nanofiber consistent with the experiments performed on isolated nanofibers in spot mode, and we can simply extend the prediction to nanofiber arrays in scanning mode. We first compute the magnitude of the implanted charge with a combination of theoretical arguments and Monte Carlo simulations. Simple considerations backed up by numerical simulations suggest that this implanted charge is not distributed homogeneously in the nanofiber. The detailed charge distribution cannot be found by current experiments or simulations, so the theory we present has one free parameter, the center of the charge distribution. We then solve the electrostatic equilibrium problem coupled to the mechanical bending to obtain nanofiber deflections in the same range as experiments.

Whenever the electron beam scans the sample, a portion of the electrons is implanted in the nearby nanofibers. For simplicity, let us consider the case of a single nanofiber, with the electron beam in spot mode at a distance $a$ from the nanofiber, as sketched in Figure 48a. After the electron beam (with incoming current $i$) impacts the specimen, electrons are backscattered, with a backscattering coefficient $\eta$. Electrons backscatter at an angle $\theta$ relative to the beam direction with probability $P(\theta) = \cos \theta$ (see, e.g., Ref. 143). For a nanofiber radius $r$ and nanofiber-beam distance $a$, a fraction $r/(\pi a)$ of these electrons impact the nanofiber. Of these, a fraction $\eta_n$ are further backscattered and only $1 - \eta_n$ are implanted in the nanofiber, where $\eta_n$ is the backscattering coefficient at the nanofiber that depends on the angle of impact $\theta$, as discussed
below. The total current in per unit height impinging on the nanofiber at a distance \( z \) from the substrate is, therefore,

\[
i_n = \eta (1 - \eta_n) \frac{P}{\pi a} P(z) i
\]

(21)

where \( P(z) = P(0)|d\theta/dz| = az/(a^2 + z^2)^{3/2} \). If \( \lambda(z,t) \) is the charge per unit height deposited at a distance \( z \) from the substrate, the charge builds up according to \( \dot{\lambda} = i_n - \lambda/\tau \), where \( \tau \approx \varepsilon/K \) is the charge relaxation time (\( K \) is the conductivity and \( \varepsilon = \varepsilon_0 \varepsilon_r \) is the permittivity; see Table 1). In conditions of steady state, this yields

\[
\dot{\lambda}(z) = i_n(z) \tau
\]

(22)

with \( i_n \) given by equation (21). The contribution to forces and torques coming from longitudinal currents is estimated below and found to be largely negligible.

Note that the magnitude of \( \lambda \) and the time scale over which this steady-state charge is set up vary dramatically with material properties (see Table 1). Note also that the escape depth of secondary electrons is a few nanometers, so that they are only emitted from the coating\textsuperscript{149,150}. If the coating is grounded, charge induced by secondary emission flows rapidly to and from the ground until it reaches electrostatic equilibrium. At equilibrium, charge in the coating is determined solely by \( \lambda \) through electrostatic induction, and secondary emission plays no role.
Figure 48. Monte Carlo simulations showing charge implanted in the nanofibers after backscattering. (a) Schematic geometry of the nanofiber: after the electron beam (current $i$) impacts the specimen, electrons are backscattered, with backscattering coefficient $\eta$ and backscattering angles $\theta$. (b) Implanted charge coefficient $1 - \eta_n$ in the nanofiber as a function of $z$ at $E_B = 5$ KeV obtained through Monte Carlo simulations of electron trajectories using an electron flight simulator available from Ted Pella, Inc. The black lines show phenomenological fits for gold-coated samples and for carbon-coated samples, used in the simulations of nanofiber bending. Error bars represent the standard deviation calculated from six different realizations of 3000 trajectories. (c) Simulated trajectories of electrons impacting the nanofiber at $\theta = 30^\circ$ for different energies (2 KeV right, 10 KeV left). The trajectories of high-energy electrons are straight lines indicating that they travel through the nanofiber and leave the sample (left panel). Electrons at 2 KeV do not have enough energy to penetrate the nanofiber (right panel). Optimal implant energy is intermediate. We have no access to the details of the charge distribution. Reprinted from ref. 4 with permission from American Physical Society.

8.4. Monte Carlo simulations

To quantitatively evaluate $\lambda(z)$, we obtain the backscattering coefficients $\eta, \eta_n$ through Monte Carlo simulations of electron trajectories using an electron flight simulator available from Ted Pella, Inc. (see Figure 48b). The simulations directly provide the probability of
backscattering as the fraction of electrons that backscatter and penetrate. We obtain the backscattering coefficient at primary impact $\eta$ by averaging over six simulations, and we repeat the same operation at each angle of impact $\theta$ to obtain the backscattering coefficient at impact with the nanofiber $\eta_n$. Note that we include in $\eta_n$ the total number of electrons that either backscatter at the impact with the nanofiber or travel through the nanofiber and leave the sample from the other side.

We investigate why maximum bending occurs at an intermediate energy by repeating the simulation at different energies of the beam. In fact, depending on their energy, the electrons travel different depths in the nanofiber: at energies below $\sim 2$ KeV, the electrons do not even make it inside the nanofiber (Figure 48c, right), whereas at energies higher than $\sim 10$ KeV, electrons travel through the nanofibers and escape the sample, as suggested by the fact that most trajectories are straight lines in the left panel of Figure 48c. Maximum charge deposits in the nanofibers when electrons have enough energy to penetrate the nanofiber but not to escape it, which explains the presence of an intermediate optimal energy for nanofibers bending.

The simulations are not designed to provide detailed information on the trajectories of the electrons. However, the fact that there is an energy barrier $\Delta E \sim 2$ KeV associated with the interfaces suggests that the distribution of electrons is not uniform. Electrons that reach the outer interface with energy $< \Delta E$ are decelerated to rest before leaving the sample. We then
qualitatively expect that the charge distribution is biased toward the side of the nanofiber opposite to electron impact (the outer side). We parameterize these nonuniform distributions of \( \lambda(z) \) by assuming that the charge is centered at a distance \( x_c \) from the axis of the nanofiber. The detailed spatial distribution of the implanted electrons is beyond the scope of the present thesis, so \( x_c \) is a free parameter of the model. We allow \( x_c \) to be either positive or negative, corresponding to charge accumulating toward the inner or outer side of the nanofiber, i.e., the side of the nanofiber exposed or opposite to the e-beam. From the above arguments, we expect \( x_c < 0 \): the output of the model confirms this expectation, as discussed below. We remark that although charge is also implanted underneath the point of primary impact, our simulations show that its contribution to the bending forces acting on the nanofiber is negligible. (To make this point, we performed the complete numerical simulation adding a volume charge of \( \eta \tau \) at a depth of 1 \( \mu \text{m} \) underneath the point of primary impact in a spherical interaction volume of 0.5 \( \mu \text{m}^3 \). We obtained these values from Monte Carlo simulations.)

8.5. Theoretical model of electrostatically driven bending

We can now solve the electrostatic problem and obtain the force and torque inside the nanofiber produced by the uneven charge density \( \lambda \) from equation (22) and \( \eta, \eta_n \) from Monte Carlo simulations.
Carlo simulations. The equilibrium electrostatic potential $\phi$ is obtained by solving the Poisson equation,

$$\nabla^2 \phi = -\frac{\rho}{\varepsilon}$$  \hspace{1cm} (23)

on the domain shown in Figure 49a. The implanted charge density $\rho(z)$ is distributed in a cylinder of cross section $l^2$ centered at a distance $x_c$ from the axis of the nanofiber (shaded area B in Figure 49b), so that $\rho = \lambda/l^2$. The electrostatic force ($w$) and torque ($N$) per unit length of the nanofiber can be computed from the action of the electric field $E = -\nabla \phi$ on the static charge $\rho$ and the induced surface charge $\sigma = \varepsilon E \cdot \hat{n}$, where $\hat{n}$ is the unit vector perpendicular to the coating:

$$N = \int_s \rho E \times xd^2x$$  \hspace{1cm} (24)

$$w = \int_s \rho Ed^2x + r(\sigma^{+1}E^{-1} + \sigma^{-1}E^{+1})$$  \hspace{1cm} (25)

$S$ is the surface area of the nanofiber, $x$ the distance from the center of the nanofiber, and the superscript $+$ ($-$) denotes the side of the nanofiber exposed (opposite) to the e-beam. Given the force and torque acting on the nanofiber, we obtain nanofiber bending by solving the equation for small bending of a thin rod: \cite{151}

$$\frac{dM}{dz} = -N - \dot{z} \times F$$  \hspace{1cm} (26)

$$\frac{dF}{dz} = -w$$  \hspace{1cm} (27)

where $F$ is the shear force and $M$ is the bending moment defined as $M = -EI \ddot{z}^2 u$, $u = u \hat{x}$
is the displacement of the centerline, \( I = \pi r^4/4 \) is the area moment of inertia, and \( E \) is Young’s modulus.

The electrostatic force and torque computed through equations (24) and (25) are sufficient to bend epoxy nanofibers. Figure 49c and Figure 49d show the shape of a carbon-coated nanofiber at maximum bending and the maximum tip displacement as a function of \( x_c \) for both carbon- and gold-coated samples, computed through finite-element simulations. The calculations predict that the nanofibers bend inward when \( x_c < 0 \), i.e., when charge accumulates toward the outer side of the nanofiber. We only observed inward bending for grounded samples, which implies that charge does, in fact, accumulate toward the side of the nanofiber opposite to the e-beam. This prediction accords well with the intuition exposed above that the energy barrier associated with the outer interface may serve as a bias of electron distribution.

Figure 49. Finite-element simulations of equations (23)-(27) are carried out with COMSOL multiphysics on the two-dimensional domain shown in panel (a) \([\eta = 0.98; \text{beam current } i = 150 \text{ pA}; \text{elastic modulus } E = 5 \text{ GPa}; \text{beam energy } E_B = 5 \text{ KeV}; \text{nanofiber-beam distance } a = 1 \mu m; \text{results do not depend sensibly on } L \text{ and } l; \text{we use } L = 0.1 \text{ mm and } l = 0.05 \mu m; 1 - \eta n \text{ is given by}\).
the functions represented with black lines in Figure 48b]. Since the metal coating is grounded, the potential at all external boundaries is zero. (b) Magnification of the base of the nanofiber showing the variable triangular mesh in the substrate and square mesh on the nanofiber. The shaded area is charged with $\rho(z) = \frac{\lambda(z)}{l^2}$, where $\lambda$ is given by equation (22). We impose $u_{z=0} = u'_{z=0} = 0$ (the base of the nanofiber is clamped) and $M_{z=H} = -EIu''_{z=H} = \int_s \sigma E \times d^2 x$; $F_{z=H} = \int_s E \sigma d^2 x$ at the tip. (c) Shape of a carbon-coated nanofibers at maximum bending for different values of $x_c$ between $-r$ (right) and $r$ (left). (d) Maximum displacement of the tip of the nanofiber as a function of $x_c$ for an epoxy specimen coated with carbon (blue) and gold (red). When charge accumulates in the outer part of the nanofiber, the nanofiber bends inward. (e) Tip displacement for alumina samples coated with carbon, for $x_c = -0.08 \mu m$, as a function of time. Reprinted from ref. 4 with permission from American Physical Society.

To help visualize the forces and torques bending the nanofiber, we show the electrostatic potential $\phi$ for $x_c = -0.08 \mu m$ in Figure 50a. The main contribution to nanofibers bending is provided by the vertical component of the electric field, whose average intensity in the charged portion of the nanofiber is shown in Figure 50b. The resulting force per unit length $F_z = \lambda E_z$, torque per unit length $N = x_c F_z$, and bending moment $M$ from equation (26) are shown in Figure 50c–e. (Note that the interaction with the surface to which the nanofiber is attached provides the external forces needed for the center of mass to shift.)

Note that to reach the steady-state charge\textsuperscript{144}, current must flow to the ground until the amount of charge that is implanted in each portion of the nanofiber $i_n$ equals the amount of charge $\lambda/\tau$ that flows to the ground through the coating. We neglect the contribution to forces and torques originating from these longitudinal currents because they are largely smaller than the
static components. This is easily seen by estimating the current density flowing to the ground $J \leq i_{0}/\xi^{2}$, where $\xi$ is the thickness of the coating, generating an electric field $E_{\parallel} \sim J/K$, where $K$ is the conductivity of the coating. $E_{\parallel}$ acts on the static charge $\lambda_{\text{ind}} \sim \lambda$ induced in the coating by the implanted charge $\lambda$, yielding a torque per unit height $T \sim \lambda_{\text{ind}}E_{\parallel}r \approx 10^{-18}$ nN, where we have used the values of $r$, $a$, and $H$ in the caption of Figure 47; $K \approx 10^{7} \Omega^{-1}$ m$^{-1}$, $\tau \approx 1$ s, and $i \approx 150$ pA. In fact, the torque originating from the static charge ranges from $N \sim 400$ nN close to the base of the nanofiber to about 1 nN at the tip (see Figure 50d), with an average of about 0.1 nN, so that we can largely neglect the contribution coming from these nonequilibrium effects.

Figure 50. (a) Electrostatic potential $\phi$ obtained by finite element simulations of equation (23) as described in the caption of Figure 49 for $x_{c} = -0.08$ µm. (b) Vertical electric field as a function of height, averaged over the charged portion of the nanofiber [region B in Figure 49b]: $E_{z} = -< \partial_{z} \phi >$. (c) Resulting vertical force per unit height $F_{z} = E_{z}\lambda$. (d) Torque per unit height $N = x_{c}F_{z}$. (e) Bending moment resulting from equation (26). These electrostatic forces result from the presence of both implanted charge in the nanofiber and induced charge in the coating, and they
yield nanofiber bending, as shown in Figure 50c-Figure 50e. Reprinted from ref. 4 with permission from American Physical Society.

8.6. Comparison with experiments and application in patterning

The theory for the bending of a single nanofiber is sufficient to explain the patterns observed in scanning mode actuation shown in Figure 47b. Here the scanning is so rapid that charge distributes simultaneously over many nanofibers. Nanofibers on the edges are only exposed to the electron beam from the inside of the scanned area. Similar to the case of an isolated nanofiber, these electrons accumulate toward the outside of the nanofibers yielding maximum inward bending. Maximum displacement at the tip of these nanofibers is of \( \sim 1 \mu m \), as seen from Figure 47b, which agrees well with our prediction for \( x_c \sim 0.2 \mu m \) (see Figure 49d). In contrast, symmetry breaking is washed out for nanofibers located near the center of the scanned region, since these receive about the same number of backscattered electrons from all directions. Here we expect \( x_c \sim 0 \) and no bending. The measured time scale of bending is a few seconds (see the caption of Figure 47), consistent with our theoretical estimate for \( \tau = 2 \) s.

The model also explains the behavior of silicon and alumina samples. Since the implanted charge is proportional to \( \tau \) (equation (22)), and \( \tau \) for doped-silicon is eight orders of magnitude smaller than for epoxy (Table 1), we predict negligible bending for silicon nanoposts, consistent
with the experimental observation shown in Figure 47c. For alumina, because of the long time scale for charge equilibration, $\tau \approx 80$ s, we assume that charge builds up linearly in time, and we perform a quasistatic analysis as a function of time. Figure 49e shows that the electrostatic force is strong enough to even bend alumina nanofibers. We predict that a $1 \mu m$ deflection of the tip, equivalent to deflection of epoxy nanofibers, is reached upon waiting for $\approx 10$ s (see Figure 49e). This was experimentally verified, as shown in Figure 47d.

Further experiments corroborate the theoretical expectations. The theory shows that nanofiber actuation does not require interaction between nanofibers and an isolated nanofiber is expected to be deflected by the electron beam. In fact, we verify experimentally that if we focus the e-beam near an isolated nanofiber, the nanofiber bends toward the e-beam (Figure 51a). We can further validate this prediction by focusing the e-beam in the center of a nanofiber: in this case, where there is no symmetry breaking in electron distribution, we observe no bending (Figure 51b). Moreover, we expect that the direction of nanofiber deflection may be reversed. In all of the above arguments, we considered grounded samples for which charge in the coating is determined solely by electrostatic induction, as discussed above. However, if the ground is removed, the magnitude and sign of the charge in the coating should depend on secondary emission (SE)$^{152}$. A switch in the sign of the charge in the coating may reverse the electric field inside the nanofiber, thus yielding outward bending. Direct numerical simulations of the
ungrounded case are not possible because they couple length scales that range from the nanometer to the millimeter. (Note that in the grounded case, the coating is simply modeled as a $V = 0$ surface, and because the electric field outside the sample vanishes, there is no need to resolve the details of electric-field variation inside the coating.) Although we have no access to the detailed charge distribution, we expect that materials with very different secondary yields may behave in opposite ways. In fact, upon removing the ground, the gold-coated samples (SE coefficient 0.7) show inward bending whereas carbon-coated samples (SE coefficient 0.05) show outward bending (Figure 51c and Figure 51d). Note that these results rule out the possibility that thermal expansion or electromagnetic forces are the mechanism causing bending.

In light of our findings and modeling, we believe that e-beam-induced nanofiber bending can be used as a powerful patterning technique. To demonstrate this technique, we fix the e-beam at one position between two or four nanofibers. Our model predicts that the backscattered electrons accumulate in the external part of each nanofiber and they all move independently toward the e-beam. (Grounding eliminates the electrostatic field outside the sample, so that the nanofibers only interact inside the material. Because of screening, this interaction is negligible, as confirmed by simulations.) Experiments confirm this prediction and additionally show that when the nanofiber tips come into contact, they ultimately stick to each other. (The mechanism for adhesion between the nanofiber is beyond the framework of the present study, but it is most
probably due to van der Waals interaction\textsuperscript{2}.)

Figure 51. SEM images showing experimental tests of the proposed model. All samples are made of epoxy coated with gold and grounded (unless otherwise specified). (a) Position of a single nanofiber before (top) and after (bottom) exposure to the e-beam in spot mode. The position of the e-beam is marked with a white cross, and a schematic for the edge-on view is shown to the right. (b) Image of a sample before (left) and after (right) 60 s exposure to the e-beam in spot mode focused on the center of a single nanofiber. The position of the e-beam is marked with a cross. (c) Inward bending and tetramer formation upon focusing the e-beam in the center of four nanofibers coated with gold and disconnected from the ground. (d) Outward bending of four nanofibers coated with carbon and disconnected from the ground. Scale bars are 1 \( \mu m \) for (a), 2 \( \mu m \) for (c) and (d). Reprinted from ref. 4 with permission from American Physical Society.

Based on this result, we are able to perform larger-scale patterning or “writing” of clusters by repeated point (Figure 52a) or line (Figure 52b) scans. The strength of the proposed technique is that it can be done in any SEM, with no need or a special apparatus that, e.g., standard e-beam writing requires. Additionally, the minimum required voltage is about 4 KeV, which is a standard value, while e-beam writing techniques may require voltage as high as 90KeV. This minimum value can be further lowered by engineering properly the coating thickness and the material.
Figure 52. SEM images showing applications for patterning. The samples are made of epoxy coated with gold and grounded. (a) Writing of letters in nanofiber arrays through repeated exposure to the e-beam in spot mode. (b) Controlled patterning of the nanofiber array by seven horizontal line scans (skipping one row in between scans) and eight consecutive vertical scans, shown on the left micrograph. The first scan always produces dimers; an additional scan perpendicular to the existing dimers produces tetramers, shown in the micrograph on the right. Scale bars are 10 μm for (a) and 20 μm for (b). Reprinted from ref. 4 with permission from American Physical Society.
8.7. Summary

In summary, this work presents a study of the physical mechanism of e-beam-induced specimen movement and demonstrates how this process can be controlled to yield arbitrary arrays of surface clusters. Beyond fundamental physical insight, this new dynamic e-beam writing technique can prove useful for nanomechanical memories. By producing the arrays of nano- or micron-sized mechanical cantilevers\textsuperscript{153} resilient to electromagnetic fields\textsuperscript{154}, one can potentially achieve data storage beyond superparamagnetic limits (100 Gb/in\textsuperscript{2}) with low-level power consumption.
Chapter 9  Swelling-Induced Pattern Formation

In chapter 9, we studied pattern formation by swelling of structures. In previous chapters, we have demonstrated various ways of controlling pattern formation from fibrous surfaces. As discussed in chapters 4 and 5, isolated fiber arrays tend to generate patterns with no long-range order by interaction with evaporating liquids unless we control the shape or movement of the liquid-vapor interface. Moreover, the pattern formation is not reversible for many cases while reversibility is desirable for some applications so that one can dynamically control the properties of surfaces by manipulating pattern formation on surfaces. To address these issues, we have investigated swelling-induced pattern formation from interconnected cellular structures using rational design. This chapter is based on our work that we prepare for publication (ref. 155).

9.1. Introduction

Ever since Louis Pasteur discovered chirality by finding molecules whose mirror image are non-superimposable on their original configuration\textsuperscript{156,157}, this topic has been studied across many disciplines including mathematics\textsuperscript{158}, physics\textsuperscript{159}, chemistry\textsuperscript{160}, and biology\textsuperscript{161}. This tremendous interest in chirality originates not only from its crucial role in controlling the behavior of living
and non-living systems, but is also spurred by the potential technological applications for chiral molecules and larger mesoscale chiral structures of single handedness\textsuperscript{162}. Formation of chiral structures with uniform handedness typically requires either chiral induction\textsuperscript{163} or spontaneous symmetry breaking. So far, spontaneous symmetry breaking has been reported only for a limited number of systems: at the molecular scale in autocatalytic chemical reactions\textsuperscript{164} and crystallization systems\textsuperscript{165} and at the mesoscale in centrosymmetric nanofiber arrays by evaporation-induced self-assembly as we described in chapter 2. Although at the molecular scale uniform handedness has been observed, the self-assembly at the mesoscale resulted in the formation of chiral clusters of randomly distributed left and right handedness\textsuperscript{2}. The synthesis of mesoscale chiral structures of uniform handedness is thus still a fundamental challenge. In this chapter, by rational design based on modeling, we investigate a new phenomenon of controlled reversible switching between achiral and chiral configurations at multiple length scales using swelling/de-swelling of surface-attached cellular structures. We will show that the buckling pattern and the associated symmetry reduction of the initially achiral centrosymmetric structures could be tuned, simply by adjusting the aspect ratio of the individual plates. In the case of chiral transformations, spontaneous symmetry breaking can result in the formation of large uniform areas of structures of single handedness. This approach opens the way to select the appearance of either non-chiral, or chiral phases. The fundamental understanding of this process provides a
general route to designing deterministically deformable structures with dynamically switchable mechanical and/or optical properties.

9.2. Our approach

We exploit the use of mechanical instabilities to design a new class of structures that can be spontaneously switched between achiral and chiral configurations over large areas. Different from the previously mentioned systems\textsuperscript{2,164,165}, the underlying principle is scalable, so that it can be applied to generate patterns over a wide range of length-scales with potentially profound implications for many applications including optical filters\textsuperscript{166} and sensors\textsuperscript{167} and morphing airfoils\textsuperscript{168}. We investigated the interconnectivity provided by periodic cellular structures consisting of 2D arrays of plates patched to fill a planar area and chose hexagonal cells as model systems. It is well-established that in these free-standing cellular structures buckling may occur\textsuperscript{169}, leading to dramatic changes of the structural geometry (see Figure 53). The generated deformations can be effectively transmitted through the system, yielding uniform patterns over large areas. However, these free-standing cellular structures cannot generate chiral configurations since the deformation induced by buckling is uniform in the direction perpendicular to the cells (see Figure 53) resulting in only the first mode buckling with non-chiral configuration.
Figure 53. Schematic of our approach of generating chiral pattern from an achiral structure. The parts colored as red indicate the representative volume element of the structure, which is the minimum repeating unit to generate the structure.

To ensure an asymmetric deformation with respect to a plane parallel to the cells, we then proceeded by attaching one side of the structure to a plate. In the resulting surface-attached cellular structures, the pattern induced by buckling is clearly not uniform anymore in the direction perpendicular to the cells, but close inspection on the rotation of the vertices reveals that an equal mixture of clockwise and anti-clockwise rotations is formed, generating achiral configuration (planar group: p31m) if we consider the unit cell of the structure (see surface-attached, mode I in Figure 53). However, in clear contrast with the case of free-standing
cellular structures where buckling solely results in the emergence of a wavy pattern characterized by half wavelength per plate, at this point we can further take advantage of the constraint provided by the plate and trigger buckling modes characterized by shorter wavelengths. Surprisingly, a geometrical construction revealed that when the wavelength of the buckling mode is an integer number, all vertices in the structure rotate in the same direction, leading to the formation of a chiral pattern (planar group: p6) (see surface-attached, mode II in Figure 53).

Although the observation above clearly indicates that surface-attached cellular structures are promising systems to achieve spontaneous formation of chiral pattern of single handedness, the experimental proof of principle requires a careful geometrical design to fully control the formation of either achiral or chiral patterns. Therefore, we started by identifying the essential mechanical ingredients and then use a combination of analytical predictions, finite element (FE) simulations, and experiments to control switching between achiral and chiral configurations using initially centrosymmetric surface-attached lattice structures.

Among many mechanisms of triggering the instability, we chose swelling as actuation mechanism for its stimuli-responsive behavior and experimental convenience. We will first use analytical model for thin walls to construct a diagram that predicts the buckling pattern from initial cellular structures. Then, we will use numerical methods to consider thickness effects and to get design parameters for experimental verification. Because our model is independent of
scales, we will fabricate structures at both micro and macroscales and compare swelling patterns with our models. From our experiments, we also observed the effects of kinetics and will describe how we can manipulate the swelling kinetics to induce desired patterns.

9.3. **Analytical model and buckling pattern diagram**

To gain more insight into the response of surface-attached cellular structures, we start by investigating buckling of the individual cell edges consisting of rectangular plates of length \( l \), height \( h \) and thickness \( t \) (see Figure 54a) subjected to isotropic swelling. For the sake of simplicity, we focus on thin plates, so that shear deformations through the thickness of the plate can be neglected, and consider a deformation that takes a point on the center-surface with coordinates \((x, y, 0)\) to its deformed state \((x+u_x(x,y), y+u_y(x,y), w(x,y))\). Assuming that the thin plate may be described as a linear elastic material with Young’s modulus \( E \), Poisson’s ratio \( \nu \), and bending stiffness \( D = \frac{Et^3}{12(1-\nu^2)} \), then balance of forces in the plane and out of the plane leads to the Foppl-von Karman equations\(^{170-172}\)

\[
\sigma_{ij} = 0, \quad \nabla^4 w - tw_{,ij} \sigma_{,ij} = 0, \quad i,j = x,y, \quad (28)
\]

where \( A_{,ij} = \frac{\partial A}{\partial x} \) and \( \nabla^4 A = A_{,xxxx} + A_{,yyyy} + 2A_{,xyy} \). Assuming isotropic swelling, the in-plane stresses are given by
\[ \sigma_{ij} = \frac{E}{1 + \nu} (\epsilon_{ij} + \frac{\nu}{1 - \nu} \epsilon_{ip} \delta_{pj}) - \frac{E}{1 - \nu} \epsilon_{pp} \delta_{ij} \]  

(29)

where \( \delta_{ij} \) is the Kronecker delta, \( \epsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) + \frac{1}{2} w_{i,j} \) is the in-plane strain tensor and \( \epsilon_{sw} \) denotes the strain caused by swelling of the material.

### 9.3.1. Boundary conditions

In a 2D cellular structure attached to a substrate that is very stiff and swells by a negligible amount, clamped conditions can be assumed for each individual cell edge at \( y = 0 \),

\[ u_x(x,0) = u_y(x,0) = w(x,0) = w_y(x,0) = 0 \]  

(30)

while the condition that the boundary at \( y = h \) is free of torques and forces implies that

\[ \sigma_{yy}(x,h) = \sigma_{yy}(x,h) = 0, w_{y,y}(x,h) + \nu w_{xx}(x,h) = w_{y,yy}(x,h) + (2 - \nu) w_{y,yy}(x,h) = 0 \]  

(31)

Finally, in a lattice where the junctions cannot move but are free to rotate for each plate the boundary conditions at \( x = 0, l \) read

\[ u_x(x,y) = w(x,y) = w_x(x,y) = 0, w_{xx}(x,y) + \nu w_{y,y}(x,h) = 0 \]  

(32)

### 9.3.2. Buckling

We start by noting that equations (28)-(32) are satisfied when
resulting in uniform strain and stresses and zero deflection. However, this solution is not always stable and above a critical value of swelling $\varepsilon_{cr}$ non-planar solutions appear. To test the stability of the solution of equation (33), we introduce incremental deformations as follows

$$u_i(x, y) = u_i^0(x, y) + \varepsilon u_i^1(x, y), w(x, y) = w^0(x, y) + \varepsilon w^1(x, y)$$

where $\varepsilon$ is a small parameter that characterizes the size of the perturbation superimposed on the finite deformation. Inserting equation (34) into equation (28) and retaining only the first order terms in $\varepsilon$, a single non-trivial incremental equilibrium equation is obtained

$$w_{,xxxx}^{(l)} + 2w_{,xyy}^{(l)} + w_{,yyyy}^{(l)} - \frac{Et\varepsilon_{sw}^{cr}}{D}w_{,xx}^{(l)} = 0$$

Assuming the out-of-plane deflection is of the form $w^{(l)}(x, y) = f(y)\sin\frac{m\pi x}{l}$ ($m$ being an integer) on substituting it into equation (35) and using the boundary conditions (30)-(32), an eigenvalue problem is obtained. We solve this boundary value problem numerically and study the normalized critical load $k_{cr}^m = \frac{Et^2\varepsilon_{cr}^{sw}}{\pi^2 D}$ and corresponding buckling modes as a function of the plate aspect ratio $l/h$, as shown in Figure 54a. It is interesting to observe that higher buckling modes (i.e. $m>1$) can be achieved for increasing values of $l/h$. By contrast, we notice that for a plate with free edges both at $y=0$ and $y=h$ only modes with half wavelength (i.e. $m=1$) are
possible.

9.3.3. Buckled pattern of surface-attached cellular structures

The results obtained for the individual cell walls can be now used to predict the buckled pattern of surface-attached cellular structures constructed by an assembly of these walls. The buckling pattern for a hexagonal lattice can be easily reconstructed from the individual cell walls as shown in Figure 54a, by preserving the angle at the vertices of the connected plates. Remarkably, by simply changing the aspect ratio of the individual cell walls, the reconstruction leads to either achiral or chiral configurations. For $l/h<2.32$, a surface-attached honeycomb underwent spontaneous symmetry reduction resulting in an achiral structure (Figure 54b). By contrast, a chiral structure appears by symmetry breaking when $2.32<l/h<4.02$ (Figure 54b).
9.4. **Numerical model for optimization of the dimension**

To fully define the design space for experiments, we then proceed by incorporating the effect of thickness and further investigate the buckling of surface-attached lattice structures using non-linear finite element (FE) analyses. Buckling of structures of infinite planar extent perfectly bonded to a rigid substrate was simulated, assuming isotropic swelling. Although instabilities might alter the periodicity of the infinite solid, here they can still be investigated on the same
primitive cell through a Bloch wave analysis, a staple of physics long used to examine electronic, photonic and phononic band structures in periodic lattices\textsuperscript{173,174}. For surface-attached honeycomb structures, we performed a series of FE simulations on the design parameters $<l/h, t/l>$ and the corresponding results are presented in Figure 54c as a contour “phase” diagram. In this diagram, the color represents the difference in eigenvalues of two neighboring states. The larger the difference, the better to get the desired buckling pattern. Otherwise, different buckling modes can coexist due to small difference in energy. As predicted by our analytical model, alternating achiral and chiral domains were found along the $l/h$ axis by buckling. For structures with thin walls (i.e. $t/l \rightarrow 0$), the transition between chiral and achiral domains was found to be in excellent agreement with the analytical model. Moreover, an increase in $t/l$ affected only moderately the boundary of the domains. The numerical simulations thus confirm that by simply controlling the aspect ratio of surface-attached cellular structure in initially achiral honeycomb structure, either achiral or chiral configurations can be formed. Importantly, these buckling-induced patterns are independent of the material properties and have no characteristic length scale, indicating that this phenomenon may be applicable across a wide range of length scales and materials. We could therefore straightforwardly test our theory in any scale within the regime of continuum mechanics.
9.5. Experimental demonstration of a large area chiral structure with uniform handedness

To verify the predictions of our analytical and numerical models, we fabricated surface-attached macro honeycombs characterized by \(<\ell_A/h_A, t_A/l_A> = <2, 0.185>\) and \(<\ell_B/h_B, t_B/l_B> = <3.17, 0.125>\), as indicated by the star shape markers in Figure 54c. According to the phase diagram presented in Figure 54c, we expect the formation of achiral pattern for structure A and a chiral one for structure B. The macroscopic honeycomb structures were fabricated by first printing a negative mold using a 3D printer (available from Objet) and replicate the positive structure in silicone (Elite 32 from Zhermack). The swelling experiment can be conducted using various solvents. In our case, we used hexane (available from Sigma Aldrich) considering its swelling capability and the evaporation rate.

Starting from the original honeycomb structure shown in Figure 55a, we observed formation of achiral structure (Figure 55b) by buckling for the structure A as we applied hexane onto the original structure. The experiment thus demonstrated that the constrained interconnected walls indeed buckled upon applying of stress in a configuration that was predicted from the modeling. Next, we tested structure B and, as predicted by the model, we found that the initial centrosymmetric honeycomb structure spontaneously transformed to large areas of the second mode buckled chiral structures upon swelling. The simple swelling induced-buckling not only
forced the formation of chiral structures, but also spontaneously yielded large areas of single
chirality. For both structures, if we subsequently deswelled the buckled structure by drying of the
solvent, it reconverted into the original honeycomb, which shows that the pattern formation can
be reversible. In addition, we found that more uniform pattern was formed as the difference in
the eigenvalues increases. For example, for the geometry in the region II of the Figure 55c, if the
eigenvalue difference was small, achiral and chiral structures coexisted in one sample, which is
in agreement with the trend predicted from the simulation result.
Figure 55. Images of the honeycomb structures (a) before swelling, (b) with the first mode buckling, and (c) with the second mode buckling. The second mode buckling case is chiral. The scale bars are 1 cm.
9.6. **Expansion of the model to different lattices and length scales**

Our model can be also extended to different lattices because we can reconstruct lattices by connecting walls. We have fabricated macroscale square (four connections) and triangular (six connections) lattices using the same method described above and conducted swelling experiments. The results showed good agreement with the prediction from the Figure 54 as shown in Figure 56. We could get both achiral (Figure 56c and Figure 56d) and chiral (Figure 56e and Figure 56f) structures from the initial square (Figure 56a) and triangular (Figure 56b) structures. Among the generated patterns, the first mode buckling pattern of the triangular lattice showed a complex pattern with no long range order because of geometric frustration. In this case, the unique nature of the triangular lattice does not allow all three half waves form antiparallel to its neighbors so they become frustrated and generate many degenerate states as shown in Figure 57. The Fast Fourier Transformation of the original frustrated pattern shows an interesting six fold pattern different from the triangular lattice before swelling.
Figure 56. The initial (a, b), the first mode (c, d), and the second mode (e, f) buckling images of the square (a, c, e) and the triangular (b, d, f) lattices. The scale bars are 1 cm for all images.
Figure 57. The original (top) and Fast Fourier-Transformed (FFT) image (bottom) of a geometrically frustrated buckling pattern for the triangular lattice case.

Moreover, we tested the scale independence of our model by fabricating silicon micro honeycomb structures using photolithography and replicating in UV curable epoxy for swelling experiments. We performed swelling experiments by immersing epoxy structures in a N-Methyl-2-pyrrolidone (NMP) solution, which is known to induce swelling of epoxy\textsuperscript{176}. As
shown in Figure 58, the generated structures showed good agreement with the predicted buckling patterns from a numerical simulation (Figure 54). The above results thus demonstrate that we can precisely tune the appearance of achiral versus chiral patterns simply by tailoring the dimensions of the initial structures based on our model. Depending on the applications, we can choose a variety of scales for inducing patterns with controlled buckling modes. For example, we can consider further scale down the system so that the generated chiral structure shows different responses depending on the circular polarization of light.
Figure 58. The initial (a), the first mode (b), and the second mode (c) buckling images of microhoneycombs. The scale bars are 20 μm.
9.7. **Kinetics of pattern formation and chiral amplification**

Besides equilibrium patterns, we also observed effects of kinetics. Due to the ease of manipulating the swelling process, we have used macroscale samples to understand the effects of kinetics in the swelling-induced pattern formation. In chapter 5, we discussed the importance of controlling the nucleation and propagation of the fiber assembly. Similarly, controlling the nucleation and propagation of the swelling-induced buckling is also important to form patterns with a long-range order. We did swelling experiments for two different cases. One was a fast swelling case, where an enough solvent covered the entire surface at the beginning. The other was a slow swelling case, where swelling happened at one unit cell and propagated in a coordinated manner by flowing a solvent with a controlled speed so that buckling could appear step by step. To control the flow rate, we used a syringe pump (Harvard Apparatus PHD 2000). The flow rate that we used was 0.1 mL/min – 0.4 mL/min, which corresponds to 15 sec/unit cell - 60 sec/unit cell for a hexagon with an empty volume of ~ 0.1 cm³. In the case of a slow swelling, we made sure there was a single swelling site.

Interestingly, a uniform domain of single chirality was formed for slow swelling, but multiple domains of different chirality (Figure 59) for fast swelling in the case of the structures in the regime II. For the slow swelling case, we tried different locations on a substrate (corner,
center, etc.) as the starting point and found that a uniform domain can be formed as long as there is a single starting point for swelling and it propagates slowly.

Moreover, we observed chiral amplification from slow swelling cases. We first obtained domains of different chirality from fast swelling for example, as Figure 59. Then, we started

Figure 59. The buckling pattern generated from fast swelling of initially square structures. The arrows indicate the handedness of each unit cell. The unmarked regions correspond to domain boundaries where different buckling patterns were observed to accommodate domains with opposite handedness.
swelling from one unit cell and observed whether the chirality of the seeding cell can guide the chirality of other parts of the sample. We found that the chiral seed can indeed lead to a large domain with a single chirality as a single crystal seed is used for growing a large single crystal. Interestingly, we also observed self-correction during the pattern formation process. As swelling patterns propagate, sometimes patterns of opposite chirality appear at the early stage of the swelling process then they switch the chirality as the neighboring cells swell and buckle.

In addition, we found that there is interesting memory effect. The structure has a memory of patterns formed during the swelling cycle. So, even though the drying of the swelled sample recovers the original honeycomb shape, if we apply a solvent again, it shows the same buckling pattern regardless of the swelling speed. Thus, by “writing” patterns using slow swelling, we can have the same pattern for repeating cycles. We can also erase the memory by using heat treatment. For example, if we put the dry sample in an oven at 70°C for an hour, we can generate new buckling pattern from a swelling experiment followed by the erasing cycle. The observed phenomena are summarized as schematic in Figure 60. More study is needed to understand the molecular origin of this memory behavior, but we think it is probably related to the reorganization of polymer chains during swelling or erasing cycle.
Figure 60. Possible routes of pattern formation.

9.8. Discussion

Our experiments demonstrate the emergence of single chirality at multiple length scales by symmetry breaking of carefully designed achiral architectures. While mechanical instabilities have been traditionally viewed as an undesirable phenomenon so most research focuses on avoiding them, we deliberately induce buckling to deterministically create structures of single handedness. Furthermore, the potential of chiral pattern formation in cellular structures has been unexplored though cellular structures have gained large scientific attention\(^\text{169}\) as light-weight structures\(^\text{177}\), novel electrode materials for lithium-ion batteries\(^\text{178}\), fuel cell membranes\(^\text{179}\), energy absorbers\(^\text{180,181}\) and acoustic dampers\(^\text{182}\). Besides the fundamental relevance in the field of chirality, our results may also hold profound implications for practical applications due to
tunability of the system. We can control the appearance of achiral or chiral configuration by changing the aspect ratio of walls and the pattern formation can be reversible because we utilize elastic buckling. Therefore, our study provides opportunities for reversible switching over a wide range of length scales and opens avenues for the design of switchable optical devices. As we have demonstrated for three different lattices, a wealth of buckling patterns can be created by varying the number of walls that connect at the vertices. Additionally, to fix the cellular structure we hitherto used rigid solid substrates, but they can be substituted by perforated or flexible materials. The toolbox can be even further expanded since a wide range of construction materials and stimuli may be used to generate buckled architectures. For instance, polymeric gels are excellent candidates as construction materials since they are known to undergo large volume changes in response to stimuli such as variations in temperature\textsuperscript{183}, pH\textsuperscript{184}, osmotic pressure\textsuperscript{185,186}, electric field\textsuperscript{187} or light\textsuperscript{188}. The scalability of the dimensions, various geometrical designs and choice of construction materials can provide a versatile route to precisely tailor the architectures for practical applications ranging from controlled wetting\textsuperscript{184,185} to phononic switching\textsuperscript{183} and tunable optical gratings\textsuperscript{186}. 
9.9. Summary

Processes that spontaneously break symmetry are of fundamental interest in the field of chirality. Although the emergence of asymmetry was demonstrated for molecules, this has remained a challenge in mesoscale systems and there has been no mechanism that works across multiple length scales. We have identified buckling of constrained cellular structures as a strategy for spontaneous symmetry breaking from our analytical calculations and numerical simulations. From our theoretical study, we found that the appearance of achiral or chiral patterns can be controlled by adjusting the aspect ratio of the cell walls. These fundamental insights guided an experimental demonstration using rationally designed structures. By swelling initially centrosymmetric structures, we observed that a cooperative buckling cascade resulted in configurations that were either achiral or chiral. In the latter case, buckling induced the transformation of the initially centrosymmetric architecture into chiral configurations of single handedness. Thus, our findings demonstrate spontaneous symmetry breaking at the multiple length scales. Moreover, we also report a new scale-independent chiral amplification mechanism based on buckling by controlling the kinetics of the buckling. Finally, we have outlined a general strategy in which the judicious customization of dimensions, materials, stimuli and architectonic designs unlocks the potential for a realm of practical applications ranging from switchable optics to controllable wetting.
Chapter 10  Liquid-Infused Fibrous Surfaces

In chapter 10, we have studied exceptional liquid-repellent properties of liquid-infiltrated fibrous surfaces. When fibrous surfaces are infused with a lubricating liquid, the surfaces become slippery so that they can repel wide range of immiscible liquids and even solids. This chapter is based on our published paper (ref. 3) and the content is used with permission from Nature Publishing Group.

10.1. Challenges of current liquid-repellency technology

The cutting edge in development of synthetic liquid-repellent surfaces is currently inspired by the lotus effect\textsuperscript{189}: water droplets are supported by surface textures on a composite solid–air interface that enables them to roll off easily\textsuperscript{190,191}. However, this approach, while promising, suffers from inherent limitations that severely restrict its applicability. First, trapped air is a largely ineffective cushion against organic liquids or complex mixtures that, unlike water, have low surface tension, which strongly destabilizes suspended droplets\textsuperscript{192}. Moreover, the air trapped within the texture cannot stand up to pressure, so that liquids, particularly those with low surface tension, can easily penetrate the texture under even slightly increased pressures or upon impact\textsuperscript{193},
conditions commonly encountered with driving rain or in underground transport pipes. Furthermore, synthetic textured solids are prone to irreversible defects arising from mechanical damage and fabrication imperfections\textsuperscript{194,195}: because each defect enhances the likelihood of the droplet pinning and sticking in place, textured surfaces are not only difficult to optimize for liquid mobility but inevitably stop working over time as irreparable damage accumulates. Recent progress in pushing these limits with increasingly complex structures and chemistries remains outweighed by substantial trade-offs in physical stability, optical properties, large-scale feasibility, and/or difficulty and expense of fabrication\textsuperscript{41,42,196,197}.

10.2. Synthetic slippery surfaces inspired by the Nepenthes pitcher plant

10.2.1. Inspiration from the Nepenthes pitcher plant

Nature, however, offers a remarkably simple alternative idea that is different from the lotus effect yet again capitalizes on microtextures: instead of using the structures to repel impinging liquids directly, systems such as the Nepenthes pitcher plant use them to lock-in an intermediary liquid that then acts by itself as the repellent surface\textsuperscript{198}. Well-matched solid and liquid surface energies, combined with the microtextural roughness, create a highly stable state in which the
liquid fills the spaces within the texture and forms a continuous overlying film\textsuperscript{199}. In pitcher plants, this film is aqueous and effective enough to cause insects that step on it to slide from the rim into the digestive juices at the bottom by repelling the oils on their feet\textsuperscript{200}.

10.2.2. Design principles of slippery surfaces

Inspired by this idea, we have developed synthetic liquid-repellent surfaces—which we name ‘slippery liquid-infused porous surface(s)’ (SLIPS)—that each consist of a film of lubricating liquid locked in place by a micro/nanoporous substrate (Figure 61). The premise for our design is that a liquid surface is intrinsically smooth and defect-free down to the molecular scale; provides immediate self-repair by wicking into damaged sites in the underlying substrate; is largely incompressible; and can be chosen to repel immiscible liquids of virtually any surface tension. We show that our SLIPS creates a smooth, stable interface that nearly eliminates pinning of the liquid contact line for both high- and low-surface-tension liquids, minimizes pressure-induced impalement into the porous structures, self-heals and retains its function following mechanical damage, and can be made optically transparent.
We designed the SLIPS based on three criteria: (1) the lubricating liquid must wick into, wet and stably adhere within the substrate, (2) the solid must be preferentially wetted by the lubricating liquid rather than by the liquid one wants to repel, and (3) the lubricating and impinging test liquids must be immiscible. The first requirement is satisfied by using micro/nanotextured, rough substrates whose large surface area, combined with chemical affinity for the liquid, facilitates complete wetting by, and adhesion of, the lubricating fluid (Figure 62)\textsuperscript{136,201}. To satisfy the second criterion—the formation of a stable lubricating film that is not displaced by the test liquid (Figure 62 and Figure 63)—we determine the chemical and physical properties required for working combinations of substrates and lubricants as below.
Figure 62. Wetting of perfluorinated fluids on flat and roughened surfaces. Optical images showing the wetting behaviors of a perfluorinated lubricating fluid, FC-70, on (a) a flat surface and (b) a nanostructured porous solid (inset shows an electron micrograph of the nanostructured surface). It is evident that the presence of the nanostructures greatly enhances wetting by the lubricating fluid, thereby forming a uniform and homogeneous coating on the porous solid. Reprinted from ref. 3 with permission from Nature Publishing Group.

Figure 63. Comparison of the stability and displacement of lubricating films on silanized and non-silanized textured epoxy substrates. Top panels show schematic side views; bottom panels show time-lapse optical images of top views. Dyed pentane was used to enhance visibility. Reprinted from ref. 3 with permission from Nature Publishing Group.

An essential criterion for a functional SLIPS is that the solid must be preferentially wetted by the lubricating fluid (Liquid B) rather than by the liquid one wants to repel (Liquid A). This
ensures that Liquid A floats on top of a lubricating film of Liquid B. To determine whether a solid will be wetted preferentially by a Liquid A or Liquid B, we compare the total interfacial energy of the individual wetting configurations (Figure 64). Specifically, Configuration A refers to the state where the textured solid is completely wetted by Liquid A. Configurations 1 and 2 refer to the states where textured solids are completely wetted by Liquid B with and without a fully wetted Liquid A floating on top of it, respectively. The idea here is to find conditions such that Configuration A is always at a higher energy state than the other two configurations. By comparing the energy states of Configuration 1 and 2 with that of the Configuration A, one can determine the required solid/liquid combinations to form a stable film of Liquid B (i.e., the configuration with a lower total energy is the preferred wetting state).

Figure 64. Derivation of the working conditions for maintaining a stable lubricating film. $E_1$, $E_2$, and $E_A$ represent the total interfacial energies per unit area of the wetting configurations 1, 2, and A, respectively. In addition, $\gamma_{AB}$, $\gamma_{SA}$, $\gamma_{SB}$, $\gamma_A$, and $\gamma_B$ represent the surface energies of the Liquid A-Liquid B interface, solid-Liquid A interface, solid-Liquid B interface, Liquid A-vapor interface, and Liquid B-vapor interface, respectively. $H$ and $h$ represent the thickness of the fluid layer and
the height of the surface textures, respectively. Also, $R$ represents the roughness factor of the textured solid, which is defined as the ratio between the actual and projected areas of the surface. Reprinted from ref. 3 with permission from Nature Publishing Group.

To derive a working condition, the following assumptions are made: 1) the fluid layer covers the surface features (i.e., $H > h$); 2) the thickness of the fluid layer is much less than the capillary length of the fluid; 3) surface roughness is uniformly distributed for each configuration; 4) Liquid A and Liquid B are chemically non-reactive with the solid.

To find the conditions such that Configuration A is always at a higher energy state than Configuration 1, we have $E_A - E_1 > 0$, which can be further expressed as,

$$R(\gamma_{SA} - \gamma_{SB}) - \gamma_{AB} > 0$$

(36)

In particular, equation (36) is reduced to measurable quantities with the use of the Young-Dupré equation\textsuperscript{20}, where we have,

$$R[(\gamma_{SV} - \gamma_A \cos \theta_A) - (\gamma_{SV} - \gamma_B \cos \theta_B)] - \gamma_{AB} > 0$$

(37)

where $\gamma_{SV}$, $\theta_A$, and $\theta_B$ are the surface energy of the solid-vapor interface and the equilibrium contact angles of Liquid A and Liquid B on a flat solid surface, respectively.

By further reducing equation (37) into a more compact form, we have,

$$R(\gamma_B \cos \theta_B - \gamma_A \cos \theta_A) - \gamma_{AB} > 0$$

(38)

where we define $\Delta E_1 = R(\gamma_B \cos \theta_B - \gamma_A \cos \theta_A) - \gamma_{AB}$. 


Similarly, to find the conditions such that Configuration A is always at a higher energy state than the Configuration 2, we have $E_A - E_2 > 0$, which can be further expressed as,

$$R(\gamma_B \cos \theta_B - \gamma_A \cos \theta_A) + \gamma_A - \gamma_B > 0 \quad (39)$$

where we define $\Delta E_2 = R(\gamma_B \cos \theta_B - \gamma_A \cos \theta_A) + \gamma_A - \gamma_B$.

Satisfying both equations (38) and (39) will ensure a stable lubricated film formation. In contrast, when neither equations (38) and (39) are satisfied, Liquid B will be displaced by Liquid A. In the case where only one of the conditions is satisfied, Liquid B may or may not be displaced by Liquid A. To verify these design criteria, we explored a number of different solid/Liquid-A/Liquid-B combinations and compared these results with the governing relationships. We show that these relationships agree favorably with all of the experimental conditions in different scenarios (see Table 2).
Table 2. Comparison of the governing relationships with experimental observations for various solid-liquid-A-liquid-B combinations. “Y” indicates that Liquid B forms a stable lubricating film, and does not get displaced by Liquid A; whereas “N” indicates that Liquid B is displaced by Liquid A. The equilibrium angles, $\theta_A$ and $\theta_B$, are estimated from the respective averages of the measured advancing and receding angles on flat substrates from at least three individual measurements. $R$, $\gamma_A$, $\gamma_B$ represent the roughness factor of the substrate and the surface tensions of Liquid A and B, respectively. $\gamma_{AB}$ is estimated from the formulation: $\gamma_{AB} = \gamma_A + \gamma_B - 2(\gamma_A^d \gamma_B^d)^{1/2}$, where $\gamma_A^d$ and $\gamma_B^d$ are the dispersion force contributions of the liquid surface tensions \(^{202,203}\). The dispersion force contribution of water surface tension is 21.8 mN/m\(^{202}\). S. Epoxy represents silanized epoxy resin substrate. Alkanes are represented in C\(_n\)H\(_{2n+2}\) where n = 5, 6, 8, 10, 13, and 16. Reprinted from ref. 3 with permission from Nature Publishing Group.

<table>
<thead>
<tr>
<th>Solid</th>
<th>Liquid A</th>
<th>Liquid B</th>
<th>R</th>
<th>$\gamma_A$</th>
<th>$\gamma_B$</th>
<th>$\gamma_{AB}$</th>
<th>$\theta_A$</th>
<th>$\theta_B$</th>
<th>$\Delta E_1$</th>
<th>$\Delta E_2$</th>
<th>Stable Film?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoxy</td>
<td>H(_2)O</td>
<td>FC-70</td>
<td>2</td>
<td>72.6</td>
<td>17.1</td>
<td>51.0</td>
<td>104.9</td>
<td>11.8</td>
<td>19.6</td>
<td>126.1</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{16})H(</em>{34})</td>
<td>FC-70</td>
<td>2</td>
<td>27.2</td>
<td>17.1</td>
<td>1.2</td>
<td>63.1</td>
<td>11.8</td>
<td>7.8</td>
<td>19.0</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{13})H(</em>{28})</td>
<td>FC-70</td>
<td>2</td>
<td>25.9</td>
<td>17.1</td>
<td>0.9</td>
<td>60.5</td>
<td>11.8</td>
<td>7.0</td>
<td>16.7</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{10})H(</em>{22})</td>
<td>FC-70</td>
<td>2</td>
<td>23.6</td>
<td>17.1</td>
<td>0.5</td>
<td>52.3</td>
<td>11.8</td>
<td>4.1</td>
<td>11.1</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{8})H(</em>{18})</td>
<td>FC-70</td>
<td>2</td>
<td>21.4</td>
<td>17.1</td>
<td>0.2</td>
<td>40.8</td>
<td>11.8</td>
<td>0.8</td>
<td>5.4</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{6})H(</em>{14})</td>
<td>FC-70</td>
<td>2</td>
<td>18.6</td>
<td>17.1</td>
<td>0.0</td>
<td>37.7</td>
<td>11.8</td>
<td>4.0</td>
<td>5.5</td>
<td>Y</td>
</tr>
<tr>
<td>S. Epoxy</td>
<td>C(<em>{5})H(</em>{12})</td>
<td>FC-70</td>
<td>2</td>
<td>17.2</td>
<td>17.1</td>
<td>0.0</td>
<td>26.7</td>
<td>11.8</td>
<td>2.8</td>
<td>2.9</td>
<td>Y</td>
</tr>
<tr>
<td>Epoxy</td>
<td>H(_2)O</td>
<td>FC-70</td>
<td>2</td>
<td>72.6</td>
<td>17.1</td>
<td>51.0</td>
<td>83.7</td>
<td>28.1</td>
<td>-36.9</td>
<td>69.6</td>
<td>Y/N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C(<em>{16})H(</em>{34})</td>
<td>FC-70</td>
<td>2</td>
<td>27.2</td>
<td>17.1</td>
<td>1.2</td>
<td>29.3</td>
<td>28.1</td>
<td>-18.4</td>
<td>-7.1</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C(<em>{13})H(</em>{28})</td>
<td>FC-70</td>
<td>2</td>
<td>25.9</td>
<td>17.1</td>
<td>0.9</td>
<td>26.9</td>
<td>28.1</td>
<td>-16.9</td>
<td>-7.2</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C(<em>{10})H(</em>{22})</td>
<td>FC-70</td>
<td>2</td>
<td>23.6</td>
<td>17.1</td>
<td>0.5</td>
<td>14.4</td>
<td>28.1</td>
<td>-16.0</td>
<td>-9.0</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C(<em>{8})H(</em>{18})</td>
<td>FC-70</td>
<td>2</td>
<td>21.4</td>
<td>17.1</td>
<td>0.3</td>
<td>&lt;5</td>
<td>28.1</td>
<td>-12.7</td>
<td>-8.1</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C(<em>{6})H(</em>{14})</td>
<td>FC-70</td>
<td>2</td>
<td>18.6</td>
<td>17.1</td>
<td>0.0</td>
<td>0</td>
<td>28.1</td>
<td>-7.0</td>
<td>-5.5</td>
<td>N</td>
</tr>
</tbody>
</table>
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Table 2, Continued.

<table>
<thead>
<tr>
<th>Epoxy</th>
<th>C&lt;sub&gt;5&lt;/sub&gt;H&lt;sub&gt;12&lt;/sub&gt;</th>
<th>FC-70</th>
<th>2</th>
<th>17.2</th>
<th>17.1</th>
<th>0.0</th>
<th>0</th>
<th>28.1</th>
<th>-4.2</th>
<th>-4.1</th>
<th>N</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoxy</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>FC-70</td>
<td>1</td>
<td>72.6</td>
<td>17.1</td>
<td>51.1</td>
<td>83.7</td>
<td>28.1</td>
<td>-44.0</td>
<td>62.6</td>
<td>Y/N</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C&lt;sub&gt;16&lt;/sub&gt;H&lt;sub&gt;34&lt;/sub&gt;</td>
<td>FC-70</td>
<td>1</td>
<td>27.2</td>
<td>17.1</td>
<td>1.2</td>
<td>29.3</td>
<td>28.1</td>
<td>-9.8</td>
<td>1.5</td>
<td>Y/N</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C&lt;sub&gt;13&lt;/sub&gt;H&lt;sub&gt;28&lt;/sub&gt;</td>
<td>FC-70</td>
<td>1</td>
<td>25.9</td>
<td>17.1</td>
<td>0.9</td>
<td>26.9</td>
<td>28.1</td>
<td>-8.9</td>
<td>0.8</td>
<td>Y/N</td>
<td>N</td>
</tr>
<tr>
<td>Epoxy</td>
<td>C&lt;sub&gt;10&lt;/sub&gt;H&lt;sub&gt;22&lt;/sub&gt;</td>
<td>FC-70</td>
<td>1</td>
<td>23.6</td>
<td>17.1</td>
<td>0.5</td>
<td>14.4</td>
<td>28.1</td>
<td>-8.3</td>
<td>-1.3</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Silicon</td>
<td>C&lt;sub&gt;16&lt;/sub&gt;H&lt;sub&gt;34&lt;/sub&gt;</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>1</td>
<td>27.2</td>
<td>72.6</td>
<td>51.1</td>
<td>9.8</td>
<td>7.2</td>
<td>-5.8</td>
<td>-0.2</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Silicon</td>
<td>C&lt;sub&gt;10&lt;/sub&gt;H&lt;sub&gt;22&lt;/sub&gt;</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>1</td>
<td>23.6</td>
<td>72.6</td>
<td>50.8</td>
<td>4.2</td>
<td>7.2</td>
<td>-2.3</td>
<td>-0.5</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Silicon</td>
<td>C&lt;sub&gt;8&lt;/sub&gt;H&lt;sub&gt;18&lt;/sub&gt;</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>1</td>
<td>21.4</td>
<td>72.6</td>
<td>50.8</td>
<td>0</td>
<td>7.2</td>
<td>-0.2</td>
<td>-0.6</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Silicon</td>
<td>C&lt;sub&gt;6&lt;/sub&gt;H&lt;sub&gt;14&lt;/sub&gt;</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>1</td>
<td>18.6</td>
<td>72.6</td>
<td>50.9</td>
<td>0</td>
<td>7.2</td>
<td>2.5</td>
<td>-0.6</td>
<td>Y/N</td>
<td>N</td>
</tr>
<tr>
<td>Silicon</td>
<td>C&lt;sub&gt;5&lt;/sub&gt;H&lt;sub&gt;12&lt;/sub&gt;</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>1</td>
<td>17.2</td>
<td>72.6</td>
<td>51.0</td>
<td>0</td>
<td>7.2</td>
<td>3.9</td>
<td>-0.6</td>
<td>Y/N</td>
<td>N</td>
</tr>
</tbody>
</table>

10.2.3. Fabrication of slippery surfaces

From these principles, we fabricated a set of SLIPS designed to repel liquids spanning a broad range of surface tensions. To generate roughness, we tested two types of porous solids, periodically ordered and random: arrays of nanofibers functionalized with a low-surface energy polyfluoroalkyl silane<sup>5</sup>, and a random network of Teflon nanofibers distributed throughout the bulk substrate, respectively (Figure 65). Teflon membranes with average pore size of ≥ 200 nm and thickness of ~ 60–80 μm were purchased from Sterlitech Corporation, WA, USA. These membranes were used as received without further modification (SLIPS 1 sample). The polymer
nanofiber arrays were made from silicon masters following the procedure described in ref. 5. The resulting dimensions of the nanostructures in epoxy replica were diameter of ~300 nm, height of 5 µm and pitch of 2 µm for the SLIPS 2 sample mentioned in the text and diameter of ~ 300 nm, height of ~ 500 nm to 2 µm and pitch of 0.9 µm for the SLIPS 3 sample, respectively. The epoxy replicas were further rendered hydrophobic by putting the samples in a vacuum desiccator overnight with a glass vial having 0.2 mL heptadecafluoro-1,1,2,2-tetrahydrodecyltrichlorosilane (available from Gelest, Inc.).

Figure 65. SEM images showing the morphologies of porous/textured substrate materials: epoxy-based nanofiber arrays (left) and Teflon-based porous nanofiber networks (right). Reprinted from ref. 3 with permission from Nature Publishing Group.

For the lubricating film, we chose low-surface-tension perfluorinated liquids (for example, 3M Fluorinert FC-70 ($\gamma_B =17.1$ mN/m; or DuPont Krytox oils) that are non-volatile and are immiscible with both aqueous and hydrocarbon phases and therefore able to form a stable, slippery interface with our solid substrates (that is, $\Delta E_1 > 0$ and $\Delta E_2 > 0$) for a variety of polar
and non-polar liquids including water, acids and bases, alkanes, alcohols and ketones (Figure 66). The SLIPS were generated through liquid imbibition into the porous materials\textsuperscript{201}, resulting in a homogeneous and smooth surface. Lubricating fluid was added onto the surfaces by pipette to form an over-coated layer. The fluid spreads spontaneously onto the whole substrate through capillary wicking. The thickness of the over-coated layer can be controlled by the fluid volume given a known surface area of the sample.

Figure 66. Optical micrographs demonstrating the mobility of a low-surface-tension liquid hydrocarbon—hexane ($\gamma_A = 18.6 \pm 0.5$ mN/m, volume 3.6 $\mu$L)—sliding on a SLIPS at a low angle ($\alpha = 3.0^\circ$). Reprinted from ref. 3 with permission from Nature Publishing Group.

As briefly mentioned above, the lubricating fluids used for the experiment are perfluorinated fluids (e.g., 3M fluorinert\textsuperscript{TM} FC-70, Dupont\textsuperscript{TM} Krytox\textsuperscript{®} 100 and 103). Unless otherwise specified, FC-70 was used throughout the experiments. Specifically, the density, kinematic viscosity, and optical refractive index of FC-70 at 25 °C are 1940 kg/m$^3$, 0.12 cm$^2$/s, and 1.303, respectively (see Table 3). The test liquids were obtained from Sigma Aldrich which include pentane (reagent grade, 98%), hexane (puriss, absolute, $\geq$ 99.0%), heptane (biotech. grade, $\geq$ 99.0%), octane (puriss, $\geq$ 99.0%), nonane (ReagentPlus\textsuperscript{®}, 99%), decane (ReagentPlus\textsuperscript{®}, 99%),...
≥ 99.0%), undecane (≥ 99.0%), dodecane (ReagentPlus®, ≥ 99.0%), tridecane (≥ 99.0%),
hexadecane (ReagentPlus®, 99%), dipropylene glycol (99%, mixture of isomers), ethylene glycol
(anhydrous, 99.8%), glycerol (99%). Deionized water with a resistivity of 18.3 MΩ·cm was
used for the measurements. Ethanol (Pharmco-Aaper, 200 proof, absolute) was used for
self-cleaning experiments. Crude oil samples were purchased from ONTA, Inc (Ontario, Canada),
which are paraffinic, sweet (i.e., sulfur level ≤ 0.5%), extra-light and light crude oils originated
from Appalachian Basin and Louisiana, USA, respectively. Surface tensions of the test liquids
were measured by the pendant drop method.

Table 3. Physical and chemical properties of the perfluorinated fluids provided by manufacturers.
Reprinted from ref. 3 with permission from Nature Publishing Group.

<table>
<thead>
<tr>
<th>Trade Name</th>
<th>Chemical Composition</th>
<th>Density (kg/m³)</th>
<th>Kinematic Viscosity (cm²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-70</td>
<td>perfluorotri-n-pentylamine</td>
<td>1940 (at 25°C)</td>
<td>0.12 (at 25°C)</td>
</tr>
<tr>
<td>Krytox® 100</td>
<td>perfluoropolyether</td>
<td>1870 (at 0°C)</td>
<td>0.12 (at 20°C)</td>
</tr>
<tr>
<td>Krytox® 103</td>
<td>perfluoropolyether</td>
<td>1920 (at 0°C)</td>
<td>0.82 (at 20°C)</td>
</tr>
</tbody>
</table>

10.3. Characterizations of slippery surfaces

In this section, we have conducted various measurements of slippery surfaces to evaluate
their characteristics and performance. First, we characterized their surface roughness to verify
ultra-smoothness of slippery surfaces. Second, we measured contact and sliding angles, which are standard techniques to characterize the liquid repellency of surfaces. Third, we measured the effects of the thickness of the lubricating layer and the evaporation curve of the lubricating layer because the lubricating layer thickness can vary due to evaporation or flow during use. Fourth, we tested slippery surfaces under high pressure to evaluate its pressure stability. Fifth, we characterized self-repairing behavior of slippery surfaces, which is a unique feature of slippery surfaces due to presence of the lubricating layer. Finally, we measured optical transmission of slippery surfaces in both visible and infrared wavelength ranges to evaluate transparency of the generated surfaces.

10.3.1. Surface roughness measurements

To analyze the surface roughness of SLIPS, a replication process was developed to reproduce the morphology of the surface. We first made a negative mold of the lubricating layer using polydimethylsiloxane (PDMS), then fabricated positive replicas with UV curable epoxy resin (UVO 114 available from Epoxy Technology) (see Figure 67). The smoothness of the replicated surface was characterized by the high resolution atomic force microscopic measurements, where the average roughness was on the order of 1 nm or less as shown in Table 4. In this measurement, it is important to note that the measured roughness has reached the physical roughness limits for flat PDMS and UVO 114 epoxy resin (i.e., order of 1 nm or
Therefore, the measured values may only represent an upper bound for the actual roughness of the lubricating film, which in principle should be close to molecular smoothness (i.e., roughness < 0.5 nm). Nonetheless, it is evident from the roughness analysis that the lubricating fluid overcoats the surface topographies of the porous solid, forming a near molecularly smooth surface.

Figure 67. (a)–(e) Schematics showing the replication process using polydimethylsiloxane (PDMS) and UVO 114 epoxy resin. The interface marked with an asterisk indicates the surface that was replicated for surface characterization. (f) The smoothness of the surface was further confirmed by the high resolution atomic force microscopic measurements, where the average roughness is on the order of 1 nm or less (see Table 4 for the measured average and root-mean-square roughness). Reprinted from ref. 3 with permission from Nature Publishing Group.
Table 4. Surface roughness measurements on the replicas of SLIPS. Surface roughness measurements were carried out with an atomic force microscope (Veeco NanoMan VS). The scanning tip used for the measurements was Veeco RTESP, with a measured operating resonant frequency of 270.66 kHz. Typical operating parameters are: scan rate = 0.5 Hz – 1.02 Hz; Integral gain = 1.087; Proportional gain = 5.344; Amplitude set-point = 252.3 mV. Both average and root-mean-square (R.M.S.) roughness were obtained for different scan sizes. N denotes the number of independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.

<table>
<thead>
<tr>
<th>Scan Size</th>
<th>Average Roughness (nm)</th>
<th>R.M.S. Roughness (nm)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 nm × 100 nm</td>
<td>0.84 ± 0.13</td>
<td>1.11 ± 0.16</td>
<td>3</td>
</tr>
<tr>
<td>500 nm × 500 nm</td>
<td>1.07 ± 0.05</td>
<td>1.43 ± 0.05</td>
<td>3</td>
</tr>
<tr>
<td>2500 nm × 2500 nm</td>
<td>1.05 ± 0.01</td>
<td>1.47 ± 0.04</td>
<td>3</td>
</tr>
</tbody>
</table>

10.3.2. Contact and sliding angle measurements

The contact angle measurements were performed by a contact angle measurement system (KSV CAM 101) at room temperature (i.e., 20–23°C) with ~20% relative humidity. The system was calibrated before all the measurements were taken. The droplet volume for the measurement was ~5 μL (unless otherwise specified) and the macroscopic droplet profile was captured through a camera equipped with an optical system for amplification of the captured images. In measuring the contact angle hysteresis, the surface was tilted with respect to the horizontal plane until the liquid droplet started to slide along the surface. The droplet profile was fitted into a spherical cap profile by a computer program provided from the system in order to determine the advancing and receding angles, the sliding angle of the droplet, as well as the droplet volume. The accuracy of
the contact angle measurements and of the sliding angles is ~0.1°. The contact and sliding angles of various liquids on SLIPS are summarized in the Figure 68 and the surface tension values used in Figure 68a are measured by pendant drop measurements using KSV CAM 101 system as summarized in Table 5.

Figure 68. Contact and sliding angles of various liquids on SLIPS. (a) A plot showing the contact angles of various polar and non-polar liquids on different SLIPS. SLIPS 1, 2, and 3 refer to the surfaces made from 1: Teflon membrane, 2: epoxy nanofiber array of geometry 1 (pitch = 2 μm; height = 5 μm; and fiber diameter = 300 nm), and 3: geometry 2 (pitch = 900 nm; height = 500 nm to 2 μm; and fiber diameter = 300 nm), respectively. Advancing and receding contact angles on the respective surfaces are indicated in solid squares and empty triangle symbols, respectively. The test liquids used in the measurements were (in ascending order of liquid surface tension): hexane, heptane, octane, nonane, decane, undecane, dodecane, tridecane, hexadecane, dipropylene glycol, ethylene glycol, glycerol, and water (See also Table 5). (b) A plot showing the sliding angles of the various liquid droplets with respect to the droplet volume on a SLIPS. High liquid mobility on the surface is signified by the low sliding angles for all liquids. Error bars indicate standard deviations from at least five independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.
Table 5. Measured surface tension for various polar and non-polar liquids. Surface tension measurements were performed by the pendant drop method at ambient conditions (temperature = 22 to 24°C and relative humidity = 18 to 26%). Densities of the individual liquids are provided by the manufacturer specifications. \( N \) denotes the number of independent measurements. *Extra-light crude oil was obtained from Appalachian Basin, USA. **Light crude oil was obtained from Louisiana, USA. Reprinted from ref. 3 with permission from Nature Publishing Group.

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Surface Tension (mN/m)</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>72.4 ± 0.1</td>
<td>116</td>
</tr>
<tr>
<td>Glycerol</td>
<td>60.3 ± 1.1</td>
<td>35</td>
</tr>
<tr>
<td>Ethylene Glycol</td>
<td>48.1 ± 0.3</td>
<td>32</td>
</tr>
<tr>
<td>Dipropylene Glycol</td>
<td>32.3 ± 0.3</td>
<td>35</td>
</tr>
<tr>
<td>Extra-light Crude Oil*</td>
<td>27.0 ± 0.8</td>
<td>15</td>
</tr>
<tr>
<td>Light Crude Oil**</td>
<td>25.6 ± 0.9</td>
<td>15</td>
</tr>
<tr>
<td>Hexadecane</td>
<td>27.2 ± 0.2</td>
<td>31</td>
</tr>
<tr>
<td>Tridecane</td>
<td>25.9 ± 0.1</td>
<td>30</td>
</tr>
<tr>
<td>Dodecane</td>
<td>25.3 ± 0.1</td>
<td>32</td>
</tr>
<tr>
<td>Undecane</td>
<td>24.6 ± 0.2</td>
<td>32</td>
</tr>
<tr>
<td>Decane</td>
<td>23.6 ± 0.1</td>
<td>32</td>
</tr>
<tr>
<td>Nonane</td>
<td>22.6 ± 0.2</td>
<td>31</td>
</tr>
<tr>
<td>Octane</td>
<td>21.4 ± 0.2</td>
<td>30</td>
</tr>
<tr>
<td>Heptane</td>
<td>19.9 ± 0.3</td>
<td>32</td>
</tr>
<tr>
<td>Hexane</td>
<td>18.6 ± 0.5</td>
<td>30</td>
</tr>
<tr>
<td>Pentane</td>
<td>17.2 ± 0.5</td>
<td>57</td>
</tr>
<tr>
<td>3M Fluorinert™ FC-70</td>
<td>17.1 ± 0.3</td>
<td>43</td>
</tr>
</tbody>
</table>
Each of these SLIPS exhibits extreme liquid repellency as signified by very low contact angle hysteresis ($\Delta \theta < 2.5^\circ$, Figure 69) and by very low sliding angles ($\alpha \leq 5^\circ$ for droplet volume $\geq 2 \mu$L; Figure 68b) against liquids of surface tension ranging from $\sim 17.2 \pm 0.5 \text{mN/m}$ (n-pentane) to 72.4 mN/m (water). Contact angle hysteresis (that is, the difference between the advancing and receding contact angles of a moving droplet), and sliding angle (that is, the surface tilt required for droplet motion) directly characterize resistance to mobility\textsuperscript{205}; the low values therefore confirm a lack of pinning, consistent with a nearly defect-free surface\textsuperscript{206}.

![Figure 69](image.png)

Figure 69. Comparison of contact angle hysteresis as a function of surface tension of test liquids (indicated) on SLIPS and on an omniphobic surface reported in ref. 196. In the inset, the advancing and receding contact angles of a liquid droplet are denoted as $\theta_{\text{adv}}$ and $\theta_{\text{rec}}$, respectively. SLIPS 1, 2 and 3 refer to the surfaces made of Teflon porous membrane (SLIPS 1), an array of epoxy fibers of geometry 1 (pitch $\sim 2 \mu$m, height $\sim 5 \mu$m, fiber diameter $\sim 300$ nm)
(SLIPS 2) and an array of epoxy fibers of geometry 2 (pitch ~ 900 nm, height ~ 500 nm – 2 mm, fiber diameter ~ 300 nm) (SLIPS 3). Error bars indicate standard deviations from three independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.

Based on the measured contact angle hysteresis and droplet volume (~4.5 μL), the estimated liquid retention force on each of the SLIPS is 0.83 ± 0.22 mN for n = 6. This performance is nearly an order of magnitude better than the state-of-the-art lotus-leaf-inspired omniphobic surfaces, whose liquid retention forces are of the order of 5 mN for low-surface-tension liquids (that is, γA < 25 mN/m) at similar liquid volumes. Moreover, the liquid-repellency of SLIPS is insensitive to texture geometry (Figure 69), provided that the lubricating layer covers the textures (Figure 70). This further confirms that liquid repellency is primarily conferred by the lubricating film, with the porous solid having the secondary, but critically important, role of immobilizing the film. Additionally, unlike lotus-leaf-inspired omniphobic surfaces where contact angle hysteresis depends on liquid surface tension and increases dramatically upon decrease of surface tension (Figure 69), such a dependence is absent for SLIPS owing to the chemical homogeneity and physical smoothness of the liquid–liquid interface.
10.3.3. Thickness and evaporation measurements

As briefly mentioned above, the thickness of the lubricating layer is important to maintain the slipperiness of our surface. The thickness of the lubricating fluid was determined by measuring the weight of the fluid added to the porous solid over a measured wetted area. The weight of the fluid was measured by a high resolution balance (Mettler Toledo XP 105 DeltaRange analytical balance) with a sensitivity of 0.01 mg. The density of the lubricating fluid (i.e., 3M fluorinert™, FC-70) was provided by the manufacturer specifications (Table 3). The thickness of the fluid was then determined from the information based on the measured weight, the wetted area, and the fluid density. As shown in Figure 70, the performance of the slippery surface was insensitive to the thickness of the lubricating layer as long as the lubricating layer covers the texture. But, as the texture was exposed, they acted as pinning sites and induced increase in the contact angle hysteresis. Therefore, it is important to maintain the lubricating layer so that it covers the underlying the texture.
Figure 70. Dependence of liquid repellency on lubricating film thickness. A plot showing the liquid contact angle hysteresis of the surface (black squares) as a function of the thickness of the lubricating layer. It is important to note that when the thickness of the lubricating layer is lower than the height of the surface textures, the liquid droplet becomes pinned on the surface (purple region). The test liquid used for the characterization was decane (γ_A = 23.6 ± 0.1 mN/m, volume of ~5 μL). Reprinted from ref. 3 with permission from Nature Publishing Group.

To have a better understanding about the long-term stability of the slippery surface, we have measured the evaporation rate of the liquids that we used for the lubricating layer. The perfluorinated fluids used for the measurements were FC-70, Krytox® 100 and 103. These fluids were incorporated within porous solids to reflect the actual operating conditions. Specifically, the porous solids consisted of a Teflon membrane (SLIPS 1, 47 mm in diameter) connected to a porous glass membrane (pore size ≥ 300 nm, thickness of ~470 μm, and diameter of ~47 mm, Sterlitech Corporation) as a fluid reservoir (Figure 71a). The initial volume of the perfluorinated
fluid was ~1 mL. The mass loss of individual samples was monitored by a high resolution balance with a sensitivity of 0.1 mg. The evaporation data were measured for nine consecutive days in an open area under room conditions (i.e., 22.6±0.8°C with 53.2±6.2% relative humidity, \( n = 9 \)) (Figure 71b). The measured evaporation rates for FC-70, Krytox® 100, and Krytox® 103 were 9.48%/day, 0.80%/day, and <0.05%/day, respectively. And, the performance of SLIPS characterized by tilting angle showed stable behaviors for a month for Krytox® 100, and Krytox® 103 while it rapidly deteriorated for FC-70 as shown in Figure 71c. From the results, we can select the lubricating liquid according to the specific needs and we can further extend the lifetime of the slippery surface by utilizing a reservoir which can self-replenish the lubricating fluid by wicking.
Figure 71. Evaporation characteristics of perfluorinated fluids in SLIPS. (a) Schematic showing the cross section of a SLIPS with a reservoir containing a fixed amount of a perfluorinated fluid. The initial thickness of the perfluorinated fluid was \( \sim 550 \text{ - } 570 \mu \text{m} \). (b) A plot showing the mass change of the perfluorinated fluids in the SLIPS in a 9-day period. (c) A plot showing the wetting property of the SLIPS in a 9-day period. Specifically, the wetting property was characterized by measuring the tilting angle of octane (~30 \( \mu \)L) on the surfaces, where the measurement error is within 0.5\(^\circ\). Reprinted from ref. 3 with permission from Nature Publishing Group.

10.3.4. High pressure measurements

We tested the pressure stability of the slippery surfaces by using a pressurized chamber and a drop impact test. The characterization of the performance of the SLIPS at high pressure was carried out in the facilities at Schlumberger-Doll Research Center, Cambridge, MA. Specifically, a decane droplet (~2 to 3 \( \mu \)L) was placed on a Teflon porous membrane (Sterlitech, \( \geq 200 \text{ nm} \))
pore size, \(~5 \text{ mm} \times 5 \text{ mm}\) infiltrated with perfluorinated lubricating fluid (Dupont™, Krytox®
103). The membrane was glued onto a metal platform for transfer into a custom-made high-pressure chamber. The pressure chamber was equipped with transparent sapphire windows for external optical monitoring. During the experiment, pressurized nitrogen gas was injected into the high-pressure cell, and pressure in the chamber was monitored via the output of a strain gauge. The rates of pressure change were monitored during the process, and were typically from \(~70\) to 675 atm/min. Once the targeted pressure was reached, the sliding angle of the decane droplet was measured by tilting the chamber with respect to the horizontal until the droplet started to slide.

Experiments performed in a pressurized nitrogen environment show that SLIPS are capable of repelling water and liquid hydrocarbons both at and while transitioning to a pressure of \(~676\) atm (the highest available pressure in our setup). This is equivalent to the hydrostatic pressure at a depth of \(~7\) km (Figure 72). To our knowledge, the highest recorded pressure stability of a superhydrophobic surface for water is \(~7\) atm\(^{208}\). However, it is important to note that pressure stability for structured surfaces decreases drastically for liquids with low surface tension. For example, recent pressure stability studies of omniphobic surfaces based on impacting hexadecane droplets and evaporating octane droplets demonstrated stability up to only 400 to 1,400 Pa (\(4\times10^{-3}\) to \(1.4\times10^{-2}\) atm)\(^{193,196}\). Whereas the reported omniphobic surfaces fail upon dynamic
impact of low-surface-tension liquids, SLIPS repel impacting droplets for a wide assortment of liquid hydrocarbons.

Figure 72. A plot showing the high pressure stability of SLIPS, as evident from the low sliding angle of a decane droplet ($\gamma_A = 23.6 \pm 0.1 \text{mN/m}$, volume ~ 3 $\mu$L) subjected to pressurized nitrogen gas in a pressure chamber. Error bars indicate standard deviations from at least seven independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.

The dynamic impact pressure of the droplet acting on the surface, $P_{\text{dynamic}}$, was determined by the relationship, $P_{\text{dynamic}} = \frac{1}{2} \rho V^2$, where $V$ and $\rho$ are the velocity and density of the liquid droplet. The free-falling velocity of the liquid droplet was controlled by adjusting the release height of the liquid droplet from a glass syringe needle (Hamilton Company, 0.71 mm in diameter). The motion of the droplet and its subsequent impact onto the surface was captured by a high-speed camera (Phantom V7.3) equipped with a long working distance macro lens (Canon)
28, 135 mm) at a frame rate of 10,000 fps. The impact velocity of the droplet was measured by analyzing the high-speed movies, and the experiment was repeated at least three times for each condition. The densities of the liquids were taken from the data provided by the manufacturer specifications. SLIPS remains highly liquid repellent after high pressure liquid impact (dynamic impact pressure > 5000 Pa), as reflected by the low sliding angles of the liquid droplets (i.e., < 2°). The test liquids used for the experiments were octane (γA = 21.4 ± 0.2 mN/m), decane (γA = 23.6 ± 0.1 mN/m), tridecane (γA = 25.9 ± 0.1 mN/m), and hexadecane (γA = 27.2 ± 0.2 mN/m), where the volume of individual liquid droplet was ~ 5 – 6 μL. In contrast, lotus-leaf-inspired omniphobic surfaces can withstand only a ~400 Pa impact pressure for hexadecane droplets193, which is at least an order of magnitude lower than that of SLIPS.
Figure 73. Drop impact characterization of SLIPS. A plot showing the dynamic impact pressure of liquid hydrocarbons and their sliding angles on SLIPS. Error bars indicate standard deviations from at least five independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.

10.3.5. Self-healing property measurements

The lubricating film also serves as a self-healing coating to rapidly restore the liquid-repellent function following damage of the porous material by abrasion or impact. The fluidic nature of the lubricating layer means that the liquid simply flows towards the damaged area by surface-energy-driven capillary action$^{209}$, and spontaneously refills the physical voids. As observed by high-speed camera (Phantom v. 7.3) imaging, the measured self-recovery time for a $\sim 50 \mu$m fluid displacement of the FC-70 lubricating layer on an epoxy-resin-based SLIPS is
~150 ms (Figure 74a). Even more impressively, SLIPS can repeatedly restore their liquid-repellent function upon recurring, large-area physical damage (Figure 74b, Figure 75).

Figure 74. (a) Time-lapse images showing the capability of a SLIPS to self-heal from physical damage ~ 50 μm wide on a timescale of the order of 100 ms. (b) Time-lapse images showing the restoration of liquid repellency of a SLIPS after physical damage, as compared to a typical hydrophobic flat surface (coated with DuPont Teflon AF amorphous fluoropolymers) on which oil remains pinned at the damage site. Reprinted from ref. 3 with permission from Nature Publishing Group.

Figure 75. Restoration of liquid repellency function of SLIPS upon repeated physical damage. A plot showing the liquid contact angle hysteresis with respect to cumulative physical damage of
SLIPS. Area damage is the area of physical damage normalized with respect to the total surface area of SLIPS. It is evident that the liquid repellency function is restored even after repeated physical damage. The test liquid used was decane ($\gamma_A = 23.6 \pm 0.1 \text{ mN/m}$, volume of $\sim 5 \mu\text{L}$) with an initial lubricating film thickness of $\sim 20 \mu\text{m}$. In addition, SLIPS is repairable by simply replenishing the lubricating fluid (as indicated in the red arrow), which regenerates the liquid repellency. Error bars indicate standard deviations from at least three independent measurements. Reprinted from ref. 3 with permission from Nature Publishing Group.

10.3.6. Optical transparency measurements

We further demonstrate that, by choosing substrate and lubricant materials with matching refractive indices, SLIPS can be engineered for enhanced optical transparency in visible and/or near-infrared wavelengths (Figure 76a-c). Optical transparency is challenging to achieve through superhydrophobic surfaces, because they require nanostructures with dimensions under the sub-diffraction limit ($< \sim 100 \text{ nm}$); the large difference in refractive index at the solid–air interface of these structured surfaces results in significant light scattering that reduces light transmission (Figure 76a-c). Thus, the unique design of slippery surfaces allow us to control the optical property by selecting the substrate and lubricant liquids depending on the specific needs of applications.
Figure 76. (a) Optical images showing enhanced optical transparency of an epoxy-resin-based SLIPS (left) as compared to significant scattering in the non-infused superhydrophobic nanostructured surface (right) in the visible light range. Top panels show top views; bottom panels show schematic side views. (b) Optical transmission measurements for an epoxy resin-based SLIPS in the visible light range (400–750 nm). (c) Optical transmission measurements for a Teflon-based SLIPS in the near-infrared range (800–2,300 nm). Optical transmission measurements were carried out using an UV-Vis-NIR spectrophotometer (Varian Cary® 5000) in the facilities at Schlumberger-Doll Research Center, Cambridge, MA. Measurements for all of the samples were taken from the wavelength range of 400 nm to 2300 nm at a resolution of 1 nm. All optical transmission measurements were normalized with respect to the transmission spectrum of air at room conditions. Reprinted from ref. 3 with permission from Nature Publishing Group.

10.4. Applications of slippery surfaces

In addition to repelling liquids in their pure forms, SLIPS effectively repel complex fluids, such as crude oil (Figure 77a) and blood (Figure 77b), that rapidly wet and stain most existing surfaces. SLIPS also repel ice (Figure 77c) and can serve as anti-sticking, slippery surfaces for insects (Figure 77d)—a direct mimicry of pitcher plants. The omniphobic nature of our SLIPS also helps to protect the surface from a wide range of particulate contaminants by allowing
self-cleaning by a broad assortment of fluids that collect and remove the particles from the surface (Figure 78). Any of these capabilities could be compromised over time if the lubricant evaporates or is lost owing to shearing under high flow conditions, so choosing a lubricant with a minimal evaporation rate or an enhanced viscosity, or integrating the SLIPS with a fluid reservoir that enables continual self-replenishing (Figure 71), enables prolonged operation.

Figure 77. Repellency of complex fluids, ice and insects by SLIPS. (a) Movement of light crude oil on a substrate composed of a SLIPS, a superhydrophobic Teflon porous membrane, and a flat hydrophobic surface. (b) Comparison of the ability to repel blood by a SLIPS, a
superhydrophobic Teflon porous membrane, and a flat hydrophilic glass surface. (c) Ice mobility on a SLIPS (highlighted in green) compared to strong adhesion to an epoxy-resin-based nanostructured superhydrophobic surface (highlighted in yellow). The experiments were performed outdoors (note the snow in the background) when temperature and relative humidity were $-4 \degree C$ and $\sim 45\%$, respectively. Note also the reduced frosting and the resulting transparency of the SLIPS. (d) Demonstration of the inability of a carpenter ant to hold on to SLIPS. The ant (and a drop of fruit jam it is attracted to) slide along the SLIPS when the surface is tilted. Note that the ant can stably attach to normal flat hydrophobic surfaces, such as Teflon. All scale bars represent 10mm. Reprinted from ref. 3 with permission from Nature Publishing Group.

Figure 78. Self-cleaning of SLIPS. (a) Time sequence images showing the dusting of SLIPS with carbon particles ($\leq 150 \mu m$), and the subsequent self-cleaning action by an ethanol droplet (~50 \mu L). (b) Time sequence images showing the dusting of SLIPS with glass particles ($\leq 106 \mu m$), and the subsequent self-cleaning action by a water droplet (~50 \mu L). Activated carbon particles
(Sigma Aldrich, Darco® G-60 100 mesh, ≤ 150 μm) and glass beads (Sigma Aldrich, acid washed, ≤ 106 μm) were used as dust for self-cleaning experiments. In the rare situation where dust particles are preferentially adhered to the surface (e.g., fluorinated particles) and are completely over-coated by the lubricant, the wetting property of the surface remains unaffected as any immiscible foreign liquids will be floating on top of the over-coated lubricating fluid layer. Reprinted from ref. 3 with permission from Nature Publishing Group.

10.5. Summary

No synthetic surface reported until now possesses all the unique characteristics of SLIPS: negligible contact angle hysteresis for low surface tension liquids and their complex mixtures, low sliding angles, instantaneous and repeatable self-healing, extreme pressure stability and optical transparency. Our bioinspired SLIPS, which are prepared simply by infiltrating low-surface-energy porous solids with lubricating liquids, provide a straightforward and versatile solution for liquid repellency and resistance to fouling. Because low-surface-energy porous solids are abundant and commercially available, and the structural details are irrelevant to the resulting performance, one can turn any of these solids into highly omniphobic surfaces without the need to access expensive fabrication facilities. Any liquid film is inherently smooth, self-healing and pressure resistant, so the lubricant can be chosen to be either biocompatible, index-matched with the substrate, optimized for extreme temperatures, or otherwise suitable for specific applications. With a broad variety of commercially available lubricants that possess a
range of physical and chemical properties, we are currently exploring the limits of the performance of SLIPS for long-term operation and under extreme conditions, such as high flow, turbulence, and high- or low-temperature environments. It is anticipated that SLIPS can be developed to serve as omniphobic materials capable of meeting emerging needs in biomedical fluid handling, fuel transport, anti-fouling, anti-icing, self-cleaning windows and optical devices, and many more areas that are beyond the reach of current technologies.
Chapter 11  Conclusions and Recommendations for Future Research

We have studied a variety of phenomena occurring by interaction of structured solids with liquids. In particular, we have investigated pattern formation of fibrous surfaces by self-organization. By changing the properties of fiber arrays, we have shown formation of various assembly patterns by evaporation-induced self-organization. Especially, we have demonstrated that control of fiber properties by simple benchtop processes can be used to generate complex patterns like hierarchical and/or chiral structures, which are frequently observed in nature. We have also demonstrated that controlling the shape and movement of the liquid-vapor interface can be used to form tunable patterns with a long-range order. Going beyond fiber arrays, we have investigated cellular structures as another example of building blocks and demonstrated reversible chiral pattern formation by utilizing swelling-induced buckling. Moreover, when structured solids are infiltrated with lubricating liquids, they can show exceptional liquid-repellent behaviors by minimizing adhesion between the liquid-infused surface and immiscible liquids that we want to repel. All these studies show that coupling liquids and structured solids with controlled properties open exciting opportunities for generating complex bioinspired structures with novel functionality and discovering new phenomena that
Key conclusions from this dissertation are summarized as follows:

1. For the first time, we have demonstrated spontaneous chiral pattern formation at mesoscale without using chiral building blocks or environment by immersing rationally designed arrays of fibers in an evaporating liquid. As a liquid evaporates, chirality appears by assembly of fibers which try to maximize contact areas between them.

2. Using a model self-assembly system with easily tunable parameters, we have demonstrated that varying the mechanical and/or surface properties of the nanofibers provides us with simple routes for fabricating complex structures with control of size, chirality, and anisotropy by capillary-induced self-organization. Our study provides a broader perspective of how a variety of features contribute collectively to capillary-induced self-assembly and demonstrates many options for fine tuning the assembly to generate diverse structures.

3. The assembly process can be utilized for various applications such as controlled trapping and releasing of objects, adhesion by mechanical interlocking, and security features by reconfiguration of three dimensional surface patterns by interacting with liquids.

4. Besides the fiber properties, manipulating shape and movement of the liquid-vapor
interface can give us new opportunities for controlling pattern formation. Patterning menisci by superimposing two fiber arrays with a liquid between them can generate ordered patterns with tunable periodicity and chirality. Especially, this approach uncovered a new physics phenomenon that Moire patterns could be formed in liquids, which then imprinted patterns on solids by force-mediated patterning due to liquid-vapor interfaces formed among fiber arrays. In addition, controlling the movement of the evaporation front can generate a large-area assembly with a single domain by preventing random nucleation and propagation of the assemblies.

5. We have demonstrated a new mechanism of reversible chiral pattern formation across length scales and chiral amplification by swelling-induced buckling of rationally designed surface-attached cellular structures. Different from previous works, our approach is applicable to wide range of length scales and materials, which opens great potential for applying it to designing a variety of functional surfaces.

6. Coupling thermodynamics and kinetics is important to understand dynamic pattern formation. While previous works modeled the assembly size by minimizing energy of the assembling fibrous surfaces, the kinetics of the assembly shows a multi-step growth of the assembly size. Moreover, harnessing kinetics can provide us novel options to control the pattern formation as we demonstrated control of long-range order and chirality of
swelling-induced patterns from surface-attached cellular structures.

7. Besides pattern formation, infusing fibrous surfaces with lubricating liquids can give us a simple and versatile solution to fabricate slippery surfaces with exceptional liquid repellency, instantaneous and repeatable self-healing, high pressure stability, and optical transparency. Due to its flexibility in design and versatility, it is expected that the slippery surfaces can be developed to meet emerging needs in many areas including biomedical fluid handling, fuel transport, anti-fouling, anti-icing and many other areas that are beyond the reach of current technologies.

Finally, some research topics for further advance are suggested as below:

1. By utilizing development of surface chemistry and surface characterization tools, fine tuning and quantitative characterization of surface properties of fiber arrays can deepen our understanding of the assembly process and provide rich opportunities for dynamically tunable surfaces for applications such as optics, wetting, and drug delivery.

2. Monitoring three dimensional shapes of menisci during evaporation-induced pattern formation using advanced imaging methods such as nano-tomography will further enhance our understanding of dynamics of pattern formation.

3. Trapping chiral objects with mixed chirality by utilizing our swelling-induced chiral structure formation can be useful for application such as sorting structures with desired
chirality.

4. Investigation of memory/erasing mechanisms during swelling-induced pattern formation can be scientifically interesting topics to study. The understanding may provide opportunities to turn conventional materials into shape-memory materials.

5. Expansion of material systems can open new opportunities for applications. For example, using stimuli-responsive materials or other functional materials can give us more control of the system and the resulting properties.

6. Further scaling down of our systems can be beneficial for studying optical properties and applications such as sensing because chiral structures show distinct responses depending on the polarization of light.
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