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Abstract

Let $M$ be a connected, compact, orientable 3-manifold with $b_1(M) > 1$, whose boundary (if any) is a union of tori. Our main result is the inequality

$$\|\phi\|_A \leq \|\phi\|_T$$

between the Alexander norm on $H^1(M, \mathbb{Z})$, defined in terms of the Alexander polynomial, and the Thurston norm, defined in terms of the Euler characteristic of embedded surfaces. (A similar result holds when $b_1(M) = 1$.) Using this inequality we determine the Thurston norm for most links with 9 or fewer crossings.
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1 Introduction

Let $M$ be a connected, compact, orientable 3-manifold whose boundary (if any) is a union of tori. In this paper we study the Alexander norm on $H^1(M, \mathbb{Z})$, defined by

$$\|\phi\|_A = \sup_{i,j} \phi(g_i - g_j)$$

where $\Delta_M = \sum a_i g_i$ is the Alexander polynomial of $M$.

For manifolds with $b_1(M) \geq 2$ our main result is the inequality

$$\|\phi\|_A \leq \|\phi\|_T,$$

(1.1)

where $\|\phi\|_T$ is the Thurston norm (measuring the minimal complexity of an embedded surface dual to $\phi$). The inequality (1.1) generalizes the classical relation $\deg \Delta_K(t) \leq 2g(K)$ for knots.

Although the Thurston norm has been calculated in particular examples, few are documented in the literature. In §7 we use (1.1) to systematically determine the Thurston norm for most links with 9 or fewer crossings (128 of the 131 in Rolfsen’s tables). To facilitate this computation, in the Appendix we provide a table of links with homeomorphic complements.

We now turn to a detailed statement of the main result, give a sketch of the proof and formulate open questions.

The Alexander norm. Let $G$ be a finitely-generated group. The maximal free abelian quotient of $G$ will be denoted by

$$\text{ab}(G) = H_1(G, \mathbb{Z})/\text{torsion} \cong \mathbb{Z}^{b_1(G)},$$

where $b_1(G) = \dim H_1(G, \mathbb{Q})$ is the first Betti number of $G$. Let

$$\Delta_G = \sum_1^N a_i g_i \in \mathbb{Z}[\text{ab}(G)]$$

be the Alexander polynomial of $G$ (defined in §2). Assume the coefficients $a_i$ are nonzero and the group elements $g_i$ are distinct.

We define the Alexander norm on $H^1(G, \mathbb{Z}) = \text{Hom}(G, \mathbb{Z})$ by

$$\|\phi\|_A = \sup_{i,j} \phi(g_i - g_j).$$

The unit ball of the Alexander norm is, up to scale, the dual of the Newton polytope of the Alexander polynomial. By convention $\|\phi\|_A = 0$ if $\Delta_G = 0$.

The Alexander norm on $H^1(M, \mathbb{Z})$ is defined by setting $G = \pi_1(M)$ and using the isomorphism $H^1(M, \mathbb{Z}) \cong H^1(G, \mathbb{Z})$.

The Thurston norm. For any compact surface $S = S_1 \cup S_2 \cup \ldots S_n$, let $\chi_-(S) \geq 0$ be the sum of $|\chi(S_i)|$ over all components of $S$ with negative Euler characteristic. The Thurston norm on $H^1(M, \mathbb{Z})$ is defined by:

$$\|\phi\|_T = \inf \left\{ \chi_-(S) : (S, \partial S) \subset (M, \partial M) \text{ is an oriented embedded surface,} \right. \left. \text{and } [S] \in H_2(M, \partial M) \text{ is dual to } \phi \right\}.$$
The Alexander and Thurston norms are sometimes degenerate (they can vanish on nonzero vectors).

**Theorem 1.1 (Comparison of norms)** Let $M$ be a compact, connected, orientable 3-manifold whose boundary (if any) is a union of tori. Then the Alexander and Thurston norms on $H^1(M, \mathbb{Z})$ satisfy

$$
\|\phi\|_A \leq \|\phi\|_T + \begin{cases} 
0 & \text{if } b_1(M) \geq 2, \\
1 + b_3(M) & \text{if } b_1(M) = 1 \text{ and } H^1(M, \mathbb{Z}) = \mathbb{Z}\phi.
\end{cases}
$$

Equality holds if $\phi : \pi_1(M) \to \mathbb{Z}$ is represented by a fibration $M \to S^1$ with fibers of non-positive Euler characteristic.

Here $b_i(M) = \dim H_i(M, \mathbb{Q})$ is the $i$th Betti number of $M$.

**Sketch of the proof.** The proof depends on a determination of the Alexander ideal of a 3-manifold. Let

$$p(M) = \begin{cases} 
0 & \text{if } b_1(M) \leq 1, \\
1 + b_3(M) & \text{otherwise}.
\end{cases}$$

We will show:

1. The Alexander ideal of $G = \pi_1(M)$ satisfies

$$I(G) = m^{p(M)} \cdot (\Delta_G),$$

where $m = m(\text{ab}(G))$ is the augmentation ideal, and $(\Delta_G)$ is the principal ideal generated by the Alexander polynomial.

2. Assume $\Delta_G \neq 0$. Then for primitive $\phi \in H^1(M, \mathbb{Z})$, we have

$$b_1(\text{Ker } \phi) = \deg \Delta_G(s^\phi) + p(M) = \|\phi\|_A + p(M),$$

so long as $\phi$ lies in the cone on the open faces of the Alexander norm ball.

3. Let $S \subset M$ be an embedded surface dual to $\phi$; then

$$b_1(S) \geq b_1(\text{Ker } \phi).$$

4. Combining these inequalities gives

$$b_1(S) - p(M) \geq \|\phi\|_A,$$

and the comparison with the Thurston norm follows by relating $|\chi(S)|$ and $b_1(S)$.
In §§2 – 4 we discuss the Alexander invariants of a general group, and their relationship to cohomology and $b_1$ of cyclic covers. The structure of the Alexander ideal of a 3-manifold is determined in §5. In §6 we combine these results with some 3-manifold topology to compare the Thurston and Alexander norms, and complete the proof of Theorem 1.1. Examples are presented in §7.

**Questions.** Equality holds in Theorem 1.1 for fibered and alternating knots (see §7). Here are two questions for links $L$ with 2 or more components.

1. Do the Alexander and Thurston norms agree whenever $L$ is alternating?

2. Do the norms agree whenever $L$ is fibered?\(^1\)

**Notes and references.** The Alexander polynomial of a knot was introduced in 1928 [Al]. Fox treated the case of links and general groups via the free differential calculus [Fox]. For more on the Alexander polynomial of a knot, see [Mil], [CF], [Go] and [Rol]; for links, see [Hil] and [BZ]; and for 3-manifolds, see [Tur]. References for fibered links include [Mur2], [St], [Har] and [Ga2].

David Fried observed in the 1980s that the Thurston norm is related to the exponents of the Alexander polynomial in many examples. The Alexander ideal of a link is given in [Fox, II, 208–209]; see also [BZ, Prop. 9.16]. The first equality in (1.3) also appears in [Tur, §4.1], where it is proved by different methods (using Reidemeister torsion). Connections between the Alexander invariants and group cohomology, touched on in §3 below, are elucidated in [Hir1].

The basic reference for the Thurston norm is [Th]; see also [Fr], [Oe]. Foliations provide a powerful geometric method for studying norm-minimizing surfaces; see [Ga1]. Fibered faces of the Thurston norm ball are studied via a polynomial invariant in [Mc].

I would like to thank J. Christy for relating Fried’s observation, and for useful conversations. Help with the table in the Appendix was provided by D. Calegari, N. Dunfield and E. Hironaka.

**Update.** When this paper was first circulated (in 1998), D. Kotschick suggested that Theorem 1.1 could also be deduced (at least for closed, irreducible 3-manifolds) from the gauge theory results of of Kronheimer–Mrowka and Meng–Taubes [KM], [MeT]; the details of such a proof are presented by Vidussi in [Vi]. For more on interactions between the Alexander polynomial and Seiberg-Witten invariants, see [FS], [Kr] and [McT].

## 2 The Alexander invariants of a group

Let $G$ be a finitely generated group, and let $\phi : G \to F$ be a surjective homomorphism to a free abelian group $F \cong \mathbb{Z}^b$. Let $\mathbb{Z}[F]$ be the integral group ring of $F$. In this section we recall the definitions of:

- the *Alexander module* $A_{\phi}(G)$ over $\mathbb{Z}[F]$,

\(^1\)N. Dunfield has announced a negative answer to this question [Dun].
the Alexander ideal $I_\phi(G) \subset \mathbb{Z}[F]$, and

- the Alexander polynomial $\Delta_\phi \in \mathbb{Z}[F]$.

When $\phi : G \to \text{ab}(G) \cong \mathbb{Z}^{h_1(G)}$ is the natural map to the maximal free abelian quotient of $G$, we denote these invariants simply by $A(G)$, $I(G)$ and $\Delta_G$.

**The Alexander module.** Let $(X, p)$ be a pointed CW-complex with $\pi_1(X, p) = G$, let $\pi : \tilde{X} \to X$ be the Galois covering space corresponding to $\phi : G \to F$, and let $\tilde{p} = \pi^{-1}(p)$. The **Alexander module** is defined by

$$A_\phi(G) = H_1(\tilde{X}, \tilde{p}; \mathbb{Z}), \quad (2.1)$$

equipped with the natural action of $F$ coming from deck transformations on $(\tilde{X}, \tilde{p})$.

Here is a more algebraic description of $A_\phi(G)$. For any subgroup $H \subset G$, let $m(H) \subset \mathbb{Z}[G]$ be the **augmentation ideal** generated by $\langle (h-1) : h \in H \rangle$. Then we have

$$A_\phi(G) = m(G)/(m(\text{Ker } \phi) \cdot m(G)). \quad (2.2)$$

This quotient is manifestly a $G$-module, but it is also an $F$-module because $\mathbb{Z}[G]/m(\text{Ker } \phi) = \mathbb{Z}[F]$.

The correspondence between (2.1) and (2.2) is obtained by choosing a base-point $* \in \tilde{p}$, and identifying $(g-1) \in m(G)$ with the element of $H^1(\tilde{X}, \tilde{p})$ obtained by lifting the loop $g \in \pi_1(X)$ to a path in $\tilde{X}$ running from $*$ to $g*$.

Now for any finitely-generated module $A$ over $\mathbb{Z}[F]$, one can choose a free resolution $\mathbb{Z}[F]^r \overset{M}\to \mathbb{Z}[F]^n \to A$; the $i$th **elementary ideal** $E_i(A) \subset \mathbb{Z}[F]$ is generated by the $(n-i) \times (n-i)$ minors of the matrix $M$. This ideal is independent of the resolution of $A$.

The **Alexander ideal** is the first elementary ideal of the Alexander module; that is,

$$I_\phi(G) = E_1(A_\phi(G)).$$

The **Alexander polynomial** $\Delta_\phi \in \mathbb{Z}[F]$ is the greatest common divisor of the elements of the Alexander ideal. It is well-defined up to multiplication by a unit in $\mathbb{Z}[F]$. Equivalently, $(\Delta_\phi)$ is the smallest principal ideal containing $I_\phi(G)$.

3 Characters and cohomology

To give some intuition for the Alexander ideal, in this section we relate $I(G)$ to cohomology with twisted coefficients.

**Theorem 3.1** A character $\rho \in \hat{\text{ab}}(G)$ lies in the variety $V(I(G))$ if and only if $\dim H^1(G, \mathbb{C}_\rho) > 0$, or $\rho = 1$ is trivial and $\dim H^1(G, \mathbb{C}) > 1$.

2The definition of the Alexander polynomial uses the fact that $F$ is a free abelian group to insure that $\mathbb{Z}[F]$ is a unique factorization domain. If $F$ were to have torsion, then $\mathbb{Z}[F]$ would have zero divisors, and the greatest common divisor of an ideal would not be well-defined.
Corollary 3.2 An Alexander polynomial in more than one variable defines the maximal hypersurface in the character variety such that \( \dim H^1(G, \mathbb{C}_\rho) > 0 \) whenever \( \Delta_G(\rho) = 0 \).

Twisted cohomology comes naturally from covering spaces. For example, let \( M \) be a manifold and let \( M_A \to M \) be a covering space with abelian Galois group \( A \). Then \( A \) acts on \( H^1(M_A, \mathbb{C}) \), and we can try to decompose this action into irreducible pieces. The part of \( H^1(M_A, \mathbb{C}) \) transforming by a nontrivial character \( \rho \in \hat{A} \) is isomorphic to \( H^1(M, \mathbb{C}_\rho) \). By the result above, \( H^1(M, \mathbb{C}_\rho) \) has positive dimension iff \( \rho \) lies in \( \hat{A} \cap V(I(G)) \).

**Group cohomology.** Given a \( G \)-module \( B \), a crossed homomorphism \( f : G \to B \) is a map satisfying \( f(gg') = f(g) + g \cdot f(g') \). Such \( f \) form the additive group \( Z^1(G, B) \) of 1-cocycles on \( G \) with values in \( B \). The coboundaries \( B^1(G, B) \) are those \( f \) given by \( f(g) = g \cdot b - b \) for some \( b \in B \); and the first cohomology group of \( G \) is \( H^1(G, B) = Z^1(G, B)/B^1(G, B) \).

The Alexander module satisfies

\[
\text{Hom}_G(A_\phi(G), B) \cong Z^1(G, B) \tag{3.1}
\]

for any \( F \)-module \( B \), considered as a \( G \)-module via \( \phi : G \to F \). The natural isomorphism sends \( h : A_\phi(G) \to B \) to \( f(g) = h(g-1) \). Note that

\[
f(gg') = h(gg' - 1) = h((g-1) + g(g' - 1)) = h(g-1) + g \cdot h(g' - 1)
\]

so \( f \) is indeed a cocycle.

To apply (3.1), note that \( \mathbb{C}[\text{ab}(G)] = \mathbb{Z}[\text{ab}(G)] \otimes \mathbb{C} \) is the coordinate ring of the character variety

\[
\text{ab}(G) = \text{Hom}(\text{ab}(G), \mathbb{C}^*) \cong (\mathbb{C}^*)^{h_1(G)}.
\]

Any character \( \rho : \text{ab}(G) \to \mathbb{C}^* \) determines a multiplicative action of \( G \) on \( \mathbb{C} \), and thus a \( G \)-module \( B = \mathbb{C}_\rho \). The group \( H^1(G, \mathbb{C}_\rho) \) classifies affine actions of the form

\[
g(z) = \rho(g)z + f(g),
\]

modulo those with fixed-points. By (3.1) we have

\[
\dim \mathbb{C} A_\phi(G) \otimes \mathbb{C}_\rho = \dim Z^1(G, \mathbb{C}_\rho) = \dim H^1(G, \mathbb{C}_\rho) + \begin{cases} 0 & \text{if } \rho = 1, \\ 1 & \text{otherwise.} \end{cases}
\]

(The last term accounts for \( \dim B^1(G, \mathbb{C}_\rho) \).)

**Proof of Theorem 3.1.** The zero locus of \( I(G) = E_1(A(G)) \) coincides with those characters \( \rho \) for which all \( (n-1) \times (n-1) \) minors of a presentation matrix for \( A(G) \) evaluate to zero, which occurs exactly when \( A(G) \otimes \mathbb{C}_\rho \) has dimension 2 or more. Thus the Theorem follows from the equation above.

See [Hir1] for a more detailed development of the Alexander theory and group cohomology, containing the Theorem above as a special case.
The Alexander norm

Let $\Lambda = \mathbb{Z}[s^{\pm 1}]$ denote the group ring of $\mathbb{Z}$. The degree of a Laurent polynomial $\Delta \in \Lambda$ is the difference between its highest and lowest exponents, or $+\infty$ if $\Delta = 0$.

Let $G$ be a finitely-generated group. A class $\phi \in H^1(G, \mathbb{Z}) \cong \text{Hom}(G, \mathbb{Z})$ is primitive if $\phi(G) = \mathbb{Z}$. The Alexander polynomial of a primitive class satisfies

$$b_1(\text{Ker} \phi) = \deg \Delta\phi. \quad (4.1)$$

Indeed, we have

$$H^1(\text{Ker} \phi, \mathbb{Q}) \cong (\Lambda/\langle \Delta\phi \rangle) \otimes \mathbb{Q} \cong \mathbb{Q}[s^{\pm 1}]/(\Delta\phi);$$

see [Mil, Assertion 4].

Writing $I(G) = \langle f_1, \ldots, f_n \rangle$, we have

$$\Delta\phi = \gcd(\phi(f_1), \ldots, \phi(f_n)),$$

and thus knowledge of the generators of the Alexander ideal allows one to determine $b_1(\text{Ker} \phi)$. For example, if $\Delta_G = 0$ then $b_1(\text{Ker} \phi) = \infty$ for all $\phi \neq 0$.

Here is a restatement of (4.1) in terms of covering spaces as in (§3). Let $G$ be the fundamental group of a manifold $M$. Then the map $\phi : G \rightarrow \mathbb{Z}$ determines a covering space $M_\phi \rightarrow M$, and $H^1(M, \mathbb{C})$ contributes to $H^1(M_\phi, \mathbb{C})$ whenever $\rho$ factors through $\phi$. Counting these contributions gives

$$b_1(M_\phi) = |\phi(\hat{\mathbb{Z}}) \cap V(I(G))| = \deg \Delta\phi.$$

Here the intersections with $\hat{\mathbb{Z}} \cong \mathbb{C}^*$ are counted with multiplicity, interpreting $V(I(G))$ as the scheme $\text{Spec} \mathbb{C}[G]/I(G)$.

In this section we show $b_1(\text{Ker} \phi)$ can be expressed in terms of the Alexander norm when $I(G)$ has a simple form. Let

$$\Delta_G = \sum a_\alpha t^\alpha$$

be the Alexander polynomial of $G$ written multiplicatively. (If $\alpha = (\alpha_1, \ldots, \alpha_b)$ denotes a typical element of $\text{ab}(G) \cong \mathbb{Z}^b$, then $t^\alpha = (t_1^{\alpha_1}, \ldots, t_b^{\alpha_b})$). The Alexander norm on $H^1(G, \mathbb{Z})$ is given by

$$\|\phi\|_A = \sup \phi(\alpha - \beta),$$

with the supremum over $(\alpha, \beta)$ such that $a_\alpha a_\beta \neq 0$.

Theorem 4.1 Suppose $I(G) = m^p(\Delta_G) \neq (0)$, where $m = m(\text{ab}(G))$ is the augmentation ideal. Then

$$b_1(\text{Ker} \phi) = \|\phi\|_A + p$$

for all primitive $\phi$ inside the cone on the open faces of the Alexander norm ball.
(If the Alexander norm is identically zero, then equality holds for all \(\phi\).)

**Proof.** The map \(\phi : G \to \mathbb{Z}\) extends to a map of group rings, \(\phi : \mathbb{Z}[G] \to \Lambda\), and we have

\[
\phi(\Delta_G) = \Delta_G(s^\phi) = \sum a_\alpha s^{\phi(\alpha)}.
\]

The exponents of \(\Delta_G(s^\phi)\) lie in the image of the Newton polytope of \(\Delta_G\) under \(\phi\), which is an interval of length \(\|\phi\|_A\). Thus

\[
\deg \Delta_G(s^\phi) = \|\phi\|_A
\]

so long as the highest and lowest values of \(\phi(\alpha)\) occur only once in (4.2). For \(\phi\) in the cone on an open face of the norm ball, this uniqueness is automatic; indeed the extreme values \(\phi(\alpha)\) and \(\phi(\beta)\) are realized exactly when \(\alpha - \beta\) is dual to the supporting hyperplane of the face.

To complete the proof, note that \(\phi(m(ab(G))) = ((s - 1))\), so

\[
(\Delta_\phi) = I_\phi(G) = \phi(I(G)) = ((s - 1)^p \Delta_G(s^\phi)),
\]

and therefore

\[
b_1(\operatorname{Ker} \phi) = \deg \Delta_\phi = p + \deg \Delta_G(s^\phi) = p + \|\phi\|_A.
\]

\[\blacksquare\]

**Failure of convexity.** We will see in the next section that the Alexander ideal of a 3-manifold has the form stated in the Theorem above. Thus for \(G = \pi_1(M^3)\), the function \(b_1(\operatorname{Ker} \phi)\) extends from primitive classes to a convex function on \(H^1(G, \mathbb{R})\).

This convexity does not hold for general groups. For example, let \(D_\infty\) be the semidirect product \(\mathbb{Z} \rtimes \mathbb{Z} = \langle a, b : aba^{-1} = b^{-1}\rangle\) (with \(b_1(D_\infty) = 1\)), let \(G = D_\infty \times D_\infty\), and let \((x, y)\) be multiplicative generators for \(ab(G)\). The Alexander ideal of \(G\) is given by

\[
I(G) = \langle x^2 - 1, y^2 - 1, (x - 1)(y - 1)\rangle,
\]

so for primitive \(\phi = (i, j) \in H^1(G, \mathbb{Z})\) we have

\[
b_1(\operatorname{Ker} \phi) = \deg \Delta_\phi(s) = \deg(\gcd(s^{2i} - 1, s^{2j} - 1, (s^i - 1)(s^j - 1)))
\]

\[
= \begin{cases} 
\deg(s - 1) = 1 & \text{if } ij \text{ is odd}, \\
\deg(s^2 - 1) = 2 & \text{otherwise}.
\end{cases}
\]

This Betti number does not extend to a convex function on \(\mathbb{R}^2\), since a bounded convex function is constant.

**Question.** How does \(b_1(\operatorname{Ker} \phi)\) behave for a general group \(G\)? For example, does it exhibit a combination of convex and periodic behavior?

This question is suggested by the polynomial periodicity of \(b_1\) for finite abelian coverings; cf. [Hir2] and references therein.
5 The Alexander ideal of a 3-manifold

Theorem 5.1 Let \( G = \pi_1(M) \) be the fundamental group of a compact, orientable 3-manifold whose boundary is a union of tori. Then \( I(G) = m^p \cdot (\Delta G) \), where

\[
p = \begin{cases} 
0 & \text{if } b_1(M) \leq 1, \\
1 + b_3(M) & \text{otherwise},
\end{cases}
\]

and \( m = m(ab(G)) \) is the augmentation ideal.

Proof. The case \( M \) closed, \( b_1(M) \geq 2 \). We begin with the most interesting case.

The Alexander module \( A(G) \) is naturally isomorphic to \( H_1(M, \mathbb{Z}[\text{ab}(G)]) \), where the coefficients are twisted by the multiplicative action of \( \pi_1(M) \) on the group ring. To give a presentation for \( A(G) \), choose a triangulation \( \tau \) of \( M \), and let \( T \) be a maximal tree in the 1-skeleton of \( \tau \). Let \( T' \) be a maximal tree in the dual 1-skeleton — a tree whose vertices lie inside the tetrahedra of \( \tau \), and whose edges join pairs of tetrahedra with common faces.

By collapsing \( T \) to form a single 0-cell \( e_0 \), and joining the 3-simplices of \( T' \) to form a single 3-cell \( e_3 \), we obtain a chain complex

\[
\begin{array}{cccc}
C_3^1 & \xrightarrow{\partial_3} & C_2^n & \xrightarrow{\partial_2} & C_1^m & \xrightarrow{\partial_1} & C_0^h \\
\end{array}
\]

for \( M \) over \( \mathbb{Z}[\text{ab}(G)] \). The upper indices give the numbers of cells; the numbers in dimensions 1 and 2 agree because, by our assumption on \( \partial M \), we have \( \chi(M) = 0 \).

Then

\[
A(G) = H_1(M, e_0) = C_1/\partial_1(C_2),
\]

since all chains in \( C_1 \) are cycles rel \( e_0 \).

Choose bases for \( C_1 \) and \( C_2 \), and let \( d_{ij} \) denote the determinant of the \((i, j)\)-minor of the \( n \times n \) matrix \( \partial_2 = D_{ij} \). Then the Alexander ideal is given simply by \( I(G) = \langle d_{ij} \rangle \).

To show \( I(G) = m(G)^2(\Delta G) \), we will use the fact that \( \partial_1 \partial_2 = \partial_2 \partial_3 = 0 \).

First note that for any 1-cell \( e_1 \in C_1 \), we have \( \partial_1(e_1) = (1 - g)e_0 \), where \( g \in \text{ab}(G) \) is the 1-cycle determined by \( e_1 \cup T \). Thus the boundary operator is given by the \( 1 \times n \) matrix

\[
\partial_1 = (1 - g_1, \ldots, 1 - g_n),
\]

where \( \langle g_i \rangle \) generate \( \text{ab}(G) \).

Next consider any 2-cell \( e_2 \in C_2 \), let \( e_2' \) be its dual 1-cell in \( T' \), and let \( h \in \text{ab}(G) \) be the 1-cycle determined by \( e_2' \cup T' \). Since \( e_2 \) is the face of two tetrahedra in \( \tau \), it occurs twice in \( \partial e_3 \), with total weight \( (1 - h) \). Thus \( \partial_3 \) can be expressed as an \( n \times 1 \) matrix

\[
\partial_3 = (1 - h_1, \ldots, 1 - h_n),
\]

where again \( \langle h_i \rangle \) generate \( \text{ab}(G) \).
By choosing new bases for the modules $C_2$ and $C_1$, we can assume that $h_i = g_i$ for all $i$, that $\langle g_1, \ldots, g_b \rangle$ gives a multiplicative basis for $ab(G) \cong \mathbb{Z}^b$, and that $g_i = 1$ for $i > b$.

Now fix a row $i$, and let $c_j$ be the $j$th column of $D_{ij}$ with its $i$th row omitted. Since $\partial_i \partial_2 = 0$, we have $\sum c_j (1 - g_j) = 0$. Applying elementary operations on columns, we find

$$d_{ij}(1 - g_k) = \det(c_1, \cdots, \hat{c_j}, \cdots, (1 - g_k)c_k, \cdots c_n)$$

$$= \det(c_1, \cdots, \hat{c_j}, \cdots, -\sum_{l \neq k} (1 - g_l)c_l, \cdots c_n)$$

$$= \pm \det(c_1, \cdots, (1 - g_j)c_j, \cdots, \hat{c_k}, \cdots c_n)$$

$$= \pm d_{kj}(1 - g_j).$$

From $\partial_1 \partial_2 = 0$ we similarly obtain

$$d_{ij}(1 - g_k) = \pm d_{kj}(1 - g_l).$$

Combining these calculations gives:

$$d_{ij}(1 - g_k)(1 - g_l) = \pm d_{kl}(1 - g_i)(1 - g_j) \quad (5.1)$$

for all indices $i, j, k$ and $l$. We will see (5.1) easily implies $I(G) = m(ab(G))^2(\Delta)$.

First, for $k > b$ or $l > b$ we have $d_{i1} = d_{kl}(1 - g_1)^2$. Since $b_1(M) > 0$, we know $g_1 \neq 1$ and thus $d_{kl} = 0$. So $I(G)$ is generated by $d_{ij}$ for $i, j \leq b$.

Second, from $d_{ii}(1 - g_j)^2 = \pm d_{jj}(1 - g_l)^2$ we conclude the diagonal minors satisfy $d_{ii} = \pm (1 - g_i)^2 \Delta$, for some $\Delta$ independent of $i$. To make this conclusion, we need to be able to choose $i, j \leq b$ with $i \neq j$ (so that $1 - g_i$ and $1 - g_j$ are relatively prime), and it is here we use the assumption $b_1(M) = b \geq 2$.

Finally the equation

$$d_{ij}(1 - g_i)^2 = \pm d_{11}(1 - g_i)(1 - g_j) = \pm (1 - g_i)^2(1 - g_j)(1 - g_j) \Delta$$

implies

$$d_{ij} = \pm (1 - g_i)(1 - g_j)\Delta$$

for all $i, j$. Since $(1 - g_i)$ are generators for $m(ab(G))$, we have shown that $I(G) = (d_{ij}) = m(ab(G))^2(\Delta)$ and $\Delta = \Delta_G$.

**The case $\partial M \neq \emptyset$, $b_1(M) \geq 2$.** In this case dim $C_3 = 0$, dim $C_1 = n$, dim $C_2 = n - 1$, and $D_{ij}$ is an $n \times (n - 1)$ matrix. By deleting the $i$th row and taking the determinant, $i = 1, \ldots, n$, we obtain the generators $d_i$ of the Alexander ideal. From $\partial_i \partial_2 = 0$ we can still conclude that

$$d_i(1 - g_j) = \pm d_j(1 - g_i),$$

and therefore $I(G) = m(ab(G)) \cdot (\Delta_G)$.

**The case $b_1(M) \leq 1$.** In this case $I(G) = (d_1)$ or $(d_{11})$, so $I(G)$ is principal and therefore $I(G) = (\Delta_G)$. ■
6 The Thurston norm

In this section we complete the proofs of Theorem 1.1 comparing the Alexander and Thurston norms.

Proposition 6.1. Let $\phi \in H^1(M, \mathbb{Z})$ be a primitive class with $b_1(\text{Ker } \phi)$ finite. Then there exists a norm-minimizing surface $S \subset M$ with $[S] = \phi$ and with

\[
\begin{align*}
b_0(S) &= 1, \\
b_1(S) &\geq b_1(\text{Ker } \phi), \quad \text{and} \\
b_2(S) &= b_3(M).
\end{align*}
\]

Proof. Let $S$ an oriented surface dual to $\phi$, with $\chi(S) = \|\phi\|_T$ and with $b_0(S)$ minimal among all such surfaces.

I. $S$ is connected. We begin by showing $b_0(S) = 1$.

Write $S$ as a union of components $S = S_1 \sqcup S_2 \sqcup \ldots \sqcup S_n$, where $n = b_0(S)$. Let $C$ be the directed graph with a vertex $v_i$ for each component $M_i$ of $M - S$, and with an edge $e_k$ from $v_i$ to $v_j$ whenever $M_i$ and $M_j$ meet along a component $S_k$ of $S$. The edges are directed using the orientations of $M$ and $S$. There is a natural collapsing map $\pi : M \to C \to S^1$ such that $\phi$ is the pullback of a generator of $H^1(S^1, \mathbb{Z})$. (The map $C \to S^1$ sends each directed edge positively once around $S^1$.) Since $M$ is connected, so is $C$.

We claim $b_1(C) = 1$. To see this, pull back to the universal cover of $S^1$, to obtain $\mathbb{Z}$-covering spaces $M_\phi \to C_\phi \to \mathbb{R}$. The projection $M_\phi \to C_\phi$ admits a section, so we have $b_1(M_\phi) \geq b_1(C_\phi)$. But if $b_1(C) > 1$, then $C_\phi$ has infinitely many loops and thus

\[b_1(\text{Ker } \phi) = b_1(M_\phi) \geq b_1(C_\phi) = \infty,\]

contrary to our assumption that $b_1(\text{Ker } \phi)$ is finite.

Next note that $C$ has no vertex of degree 1. Indeed, the edge $e_i$ touching such a vertex would give a component of $S$ with $[S_i] = 0$ in $H^1(M, \mathbb{Z})$; such superficial components do not exist because $b_0(S)$ is minimal. Similarly, if two edges point towards the same vertex, then the corresponding surfaces satisfy $[S_i + S_j] = 0$, again contradicting minimality of $b_0(S)$.

Therefore $C$ consists of a single $n$-cycle, and the collapsing map $C \to S^1$ has degree $n$. Since $\phi$ is primitive, we have $n = b_0(S) = 1$.

II. $b_1(S) \geq b_1(M_\phi)$. The infinite cyclic covering space $M_\phi \to M$ can be constructed from compact submanifolds as

\[M_\phi = \cdots N_{-1} \cup N_0 \cup N_1 \cup \cdots\]
where \( \langle S_i = N_{i-1} \cap N_i \rangle \) are the lifts of \( S \). Since \( b_1(M_\phi) = b_1(\text{Ker} \phi) \) is finite, the group \( H_1(M_\phi; \mathbb{Q}) \) is generated by the homology of some compact piece \( N_1 \cup N_2 \cup \cdots N_k \), as well as by \( N_{-k} \cup \cdots \cup N_{-1} \). These two compact pieces are separated by \( S \), so \( H_1(S) \) must also generate \( H_1(M_\phi) \). Therefore we have

\[
b_1(S) \geq b_1(M_\phi).
\]

**III.** \( b_2(S) = b_3(M) \). Since \( \partial S \) rests on \( \partial M \), we have \( b_2(S) = b_3(M) \) when \( S \) has boundary. Now suppose \( S \) is closed; we must show \( M \) is closed. If not, then \( M \) has at least one torus boundary component, and this component lifts to each \( N_i \). By Lefschetz duality, any orientable compact 3-manifold satisfies

\[
b_1(N) \geq \frac{1}{2} b_1(\partial N)
\]

(cf. [GH, Ex. 28.15]), and therefore:

\[
b_1(N_1 \cup N_2 \cup \ldots N_k) \geq k.
\]

By Mayer-Vietoris, we have

\[
b_1(M_\phi) \geq b_1(N_1 \cup N_2 \cup \ldots N_k) - 2b_1(S) \geq k - 2b_1(S) \to \infty
\]
as \( k \to \infty \). But \( b_1(M_\phi) \) is finite, a contradiction.

**Proof of Theorem 1.1 (Comparison of norms).** Let \( G = \pi_1(M) \). We may assume \( \Delta_G \neq 0 \) since otherwise the Alexander norm vanishes.

Theorem 5.1 states that \( I(G) = m p(M)(\Delta_G) \), so by Theorem 4.1 we have

\[
b_1(\text{Ker} \phi) = \|\phi\|_A + p(M)
\]

(6.1)

for all primitive \( \phi \in H^1(M, \mathbb{Z}) \) outside a finite set of hyperplanes. Since the Alexander and Thurston norms are homogeneous and continuous, it suffices to prove the Theorem for such \( \phi \).

Let \( S \) be the norm-minimizing surface dual to \( \phi \) provided by Proposition 6.1; then we have

\[
b_1(\text{Ker} \phi) \leq b_1(S).
\]

(6.2)

If \( S \) is a 2-sphere or a 2-disk, then (6.2) and (6.1) imply \( \|\phi\|_A = 0 \), so the Theorem is automatic.

Therefore we can assume \( \chi(S) \leq 0 \), which gives

\[
\|\phi\|_T = -\chi(S) = b_1(S) - b_0(S) - b_2(S) \geq b_1(\text{Ker} \phi) - 1 - b_3(M)
\]

\[
= \|\phi\|_A + p(M) - b_3(M) - 1.
\]

The inequality in the Theorem then follows since \( p(M) = b_3(M) + 1 \) for \( b_1(M) \geq 2 \), and \( p(M) = 0 \) otherwise.

In the case of a fibration, \( b_1(\text{Ker} \phi) = b_1(S) \), so equality holds.
7 Examples: manifolds, knots and links

In this section we discuss examples of the Alexander polynomial and the Thurston norm. We use the shorthand $\Delta_M$ for $\Delta_G$ when $G = \pi_1(M)$, and $\Delta_L$ when $G = \pi_1(S^3 - N(L))$ is the fundamental group of a link complement.

We begin with some simple closed 3-manifolds.

1. The 3-torus. For $M = S^1 \times S^1 \times S^1$, we have $\Delta_M = 1$. (More generally $I(G) = m(G)^{n-1}$ when $G = \mathbb{Z}^n$.) The homology $H_2(M)$ is generated by tori, so the Thurston and Alexander norms both vanish identically.

2. Doubled handlebodies. Let $M$ be the connect sum of $n > 1$ copies of $S^2 \times S^1$. Then $G = \pi_1(M)$ is a free group on $n$ generators, and $\Delta_M = 0$. Indeed, a crossed-homomorphism $f : G \to \mathbb{C}_\rho$ can be specified arbitrarily on the generators of $G$; thus $\dim Z^1(G, \mathbb{C}_\rho) = n > 1$ for all $\rho$, so $\Delta_G$ must vanish identically by Theorem 3.1.

   Clearly $H_2(M)$ is generated by spheres, so the Thurston and Alexander norms both vanish.

3. Circle bundles. Let $G = \pi_1(S_g)$ be the fundamental group of a surface of genus $g \geq 2$. Since $G$ admits a presentation with $2g$ generators and one relation, we have $\dim Z^1(G, \mathbb{C}_\rho) \geq 2g - 1 > 1$ for all $\rho$, and therefore $\Delta_G = 0$ just as for a free group.

   Now let $M \to S_g$ be a nontrivial circle bundle over $S_g$. The cohomology of $S_g$ pulls back to $M$, so $\Delta_M = 0$ as well. The preimages of circles on $S_g$ generate $H_2(M)$, so the Thurston and Alexander norms both vanish.

4. Solvmanifolds. Let $M \to S^1$ be a torus bundle over the circle. Then $G = \pi_1(M) = \mathbb{Z}^2 \rtimes \mathbb{Z}$, where $\mathbb{Z}$ acts on $\mathbb{Z}^2$ by a matrix $A \in SL_2(\mathbb{Z})$. If $A$ is hyperbolic, then $M$ is a solvmanifold, $b_1(G) = 1$ and $\Delta_G(t) = \det(tI - A)$ is the characteristic polynomial for the monodromy acting on $H^1(S_g, \mathbb{Z})$. On the generator of $H^1(M)$ we have

   $$\|\phi\|_A = 2g = \chi(S_g) + 2 = \|\phi\|_T + 2,$$

   so again equality holds in Theorem 1.1.

5. Surface bundles. More generally, let $M \to S^1$ be a surface bundle over the circle, with fiber $S_g$ and $b_1(M) = 1$. Then $\Delta_G(t) = \det(tI - A)$ is the characteristic polynomial for the monodromy acting on $H^1(S_g, \mathbb{Z})$. On the generator of $H^1(M)$ we have

   $$\|\phi\|_A = 2g = \chi(S_g) + 2 = \|\phi\|_T + 2,$$

   so again equality holds in Theorem 1.1.

6. Nilmanifolds. Let $M \to S^1 \times S^1$ be the Heisenberg manifold with

   $$G = \pi_1(M) = \langle a, b, c : [a, b] = c, [a, c] = [b, c] = 1 \rangle.$$
Then $b_1(M^3) = 2$, $\Delta_G = 1$ and $I(G) = m(G)^2$. The Thurston and Alexander norms both vanish identically.

In the preceding examples, the multiplicity of $I(G)$ at $\rho = 1$ was $b_1(G) - 1$; this rule of thumb fails for the Heisenberg group.

7. $S^2 \times S^1$. Since $\Delta_Z = 1$, we have $\Delta_M = 1$ for $M = D^2 \times S^1$ and $M = S^2 \times S^1$. Thus the Thurston and Alexander norms vanish identically for these manifolds. Strict inequality holds in Theorem 1.1, since $b_1(M) = 1$.

**Knots and links.** Next we consider classical link complements. Let $L \subset S^3$ be a smoothly embedded link with $b$ components, let $M = S^3 - N(L)$ be the compact 3-manifold obtained by deleting a tubular of $L$, and let $G = \pi_1(M)$. Choose an ordering for the components of $L$ and an orientation for their meridians; then we have a multiplicative basis $(t_1, \ldots, t_b)$ for $H_1(M, \mathbb{Z}) = ab(G)$, and hence a natural isomorphism between the group ring $\mathbb{Z}[ab(G)]$ and the ring of Laurent polynomials $\mathbb{Z}[t_1^\pm 1, \ldots, t_b^\pm 1]$. The Alexander polynomial of the link is customarily written in terms of this basis, as

$$\Delta_L(t) = \sum a_\alpha t^\alpha$$

where the sum extends over all multi-indices $\alpha = (\alpha_1, \ldots, \alpha_b) \in \mathbb{Z}^b$.

Let $\phi = (\phi_1, \ldots, \phi_b) \in H^1(M, \mathbb{Z})$, in coordinates where $\phi(\alpha) = \sum \phi_i \alpha_i$. Then $\|\phi\|_T$ is the minimum of $\chi^-(S)$ over all $S \subset M$ whose boundary runs $\phi_i$-times around $L_i$.

Let $N(\Delta_G) \subset H_1(M, \mathbb{R}) \cong \mathbb{R}^b$ be the Newton polytope of the Alexander polynomial, i.e. the smallest convex set containing $\alpha$ whenever $a_\alpha \neq 0$. Then $\phi(N(\Delta_G))$ is an interval on the real axis, and its length gives the Alexander norm:

$$\|\phi\|_A = \text{length}(\phi(N(\Delta_G))). \quad (7.1)$$

Since the Alexander polynomial of a 3-manifold is symmetric [Bl], [Tur, p.323], the Alexander norm ball is dual to the Newton polytope (up to a scale factor of 2).

Here are some basic principles that can sometimes be used to show $2g(K) = \deg \Delta_K$ for a knot, and that the Alexander and Thurston norms agree for a link with 2 or more components.

a) For a link, it suffices to exhibit a dual surface with

$$\chi^-(S_\phi) = \|\phi\|_A$$

for each $\phi$ in the finite set of extreme points (or vertices) of the Alexander norm ball. If this can be done, then global equality between the norms follows by convexity and Theorem 1.1.

In the case where $\|\cdot\|_A$ is degenerate, one must first check equality on a basis for the subspace $V$ where the Alexander norm vanishes, and then on the vertices of the image of the norm ball in $H^1(M, \mathbb{Z})/V$. 
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b) For any class $\phi$ with $|\phi_i| \leq 1$ for all $i$, a candidate surface $S_\phi$ can be constructed using Seifert’s algorithm (see, e.g. [Rol, Ch. 5]).

c) If links $L$ and $L'$ have homeomorphic complements, then it suffices to check equality of norms for either one. (This principle is often useful when a non-alternating link is equivalent to an alternating one.)

d) Crowell and Murasugi have shown for alternating links we have $\|\phi\|_T = \|\phi\|_A$ whenever $|\phi_i| = 1$ for all $i$. They have also shown $2g(K) = \deg \Delta_K$ for alternating knots [Cr], [Mur1]. In both cases an optimal surface is obtained using Seifert’s algorithm, so this check can also be carried out using (b).

Tables of knots and links. We now turn to examples drawn from the tables in [Rol]. These tables give diagrams for the prime knots up to 10 crossings and links up to 9 crossings, together with their Alexander polynomials. Notation such as $9_3^6$ indicates the 6th link with 9 crossings and 3 components.

It is known that $2g(K) = \deg \Delta_K$ for all knots with 10 crossings or less (see e.g. [Ga1]), so all knots in the tables give examples where the inequality of Theorem 1.1 is equality.

Using principles (a-d) above, one can systematically check that the Thurston and Alexander norms agree for 128 of the 131 links on 2 or more components in [Rol]. To facilitate the application of (c), the Appendix lists links with homeomorphic complements; it also corrects two of the Alexander polynomials given in Rolfsen.

The few links that require a finesse beyond the straightforward application of (a-d) are included in the examples below. In summary we find:

**Theorem 7.1** The Thurston and Alexander norms agree for all the tabulated links with 9 or fewer crossings except $9_3^{21}$, and possibly $9_5^1$, $9_9^0$, and $9_1^3$.

For the last three links, the question of equality of norms is not resolved by principles (a-d); these links have extreme classes with $|\phi_i| > 1$ for some $i$, so Seifert’s algorithm does not apply.

The Thurston and Alexander norms disagree for $9_3^{21}$ because its Alexander polynomial is trivial, and many more knots and links with trivial Alexander polynomial can be easily constructed; see examples 9 and 10 below.

Examples.

1. The link $9_2^4$. Let $L = L_1 \cup L_2$ be the alternating link shown in Figure 1. Its Alexander polynomial is $\Delta_L = \sum a_{ij} t_1^i t_2^j$ where

$$a_{ij} = \begin{bmatrix}
0 & -1 & 3 & -3 & 1 \\
-1 & 4 & -7 & 4 & -1 \\
1 & -3 & 3 & -1 & 0
\end{bmatrix}.$$

The Newton polytope $N(\Delta_L)$ can be visualized as the convex hull of the nonzero entries above; it has faces of slope $\infty$, 0 and 1. The extreme points
of the Alexander norm ball are therefore proportional to $\phi = (1, 0), (0, 1)$ and $(-1, 1)$. The Alexander norms of these extreme classes are given by $\|\phi\|_A = 4, 2$ and $4$ respectively.

![Figure 1. The link $9_{12}^2$, its Newton polygon and its norm ball.](image)

We now verify that the Thurston and Alexander norms agree for this link. It suffices to produce, for each of these 3 extreme classes $\phi$, a surface with $[S_{\phi}] = \phi$ satisfying $\chi-(S_{\phi}) = \|\phi\|_A$.

For the class $\phi = (1, 0)$, span the trefoil component $L_1$ of $L$ by its standard Seifert surface $T$ (with 2 regions, one of them unbounded). Then $T$ is a torus with one boundary component, pierced 3 times by $L_2$; removing these intersections we obtain a torus with 4 holes $S_\phi$ such that

$$\chi-(S_\phi) = 4 = \|\phi\|_A.$$ 

Similarly, a standard disk spanning the unknotted component $L_2$ is pierced 3 times by $L_1$, producing a surface for $\phi = (0, 1)$ with $\chi-(S_\phi) = 2 = \|\phi\|_A$, so the norms agree on this class as well. Finally, since the link is alternating, the equality $\|\phi\|_A = \|\phi\|_T = 4$ is automatic for $\phi = (-1, 1)$ by the result of Crowell-Murasugi (principle (d) above).

Having checked equality at the extreme points of the Alexander norm ball, we conclude that the Thurston and Alexander norms coincide for this link.

2. The link $9_{0}^3$. This 3-component link has Alexander polynomial $\Delta_L = \sum a_{ijk} t_1^{i} t_2^{j} t_3^{k}$, where

$$a_{ij0} = \begin{bmatrix} 0 & 1 & -1 \\ 1 & -3 & 2 \\ -1 & 2 & 0 \end{bmatrix}, \quad a_{ij1} = \begin{bmatrix} 0 & -2 & 1 \\ -2 & 3 & -1 \\ 1 & -1 & 0 \end{bmatrix}.$$ 

See Figure 2. The top component of the link corresponds to the distinguished direction in $H^1(M, \mathbb{Z})$. The extreme points of the norm ball are proportional to $\phi = (1, 0, 0), (0, 1, 0), (0, 0, 1)$ and $(0, -1, 1)$, with $\|\phi\|_A = 1, 2, 2$ and $2$ respectively.

To check equality of the Thurston and Alexander norms for this link, it suffices to exhibit surfaces satisfying $\chi-(S_\phi) = \|\phi\|_A$ for the 4 extreme classes above. For the first three classes, we note that each component of
Figure 2. The link 9^3_6, its Newton polytope and its norm ball.

$L$ is spanned by a disk, pierced 2 or 3 times by the rest of the link, yielding a surface with $\chi - (S_\phi) = 1$ or 2, in agreement with the Alexander norm. For the final class $\phi = (0, -1, 1)$, take an annulus spanning the right and left components of $L$; it is pierced twice by the top component, yielding a surface with $\chi - (S_\phi) = 2 = \|\phi\|_A$ in this case as well.

Note: even though the link is alternating, the result of Crowell-Murasugi was not used, because there was no extreme class with $|\phi_i| = 1$ for all $i$.

3. **The Borromean rings.** The Alexander polynomial for the Borromean rings is

$$\Delta_L(t) = (t_1 - 1)(t_2 - 1)(t_3 - 1),$$

so its Newton polytope is the cube $[0, 1]^3$. The unit ball of the Alexander norm is therefore an octahedron (Figure 3), and

$$||(\phi_1, \phi_2, \phi_3)||_A = |\phi_1| + |\phi_2| + |\phi_3|.$$
4. The link $5_1^2$. For this link we have
\[ \Delta_L(t_1, t_2) = (1 - t_1)(1 - t_2). \]
Since $\Delta_L$ vanishes identically along the line $t_2 = 1$, we have $\Delta_\phi(s) = 0$ for $\phi = (1, 0)$. Nevertheless, $\|\phi\|_A = 1$, and indeed the Thurston and Alexander norms for $L$ agree.

This example shows the genus of a surface is controlled more precisely by the Alexander norm than by the 1-variable Alexander polynomial of a cohomology class.

5. The link $6_3^3$. The complement of this link is $M = S^1 \times F$, where $F$ is a sphere with 3 holes. Thus its Thurston and Alexander norms agree.

6. The link $9_2^{52}$. The extreme class $\phi = (1, -1)$ for this link has Alexander norm 2, but Seifert’s algorithm gives a surface of Thurston norm 4 when applied to the projection in [Rol]. To obtain an optimal surface, redraw the projection as shown in Figure 5, and orient the components in opposite directions. The new diagram then has 7 Seifert circles, so it produces a Seifert surface with $\chi(S) = 7 - 9 = -2$ as desired.

7. The satellite links $9_2^{53}$ and $9_2^{61}$. To study the Thurston and Alexander norms for a satellite link, it is advantageous to cut the link complement into atoroidal pieces.

The link $L = 9_2^{53}$ is a satellite of the torus link $4_1^2$ (Figure 6). Its Alexander polynomial is
\[ \Delta_L = (1 + t_1 t_2^3)(1 + t_1^2 t_2). \]
The extreme points of the Alexander norm ball are represented by \( \phi = (2, -1) \) and \((-1, 2)\).

Let \((\ell_i, m_i)\) be the longitude and meridian of \(K_i\). We will construct a surface \(S\) dual to \(\phi = (2, -1)\) with

\[
\partial S = (2\ell_1 + 4m_1) - (\ell_2 + 8m_2)
\]

and with \(\chi_-(S) = \|\phi\|_A = 3\).

Let \(T \subset M = S^3 - N(L)\) be the incompressible torus separating \(L\) into an outer circle \(K_1\) and an inner doubled loop \(K_2\). Let \((\ell, m)\) be a framing for \(T\) such that \(m\) bounds a disk inside and \(\ell\) bounds a disk outside.

Because \(4_2^4\) is the \((2, 4)\)-torus link, there is an annulus \(A\) with between \(K_1\) and \(T\) with

\[
\partial A = (\ell_1 + 2m_1) - (\ell + 2m).
\]

Similarly, there is an annulus \(B\) between \(T\) and \(K_2\) with

\[
\partial B = (2\ell + m) - (\ell_2 + 2m_2).
\]

Finally there is a pair of pants \(P\) between \(T\) and \(K_2\) with

\[
\partial P = m - 2m_2.
\]

Combining these surfaces, we obtain a 2-chain with

\[
\partial(2A \cup B \cup 3P) = (2\ell_1 + 4m_1) - (\ell_2 + 8m_2).
\]

Cut-and-paste yields the desired embedded surface \(S\), with \(\chi(S) = 2\chi(A) + \chi(B) + 3\chi(P) = -3\).

By symmetry, \(\|\phi\|_A = \|\phi\|_T\) for the other extreme class \(\phi = (-1, 2)\).

Therefore the Thurston and Alexander norms agree for \(9_5^3\).

A similar argument shows the norms also agree for \(9_6^1\).

8. The link \(9_5^1\). Like the three exceptions in Theorem 7.1, the link \(9_5^1\) has an extreme class with \(|\phi_i| > 1\) for some \(i\), so Seifert’s algorithm does not apply. However we have recently shown that the Thurston and Alexander norms coincide for \(9_5^1\), using the fact that this link is fibered [Mc, §11].
9. A link whose norms disagree. The Thurston and Alexander norms differ for \( L = 9_{21}^3 \) (Figure 7). Indeed, \( \Delta_L = 0 \), so the Alexander norm of \( L \) is trivial; but \( L \) contains \( 5_2^1 \) as a sublink, so its Thurston norm is nontrivial. (In fact \( L \) is a satellite of \( 5_2^1 \).)

This example also shows the Alexander norm can increase under passage to a sublink.

10. Trivial Alexander polynomials. Starting with 11 crossings there are many knots with \( \Delta_K = 1 \) (see e.g. [Rol, p.167]), and these provide examples of the strict inequality \( \deg \Delta_K(t) < 2g(K) \). By clasping together two such knots, one can obtain many links with trivial Alexander polynomial and \( \|\phi\|_A < \|\phi\|_T \).

A Appendix: Links with homeomorphic complements

A link complement \( M = S^3 - \mathcal{N}(L) \) can sometimes be embedded in \( S^3 \) in more than one way. For an intrinsic study of 3-manifolds, it is helpful to know which complements appear more than once in Rolfsen’s tables. These coincidences are summarized below.

<table>
<thead>
<tr>
<th>Links in the same column have homeomorphic complements</th>
</tr>
</thead>
<tbody>
<tr>
<td>4^1_1</td>
</tr>
<tr>
<td>7^2_7</td>
</tr>
<tr>
<td>9^2_43</td>
</tr>
</tbody>
</table>

In the first row each homeomorphism type is represented by a link with the minimum number of crossings. Any link below the first row can be modified by surgery to obtain an equivalent link above it, usually with fewer crossings. To indicate these simplifications, we use the link projections shown in [Rol]. In each projection we label the top-most component \( A \), then the next component \( B \), and so on to the bottom. The components along which we will perform
surgery are unknotted and their projections are simple; we orient them in the counter-clockwise sense.

A surgery instruction such as \( B^- \) means: cut open \( S^3 \) along a disk spanning \( B \), twist once in the negative direction (using the orientation of \( B \)), then reglue to obtain a new link \( L' \) with the same complement as \( L \).

The links below the first row of the table can then be classified as follows:

- **Simplified by** \( A+ \): \( 7_2^7, 7_2^8, 8_2^{15}, 9_2^{23}, 9_2^{44}, 9_2^{45}, 9_2^{46}, 9_2^{56}, 9_2^{60} \).
- **Simplified by** \( A- \): \( 9_2^{48}, 9_2^{49}, 8_3^7, 8_3^8, 9_3^{13}, 9_3^{14}, 9_3^{18}, 9_3^{19} \).
- **The link** \( 9_1^3 \): after \( A+, B+, A+ \), this link becomes \( 6_3^1 \).

Almost all the other links in Rolfsen’s tables can be distinguished using their Alexander polynomials, their hyperbolic volumes, and the shapes of their cusps. The Alexander polynomials are tabulated in Rolfsen; the hyperbolic data is tabulated in [AHW]. (As pointed out to us by N. Dunfield, there are some misprints in Rolfsen’s tables; the Alexander polynomial for \( 9_2^{55} \) should actually be the same as that for \( 9_2^{56} \), and the matrix

\[
\begin{bmatrix}
0 & 0 & 1 & -1 & 0 & 1 \\
1 & 0 & -1 & 1 & 0 & 0
\end{bmatrix}
\]

gives the Alexander polynomial for \( 9_2^{59} \).

To distinguish these manifolds, first note that \( N \) is canonically Seifert fibered. Thus \( \partial N \) has a natural foliation by simple closed curves, each generating the central subgroup \( \mathbb{Z} \subset \pi_1(N) \). Since the two pieces of \( M_i - N(T_i) \) are both homeomorphic to \( N \), the torus \( T_i \) carries two natural foliations. Let \( n(M_i) \) denote the intersection number of a leaf in one foliation with a leaf in the other. By uniqueness of the torus decomposition [Ja, Ch. IX], \( n(M_i) \) is an invariant of \( M_i \) (up to sign). One can check that \( n(M_1) = 3 \) while \( n(M_2) = 5 \), so in fact the links \( 9_2^{53} \) and \( 9_2^{54} \) have different complements.
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