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Movement is essential to human life because it provides us with the freedom of mobility and the power to affect our surroundings. Moreover, movements are vital to communication: from hand and finger movements when writing, mouth and throat movements when speaking, to painting, dancing, and other forms of artistic self expression. As people grow and experience new environments, adaptively maintaining the accuracy of movements is a critical function of the motor system. In this dissertation, I explore the key mechanisms that underlie the adaptability of simple visually guided reaching movements. I specifically focus on two key facets of this adaptability: how motor learning rate can be predicted by motor variability and how motor learning affects the mechanisms which underlie movement planning.

Inspired by reinforcement learning, I hypothesized that greater amounts of motor variability aligned with a task will produce more effective exploration, leading to faster learning rates. I discovered that this relationship predicts person-to-person and task-to-task differences in learning rate for both reward-based and error-based learning tasks. Moreover, I found that the motor system actively and endurably reshapes motor output variability, aligning it with a task to improve learning. These results indicate that the structure of motor variability is an actively-regulated, critical feature of the motor system which plays a fundamental role in determining motor learning ability.
Combining prominent theories in motor control, I created a model which describes the planning of visually guided reaching movements. This model computes a weighted average of two independent feature-based motor plans: one based on the goal location of a movement, and the other based on an intended movement vector. Employing this model to characterize the generalization of adaptation to movements and movement sequences, I find that both features, movement vector and goal location, contribute significantly to movement planning, and that each feature is remapped by motor adaptation. My results show that multiple features contribute to the planning of both point-to-point and sequential reaching movements. Moreover, a computational model which is based on the remapping of multiple features accurately predicts how visuomotor adaptation affects the planning of movement sequences.
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Chapter 1 – Introduction

The nervous system is one of the most essential but least understood systems in the human body, with functions ranging from the control of basic processes, such as the regulation of breathing\textsuperscript{36,47,65}, to the planning and execution of complex strategies, such as those involved in air-to-air dogfights. The nervous system is also required for the processing of sensory inputs, the production of creative thought, and, in particular, the formation of memory during learning\textsuperscript{65}. Consequently, neurological disorders and stroke can impact nearly every aspect of a person’s life, with some of the most debilitating disorders being related to motor control, such as cerebral palsy, Parkinson’s disease, and Huntington’s disease, which affect either the planning or execution of movements.

These motor disorders are particularly debilitating because movement underlies nearly all interactions with the world. Movement provides us with the freedom of mobility and the power to affect our surroundings by manipulating the objects around us. Moreover, perhaps the most basic and fundamental application of movement is communication: from the written word, to oral communications, to artistic self expressions. These varied functions underscore the importance of movement and highlight the need to develop an understanding of the basic processes which underlie healthy motor function. Knowledge of how a healthy motor control system functions will not only serve to advance the understanding of the pathology associated with each disorder, but also lead to more effective forms of treatment in the future.

One of the earliest motor skills that infants develop is the ability to perform visually guided reaching movements\textsuperscript{48,51,140}. By four months of age, infants are able to accurately reach
towards either stationary or moving visual targets. From the time of initial development, the adaptability of reaching movements is essential for maintaining accurate performance in the face of changing biomechanical properties (such as growing arms or fatiguing muscles) or when learning new dynamics (such as moving underwater or learning how to operate a new tool).

This dissertation focuses on two key features that underlie the adaptability of visually guided reaching movements: how motor learning rate can be predicted by motor variability and how motor learning affects the mechanisms which underlie movement planning. In the remainder of this chapter, I briefly discuss some basic concepts relating to motor control and motor learning which will be referred to in the following chapters.

1.1 – Algorithms for motor learning

To differentiate between different algorithms that underlie motor learning, we focus on the type of information that the algorithm uses as a learning signal. Although information can be conveyed through multiple sensory modalities (visual, proprioceptive, auditory), we focus on its informational content to identify two algorithms for motor learning: error-based learning and reinforcement learning. In error-based learning, the motor system relies on a signed error signal, the difference between a desired and actual outcome. Whereas in reinforcement learning, the motor system utilizes a reward signal based on the success of a particular movement, without information on what is required to attain more reward.

1.1.1 – Error-based learning

Although it is likely that multiple learning algorithms contribute to motor learning, adaptation of visually guided reaching movements has generally been studied
as a form of error-based learning. Specifically, when errors occur during reaching movements, the motor system updates its estimates of internal and external factors to incorporate the new information. In an attempt to minimize errors, the following movement will be based on this updated information. Critically, these error signals provide information about how to improve performance, creating a means to estimate the gradient of an error signal related to a previous action. For example, if a reaching movement overshoots a target, error-based learning will attempt to reduce the extent of the subsequent movement. Thus when error information is available, error-based learning provides a robust avenue for achieving accurate movements in novel environments.

1.1.2 – Reinforcement learning

Reinforcement learning theory is an area of machine learning in computer science which breaks learning down into the interaction of two processes: exploration and exploitation. Exploration consists of trying different, novel actions to search for increased rewards, while exploitation is the leveraging of current knowledge to achieve maximal known rewards. Critically, variability is an essential element in reinforcement learning because it drives action exploration. Through exploration, actions which yield greater amounts of reward are discovered, and motor commands which generate these actions are reinforced such that the same or similar actions are more likely to be repeated. Thus without variability, learning cannot occur because new actions which yield progressively higher rewards will never be discovered. Reinforcement learning is particularly effective when the reduction of error is a complicated process, or when error signals are unavailable entirely. But since reward signals contain less information than error signals, reinforcement learning is less clearly directed and tends to progress more slowly than error-based learning.
1.2 – Motor adaptation tasks

1.2.1 – Force-field adaptation

Force-field adaptation is a popular paradigm used by motor control experimentalists to create novel dynamic environments for subjects to learn\textsuperscript{11,104,109,111,113,125}. In this task, subjects grasp a robotic manipulandum and make visually guided reaching movements while forces are generated by the robotic manipulandum onto the subject’s hand, causing the movement to deviate from what was planned. Often, subjects experience motion state dependent force-fields based on the instantaneous velocity and position of the hand during movement because previous work has shown that novel dynamics are learned as functions of motion state rather than time\textsuperscript{22,23,39,109}. One of the more common types of force-fields is a velocity-dependent curl force-field in which forces perturbing the hand are proportional in magnitude but perpendicular in direction to the hand’s velocity.

In general, error-based learning algorithms have been applied to model the progression of force-field adaptation\textsuperscript{111,113,125}, such that when perturbing forces are experienced, the error signal is the difference between the predicted and observed movement. Notably, both visual and proprioceptive error signals have been found to drive force-field adaptation\textsuperscript{83,102}. Using these multiple sources of error information to adapt subsequent movements, the motor system attempts to counteract the perturbing force by generating an equal but opposite counteracting force\textsuperscript{111,113}.

1.2.3 – Visuomotor rotation adaptation

Another common paradigm used to study motor adaptation is the visuomotor rotation task\textsuperscript{41,55,63,72,74,82,103,137}. In this task, vision of the hand is obstructed while a cursor representing
hand position is shown on a screen. Subjects are told to move this cursor to visual targets which appear on the screen. A visual perturbation is imposed by rotating the cursor around the movement start location so that it no longer accurately reflects hand position. In order to successfully maneuver the cursor to the target in a straight line, subjects need to adapt by moving their hand at a deviated angle relative to the visual target. Interestingly, since the imposed perturbation is purely visual in nature, the visual error signal conflicts with the unaltered proprioceptive information. Despite this conflict, subjects robustly recalibrate their movements to adapt to these visual perturbations, perhaps indicating that visual information overrides proprioceptive information.

A recent study demonstrated that visuomotor rotations are adapted through implicit error-based learning, such that this adaptation is independent of explicit strategies. Mazzoni and Krakauer provided subjects with an explicit strategy for perfect task performance. However, they found that although subjects displayed minimal errors initially, directional errors increased as more movements were made under the visuomotor rotation. These results imply that the error driving motor adaptation is not based purely on sensory feedback, but rather that the error is an implicit discrepancy, specifically the motor system’s estimate of the intended movement compared to the visual feedback of the movement. They concluded that the motor system adapts movement plans to reduce this sensory prediction error, despite the explicit strategy which was provided that produced perfect task performance.
1.3 – The planning and adaptation of visually guided reaching movements

1.3.1 – Internal models for movement planning and the adaptive control of movement

A central theory in motor control proposes that combinations of internal models (Figure 1.1), neural processes that can predict responses of the motor system given certain motor commands, play an integral role in the planning of movement and motor adaptation\(^{69,128,143}\). Two types of internal models have been suggested, forward models and inverse models. Forward models predict the motion which would result given a set of motor commands (Figure 1.1b). Conversely, inverse models compute these motor commands given the desired motion (Figure 1.1a). In the case of planning reaching movements, an inverse model would convert a set of inputs about the desired reach, such as the start location (where a movement begins), the goal location (the intended endpoint of the movement), and the intended movement vector (the displacement required to reach the goal location) into motor commands, a sequence of muscle activations of the arm.

In order to achieve accurate movements in new environments, the inverse model needs to learn how to generate motor commands which will produce the desired motion. Recent studies have suggested that the error signal driving motor adaptation is a sensory prediction error, originating from the comparison between sensory feedback of a movement and the forward model’s prediction of the motor commands generated by the inverse model\(^{82,131}\). Specifically, comparisons are made between the predicted motion, obtained by feeding the output of the inverse model into the forward model, and sensory feedback received regarding the movement (Figure 1.1c). In turn, this prediction error can be used to update both the forward and inverse
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In support of this hypothesis, studies have found that copies of motor commands are fed back to the cortex \(^{118}\). These efference copies, or corollary discharges, can be used for the internal monitoring of movement, presumably as inputs into a forward model.

\subsection*{1.3.2 – Neural processes underlying the planning of visually guided reaching movements}

One factor which contributes to the great diversity in the neural coding of movement is the series of coordinate transformations which must occur during the planning of visually guided movements.

Figure 1.1: Internal models for the control of movement.  
\(a\) The inverse model generates motor commands based on a planned motion; these commands are then sent to the body to generate actual motion.  
\(b\) The forward model predicts the motion states (or the corresponding sensory feedback) that will result from motor commands.  
\(c\) The forward model receives an efference copy of the motor commands generated by the inverse model. Its prediction is compared against the sensory feedback from the actual motion to produce an error signal which can be used as a training signal to update both the forward and inverse models.
reaching movements\textsuperscript{4,5,28,64}. These visually guided movements require transformations from the coordinate frame that first encodes visual targets, the extrinsic eye-centered space, to the coordinate frame which is required to produce motion, the intrinsic joint space of the arm. First, movement related representations of start location and movement goal are present in the parietal cortex\textsuperscript{4,5,7,13,15,64,70}, a region of the brain that integrates both somatosensory\textsuperscript{84} and visual information\textsuperscript{6,97}. Specifically, an area of the posterior parietal cortex known as the parietal reach region represents the spatial positions of start locations and movement goals primarily in extrinsic eye-centered coordinates\textsuperscript{10,16,24,92}. Another region of the parietal cortex, area 5, is involved in coordinate transformations, encoding start and goal locations in multiple reference frames, specifically relative to eye position and intrinsic limb configuration\textsuperscript{16,35,46,77,107}. This transformation from extrinsic eye-centered to intrinsic limb based coordinates is essential for generating motor commands and muscle activations. The neural coding of movement vectors first appears prominently in the premotor cortex which is broadly tuned to the preferred direction of movements\textsuperscript{17,92}. The ventral premotor cortex primarily codes visual reaching targets in extrinsic arm-centered coordinates\textsuperscript{45}, while movement vectors are encoded in the dorsal premotor area in hand-centered and eye-centered extrinsic coordinates as well as in intrinsic, joint-based space\textsuperscript{17,92,107}. Ultimately, this planning feeds into the primary motor cortex which is the principal area that generates neural impulses that lead to the execution of movement. Here, neurons are largely tuned to a preferred intrinsic movement direction\textsuperscript{40}, although movement vector and position derivatives are still simultaneously encoded as the position and velocity of ongoing movement\textsuperscript{8,88,138}.

\textit{1.3.3 – The adaptation of visually guided reaching movements}
The multiplicity of the overlapping coordinate representations involved in the neural coding of movement indicates that there are several possible mechanisms through which the adaptation of visually guided reaching movements could occur. One popular theory is that the remapping of movement vectors underlies visuomotor adaptation\textsuperscript{74,137}. In contrast, another theory proposes that the goal locations of movements are remapped instead\textsuperscript{93,98}. But the multitude of internal representations involved in movement planning seem to mandate a complex multi-level remapping of movement features with runs counter to these either/or theories. Unfortunately, although adaptation-specific activity has been found in the human posterior parietal cortex\textsuperscript{21}, neurophysiology studies have focused on examining adaptive changes in the primary motor cortex and not in planning related areas\textsuperscript{90,141}.

1. 4 – Scope of this work

The primary goal of this thesis is to examine the principal mechanisms which underlie the adaptability of visually guided reaching movements. I approach this goal by first dividing the adaptability into two distinct components: (1) how motor learning rate can be predicted by motor variability (2) how motor learning affects the mechanisms which underlie movement planning.

In Chapter 2, inspired from previous work in reinforcement learning\textsuperscript{62,66,67,86,120,132}, we examine the effects of motor output variability on motor learning rate. In combination with the experiments conducted by my fellow graduate student, Yohsuke Miyamoto, our experiments demonstrate how task-relevant motor variability can be used to predict both person-to-person differences in learning rate as well as task-to-task differences. We find that higher levels of task-relevant variability predict faster learning rates in both reward-based learning tasks as well as
error-based learning tasks. Moreover, we find that the motor system harnesses the power of task-relevant variability by specifically increasing it to produce faster learning rates, and that these increases persist overnight. These results indicate that, despite its negative effects on the consistency of performance, variability is an important feature of the motor system which can enhance motor learning when properly directed.

In Chapter 3, we examine how motor adaptation affects the planning of visually guided movements and movement sequences. We specifically design an experimental paradigm which isolates the effects of adaptation on three key movement attributes: the start location of the movement, the goal location of the movement, and the intended movement vector. Creating a model in which movement planning is based on both the movement vector and the goal location of the movement, we find that both features are significantly remapped during motor adaptation. With independent motor plans based on each feature generated in parallel, the amount of remapping of a given feature will only affect the motor plans based on that feature. As a consequence, the effects of each feature’s remapping on the executed movement are modulated by the weighting of its associated motor plan when determining the net motor output. These findings demonstrate the complexity in the generalization of visuomotor adaptation to untrained movements and movement sequences. Nevertheless, based on our model and the parameters we determined in the attribute isolating experiments, we are able to predict over 90% of the adaptive changes in movement sequences induced by adaptation to visuomotor rotations.
Chapter 2 – The role of motor output variability in motor learning

Motor output variability is a universal feature in human motor performance, but its role in motor control is a topic of much debate. In one camp, motor control theorists have proposed that motor variability is the result of signal-dependent noise, arising from the stochastic nature of nervous system function. Thus variability has been seen as a source of error in motor execution, to be mitigated through optimal motor planning. In the other camp, reinforcement learning theory posits that variability, which underlies action exploration, is essential for learning. In humans, variability has largely been treated as noise that is detrimental to motor performance, however recent studies in songbirds have examined variability under the scope of reinforcement learning and provide experimental support for this theory. In this chapter, we rigorously examine the relationship between motor output variability and motor learning ability in a variety of visually guided reaching tasks. We find that the structure of motor variability is coupled with learning ability, so that the amount of variability related to a particular task can predict both person-to-person as well as task-to-task differences in motor learning ability.
2.1 – Summary

Individual differences in motor learning ability are widely acknowledged\textsuperscript{1,2,61,133}, yet little is known about the factors that underlie them. Reinforcement learning theory states that motor learning requires action exploration, which manifests as movement-tomovement variability, a ubiquitous if often unwanted characteristic of motor performance\textsuperscript{62,120}. Here we examine whether individual differences in the temporal structure of motor variability can predict differences in learning ability. We find that higher levels of task-relevant motor variability before training predict faster learning rates both across individuals and across tasks in two different motor learning paradigms: one relying on reward-based learning to shape specific motion trajectories and the other relying on error-based learning to adapt movements in novel physical environments. We proceed to show that extended training can, in turn, reshape motor output variability, aligning it with the trained task to improve learning, and that this realignment persists from one day to the next. These results show that the structure of motor variability predicts learning ability, and that this structure is dynamically regulated by the nervous system to improve learning.

2.2 – Introduction

In 2009, Brendon Todd became the first golfer to hit two consecutive hole-in-ones on the same hole during a professional tournament. Anyone who has swung a golf club would consider the first ace quite a feat, but repeating it was a truly amazing stroke of luck. But why should it be difficult to repeat a hole-in-one or any other action? The ever-present variability in motor
execution, widely thought to be due to the stochastic nature of nervous system function\textsuperscript{20,49,60,105,119}, makes it virtually impossible to exactly repeat our actions. Indeed, several theories of motor control posit that movements are planned to minimize how inherent motor variability affects performance either alone\textsuperscript{50,106,134} or in combination with effort\textsuperscript{85,127,128}. Yet motor variability can also be equated with action exploration, an essential component of reinforcement learning\textsuperscript{62,120}. Consider the process of learning a golf swing: at first the motion is highly variable, but with practice performance levels and precision increase in parallel. But to what extent does motor variability impede performance early on and to what extent does it enable learning to ensure future success? The idea that motor variability may facilitate learning is supported by recent studies in songbirds, in which inactivations of a cortex-analogue brain area (LMAN) projecting to the song control circuits dramatically reduce both vocal variability and the capacity for song learning\textsuperscript{14,66,67,86}. Here we test the idea that movement variability promotes motor learning in humans by examining whether its temporal structure predicts individual learning rates on different motor learning paradigms.

2.3 – Methods

2.3.1 – Participants

All participants gave informed consent for the experimental procedures which were approved by Harvard’s Committee on the Use of Human Subjects. In total, we recruited 146 healthy, neurologically intact people to participate in the experiments detailed within this chapter. The age of these people ranged from 18-58 with an average age of 23, of these 146 subjects, 82 were female, and everyone was right handed.
2.3.2 – *Experimental paradigm for the reward-based learning experiments*

Eighty-two naïve, neurologically intact subjects (age range 18-55, 46 female, all right handed) participated in the reward-based learning experiments. Twenty subjects participated in Experiment 1, and 62 subjects participated in Experiment 2 (29 subjects in subgroup A and 33 subjects in subgroup B). Subjects performed rapid 200 mm point-to-point reaching movements, while grasping a handle that reported its position for recording to a high-resolution digitizing tablet (Wacom Intuos3) at a sampling rate of 200 Hz. Subjects sat facing a horizontally mounted monitor placed above the tablet, which obstructed vision of the hand (Figure 2.1). On each trial of a 250 trial unscored baseline period, subjects were instructed to move their hand quickly, outward from a starting location to a target while attempting to trace a curve which connected them on the screen. However, during each trial, subjects did not receive visual feedback of their hand position, and saw only the starting location, the target, and the curve, all of which remained the same throughout the entire experiment. Trials that failed to reach the target within 450 ms of movement onset (defined by a velocity threshold of 12.7 mm/s) were discouraged with immediate negative auditory feedback. In order to realign hand position for the next trial, we instructed subjects to move their hand back towards the starting location. We guided this return
motion by displaying visual feedback of hand position when the hand was within 1 cm of the starting location. This feedback was removed before the start of the next trial.

The unscored baseline period was followed by a training period (500 trials for Experiment 1, 1000 trials for Experiment 2), in which conditions were identical to baseline except that subjects were rewarded with a numerical score between 0 and 1000, displayed above the target after each trial. We instructed subjects to maximize their score by more accurately tracing the displayed curve, although, unbeknownst to them, the way the scores were actually calculated was not related to the displayed curve, as described in Section 2.3.3. Since there was also no-visual-feedback on these movements, this eliminated any obvious error signal on which to base motor learning. Answers to a post-experiment questionnaire revealed that the vast majority of subjects were convinced that the scores helped them trace more accurately; thus, in actuality, they misunderstood their reasons for getting high scores and low scores, even though they were, in general, able to learn the underlying task.

During the training period, the threshold movement time was changed from 450 ms to a new value based on each individual subject’s baseline movement durations. These new threshold values were set to be two standard deviations above the mean baseline movement duration, and averaged 429 ms with a range of 289 to 529 ms. Movements that failed to reach the target within threshold time during training were again discouraged with negative feedback and scores were not displayed on these trials. Less than 4% of the overall training trials were excluded based on this threshold.

2.3.3 – Scoring scheme for the reward-based learning experiments

The score for each trial was calculated based on the projection of the middle segment of the hand path (from 15 mm to 190 mm) onto one of the shapes shown in Figure 2.2a. We
linearly interpolated between samples for every 0.25 mm to align the path measurements, facilitating comparison across trials. Thus, each of the baseline paths (Figure 2.2b) were represented as a vector of x-positions measured at specific y-positions. Similarly, Shape-1 and Shape-2 were represented as a function of y-position as well. Since these shapes were chosen to be orthogonal, we can represent each path as a point in a two-dimensional space, the coordinates of which are defined by the magnitude of the projection onto Shape-1 and Shape-2 (Figure 2.3). The units for the projection values are mm root-mean-square (rms), which corresponds to the average contribution of each point within the path to a shape.

Different scores were awarded for different values along the task-relevant axis, which we defined as Shape-1 for Experiment 1, and either Shape-1 or Shape-2 for the two subgroups in Experiment 2. Scores were used to shift subjects’ hand paths along the task-relevant axis for each experiment. Ideal scores (score=1000) were awarded 3.6 mm rms away from the baseline
mean along the task-relevant axis. About half of the subjects were trained to shift their means in the positive vs negative direction on the task-relevant axis (44 subjects positive, and 38 subjects negative, randomized among subjects). In both Experiments 1 and 2, scores increased monotonically as a function of the difference between the ideal magnitude of the projection and the magnitude of the projection of a trial (Figure 2.4a-b). We chose the ideal distance of 3.6 mm rms based on pilot data indicating robust learning would be achievable within a reasonable duration. This distance covers, on average, about two standard deviations of subjects’ baseline variability along the Shape-1 axis. For Experiment 2, we maintained the same ideal distance to facilitate comparison across tasks.

Although the ideal amount of shift on the task-relevant axis was the same for both experiments, the mapping between the amount of shift and the given score differed between Experiments 1 and 2. We employed a dynamic scoring scheme for Experiment 1, which adapted

Figure 2.3: The distribution of one subject’s baseline movements represented in terms of the magnitude of their projections onto Shape-1 and Shape-2. Note that the variability is higher in the Shape-1 axis than the Shape-2 axis.
from trial-to-trial based on each subject’s median and standard deviation during the most recent 50 trials as illustrated in Figure 2.4a. This scoring function is defined by Equation 2.1.

(Equation 2.1) \[ \text{Score} (x, \eta, \sigma) = \begin{cases} 
1000e^{-\frac{(0 - x)^2}{2\sigma^2}} & \text{if } \eta < x^* - \sigma \text{ AND } x < x^* \\
1000e^{-\frac{(x - x^*)^2}{2\sigma^2}} & \text{if } \eta < x^* - \sigma \text{ AND } x \geq x^* \\
1000e^{-\frac{(0 - x)^2}{2\sigma^2}} & \text{if } x^* - \sigma < \eta < x^* + \sigma \\
1000e^{-\frac{(max(0, x - (\eta - \sigma)))^2}{2\sigma^2}} & \text{if } \eta > x^* + \sigma \text{ AND } x \geq x^* \\
1000e^{-\frac{(x - x^*)^2}{2\sigma^2}} & \text{if } \eta > x^* + \sigma \text{ AND } x < x^* 
\end{cases} \]

Where \( \eta \) is the median score of the last 50 trials, \( \sigma \) is the standard deviation of the scores from the last 50 trials, \( x \) is the magnitude of the projection of the current trial onto the ideal shape, and \( x^* \) is the target projection magnitude.
In order to achieve a fair comparison between Shape-1 and Shape-2 learning for the two subgroups in Experiment 2, we employed the same static scoring scheme for both subgroups, illustrated in Figure 2.4b and define by Equation 2.2.

\[
\text{Score}(x) = \text{Max} \left( 0, 1000 - 500 \left| \frac{x - x'}{x'} \right| \right)
\]

Note that this scheme remained constant throughout the experiment, and that it was unaffected by differences in performance, to facilitate comparison between the learning of Shape-1 and Shape-2. A few example paths and corresponding scores from a subject trained to learn Shape-1 are shown in Figure 2.2b.

### 2.3.4 – Measuring baseline variability and learning rate in the reward-based learning experiments

We quantified task-relevant variability during the baseline period by projecting the hand paths from the last 160 trials during the baseline period (Figure 2.2b) onto the shape which would be trained later (either Shape-1 or Shape2). Taking the standard deviation of the magnitude of these projections yielded the task-relevant baseline variability. Correspondingly, we quantified total baseline variability by taking the square root of the sum of the variances in x-positions for the same 160 trials used to determine task-relevant variability.

We computed the learning level associated with each trial by finding the magnitude of the projection of the hand path onto the trained shapes shown in Figure 2.2a. The learning level was then computed as the baseline subtracted value of this projection normalized by the task’s ideal shift of 3.6 mm rms. For example, a baseline-subtracted projection level of 1.8 mm rms would correspond to a learning level of 0.5. To characterize the learning rate of each subject, we used the average learning level during the first 25% of the training period (125 trials) for Experiment
1, and the first 80% of the training period (800 trials) for Experiment 2. We used a longer window in Experiment 2 because the learning curves, particularly those for Shape-2, were slower. Had we used a window for Experiment 2 that was similar to Experiment 1, the slower learning rate for Shape-2 learning would have produced an average learning level not significantly different from zero.

2.3.5 – General procedure for the error-based learning experiments

Sixty-four naïve, neurologically intact subjects (age range 18-58, 36 female, all right handed) participated in the error-based learning experiments. Forty subjects participated in Experiment 3, and 24 subjects participated in Experiment 4. We used a motor adaptation task, force-field learning, which has been extensively used to study error-based learning.43,104,109,111-113

During these force-field experiments, subjects grasped a handle attached to a lightweight two-joint robotic manipulandum and were instructed to make point-to-point reaching arm movements. Subjects sat facing a monitor and made rapid (500 ms) 10 cm movements toward the torso using the arm configuration displayed in Figure 2.5a while viewing a screen cursor that represented real-time hand position. Subjects were instructed to make a fast, direct movement toward each target that appeared on the monitor, and after each trial subjects moved their hands back to the starting location. Positive auditory feedback was provided on trials completed between 400-600 ms, where movement onset was defined based on a speed threshold of 30 mm/s and movement offset was defined as the first time that the movement speed decreased below 30 mm/s and remained there for 200 ms consecutively. Experiments consisted of three different types of trials (Figure 2.5b-d): null field trials during which no active forces were applied to the subject’s arm (Figure 2.5b), error-clamp trials43,104,111,113,135 to measure the lateral forces produced on a given movement (Figure 2.5d), and force-field perturbation trials during which
forces were applied to the arm during the movement based on the instantaneous position and/or velocity of the hand (Figure 2.5c). The position and velocity of the hand as well as the forces generated by the arm were recorded at a sampling rate of 200 Hz.

2.3.6 – Definition of the force-field environments

The force-fields used in the current experiments were composed of a linear combination of position and velocity dependence (Figure 2.5e) with the form:

\[
\begin{bmatrix}
F_x \\
F_y
\end{bmatrix} = K \cdot \ddot{p} + B \cdot \dot{v} =
\begin{bmatrix}
0 & -K \\
K & 0
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix} +
\begin{bmatrix}
0 & -B \\
B & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix}
\]

Here, \(x\) and \(y\) denote the \(x\) and \(y\) position (\(p\)) of the hand and \(\dot{x}\) and \(\dot{y}\) denote the \(x\) and \(y\) velocities (\(v\)) with axes as illustrated in Figure 2.5a. Velocity-dependent (Vel) force-fields shown in Figure 2.5e had values of (\(K=0\) N/m, \(B=\pm 15\) Ns/m), and were used in both Experiments 3 and 4. These force-fields produced forces perturbing the hand that were...
proportional in magnitude but perpendicular in direction to the hand’s velocity. Position-dependent (Pos) force-field trials had values of (K=±45 N/m, B=0 Ns/m), and the positive-combination (PComb) and negative-combination (NComb) force-field environments had values of (K=±21.2 N/m, B=±13.2 Ns/m) and (K=±35 N/m, B=±9.4 Ns/m), respectively (Figure 2.5e). To account for biases from biomechanical effects, clockwise and counter-clockwise versions of force-fields were balanced in all experiments, with half the subjects learning each in the data averaged across these conditions.

2.3.7 – Error-clamp trials

Error-clamp trials (Figure 2.5d) were designed to measure the feed-forward motor output produced during a reaching movement. Actions made during reaching movements result from feed-forward motor output and online feedback error correction. Error-clamp trials\textsuperscript{104,111,113} restricted the lateral deviations during movement below 1 mm, effectively eliminating the lateral error signal and corresponding feedback responses, thus allowing for isolation of feed-forward motor output. We restricted these deviations by applying a very stiff, damped elastic force (K=6000 N/m, B=250 Ns/m) to counteract lateral forces produced by subjects, while essentially clamping movements into a straight line path. Since we were able to counteract the lateral deviations of the subject’s arm with a robot generated force, we estimated the lateral force produced by the subject as the opposite of the robot generated clamping force at each time-point. All force data were smoothed with a second order Butterworth filter with a cutoff frequency of 10 Hz to remove high frequency noise generated by force sensors and motor actuators. Motor output variability and motor adaptation during the force-field experiments were assessed based on these smoothed force profiles.

2.3.8 – Experimental paradigm for Experiment 3
Forty right handed neurologically intact subjects (20 female, ages 18-31, mean age 21) participated in Experiment 3. This experiment was designed to examine the relationship between task-relevant variability during the baseline period and motor learning rates for force-field adaptation across individuals. This required accurate measurements of both baseline variability and learning rates for each subject. To obtain accurate measurements of baseline variability, we designed the experiment with a prolonged baseline period of 200 trials during, which baseline variability was assessed based on 20 error-clamp trials that were randomly interspersed among null-field trials. Prior to this baseline period, subjects performed a 100 trial familiarization period during which variability was not measured. Although movement duration was generally between 500-600 ms, we examined the force output generated in a 860 ms window centered at the peak speed point to ensure that we captured the entire movement (average peak speed=320±5 mm/s, average speed at start of window=0.4±0.1 mm/s, average speed at end of window=2.7±0.6 mm/s).

Following the baseline period, subjects experienced a 150 trial training period during which a velocity-dependent force-field environment was applied. In this training period, 80% of trials were training trials and 20% were error-clamp trials which we intermixed to measure the learning level at various points in training. Subjects were stratified based on the amount of velocity-dependent variability present during baseline error-clamp movements, and average learning curves were calculated for each group. Initial learning rate was calculated by finding the average increase in learning level over the first ten trials of training. This period included two error-clamp trials.
2.3.9 – Measuring force-field adaptation

To measure adaptation to the force-field environments, we examined the difference between the force profiles measured during pre-training error-clamp trials (Figure 2.6a) and the error-clamp trials randomly interspersed during the training period. We performed subject-by-subject baseline subtraction to determine the change in motor output induced by exposure to each force-field environment (Figure 2.6b,e). The learning-related changes in the force profiles were then regressed onto a linear combination of the motion states position, velocity, and acceleration during an 860 ms window centered at the peak speed point of each movement (gray box) as
shown in Figure 2.6c,f\textsuperscript{58,111}. We measured learning for the pure velocity dependent force-field environment by normalizing the velocity regression coefficient to create an adaptation coefficient for which a value of 1 indicated full compensation for the force-field environment (Figure 2.6d,g). For a force profile that is driven by adaptation to a velocity-dependent force-field, our adaptation coefficient represents the size of the bell-shaped velocity-dependent component of the measured force profile. This velocity-dependent component of the measured force profile specifically corresponds to the force component targeted to counteract the velocity-dependent force-field perturbation. The adaptation coefficients for position-dependent force-fields were calculated in an analogous fashion based on the regression coefficient. Adaptation coefficients for the PComb and NComb environments were obtained by projecting the position and velocity regression coefficients onto the axis of the applied force-field and normalizing the result by the amplitude of the applied force-field\textsuperscript{111}. We followed the procedures described in previous work when computing the task-specific and non-task specific adaptation coefficients\textsuperscript{111}.

**2.3.10 – Measuring baseline task-relevant force variability**

We found the variance associated with four different force-field environments (described in Section 2.3.6 and illustrated in Figure 2.5e) using the error-clamp trials that were randomly interspersed during the baseline period. We projected each error-clamp force trace onto a normalized trace representative of each force-field environment. Figure 2.7 shows how three example force traces (Figure 2.7a) can be projected onto the four force-field environments shown in Figure 2.5e. We used two measures to characterize task-relevant baseline variability, the amount of baseline variability, and the fraction of variance accounted for by a particular environment. The standard deviation of the magnitudes of the projections was used to determine the amount of task-relevant variability for each subject. We divided the variance of the
magnitudes of the projections by the total variance of the force traces to find the fraction of variance accounted for by each environment in the baseline period.

2.3.11 – Analyzing the temporal structure of baseline variability

We used principal components analysis (PCA) on the force traces recorded during baseline error-clamp trials to understand the structure of variability during baseline. To obtain an accurate estimate of the overall structure of variability, we performed PCA on the aggregated baseline force traces for all subjects in Experiment 3. As before, forces were examined in an 860 ms window centered at the peak speed point of each movement. When aggregating the data, we removed the mean baseline force profile produced by each subject so that individual differences in mean behavior would not contribute to our analysis of the structure of trial-to-trial variability. Principal components of the force variability were found by performing eigenvalue decomposition on the covariance matrix of the aggregated force data.

2.3.12 – Single-trial learning rates for different force-field environments

Figure 2.7: Quantifying task-relevant force variability during baseline periods. a) Three example force profiles from one subject during the baseline period in the velocity-dependent force-field adaptation experiment (Experiment 3) b-e) Projections of the force profiles shown in a onto the four different types of visco-elastic dynamics described in Section 2.3.6 and illustrated in Figure 2.5e. Individual force traces are shown as thin lines and the projections are shown as thick lines of the corresponding color.
The single-trial learning rates for each force-field environment were determined using the data reported in a previous publication\textsuperscript{111}. In this previous experiment, error-clamp trials were presented before and after a single trial force-field exposure, and the differences in the lateral force output were used to assess single trial learning rates. Since the previous study used a different window size, we recomputed the learning rates in the same 860 ms window used to assess motor output variability, allowing a fair comparison between the variability associated with each type of force-field and the corresponding learning rates of each type of force-field.

2.3.13 – Experimental paradigm for Experiment 4

In Experiment 4, we sought to determine whether the motor system could adaptively reshape the structure of variability to promote learning. Twenty-four naïve neurologically intact right handed individuals (16 female, ages 18-58, average age 23) participated in these experiments which spanned two days. The training paradigm (Figure 2.8) was designed to increase the learning rate for either velocity-dependent or position-dependent force-fields by creating what we refer to as a high consistency environment (HCE). HCEs, where consistency is operationally defined as the correlation between the force-field amplitude on the current trial versus the next trial – i.e. the lag(1) autocorrelation, have been shown to increase a subject’s learning rate for the exposed environment\textsuperscript{42}. Thus in Experiment 4, a HCE was created by exposing subjects to 48 short blocks of force-field trials (either position-dependent or velocity-dependent) each followed by a block of null-field trials. Each cycle consisted of 7 force-field

Figure 2.8: Experimental protocol for Experiment 4, in which we assessed changes in learning rate and variability induced by a high consistency environment (HCE)
trials followed by 8-12 null-field trials. Motor variability was assessed during two epochs on each day: immediately preceding training and after an extended washout period (26-33 null-field trials) following training. Each assessment consisted of 50 error-clamp trials interspersed amongst 150 null-field trials. Half the subjects were trained on the HCE for the position-dependent force-field on day one and for the velocity-dependent force-field on day two. The other half experienced these environments in the opposite order. The initial assessment of variability on day two was also used to probe the degree to which changes in variability induced on day one persisted to the next day. Consequently, variability data from immediately before and after exposure were available for all environmental exposures we studied, whereas next day retention was only available for the day one environment (half the data).

2.3.14 – Measuring changes in the amount and specificity of motor learning

Single-trial learning rate was assessed on 21 of the 48 force-field blocks through the use of an error-clamp triplet centered around the first force-field trial in each of these blocks. On these triplets, subjects performed an error-clamp trial, followed by a force-field trial, and then another error-clamp trial. When present, this triplet was followed by six additional force-field trials to complete the training block. Since previous studies have shown that initial learning of force-field environments results in significant cross-adaptation between position-dependent and velocity-dependent learning, the components of the adaptation that depended on both position and velocity were measured using linear regression using a previous analysis we developed. We examined single-trial learning both before and after exposure to high-consistency training in each environment. For the before-training data, the triplet was experienced on the very first cycle of exposure so that the high-consistency environment itself could have no effect. We supplemented this data with first-exposure single-trial learning data
from other experiments (58 additional velocity learning trials and 12 additional position learning trials) which were essentially identical to the current experiment up to the point of this first exposure, but different thereafter\textsuperscript{42,111}. Specifically, the only difference between the experiments which provided the supplemental data and the current one, up to the point of the first exposure, was the number of baseline trials experienced beforehand. The post-exposure single-trial learning data were computed from the averaged learning data from the last 9 of the 48 training cycles - these 9 cycles included 5 measurement triplets for each exposure.

2.3.15 – *Measuring changes in the amount and specificity of motor output variability*

We also examined the effects of the HCEs on the structure of motor variability. We did this in two ways: 1) by looking at the position- and velocity-dependent changes in the first principal component of variability (PC\textsubscript{1}) and 2) by looking at overall changes in position- and velocity-related variability induced by exposure to these environments. After aggregating data across all subjects (as in the analysis of baseline variability in Experiment 3 detailed above in Section 2.3.11), PC\textsubscript{1} was computed in three different epochs: before training, after velocity-training, and after position-training. Another way to determine changes in the structure of motor variability specifically related to an environment is to examine the overall changes in position- and velocity-related variability induced by exposure to position-dependent and velocity-dependent HCEs. To examine these specific changes, we used linear regression to find the position-dependent and velocity-dependent contributions of each force trace before training, after position-training, and after velocity-training. Dividing the variance of these regression coefficients by the total variance in the data allows us to determine the fraction of variance specifically accounted for by velocity and position.

2.3.16 – *Statistics*
Statistical testing for group learning rates and group variability in Experiments 1-3 were performed by using two sample Student’s t-tests. Linear regression analyses were used to determine the association between variability and learning rate (Experiments 1-3) and the fraction of variance accounted for by different force-field environments and their corresponding single-trial learning rate. Since we computed the principal components of the lateral force variability over the population in Experiments 3 and 4, confidence intervals around PC1 were computed using bootstrap analysis in which the population was resampled 100,000 times to measure the amount of variability in PC1. In this bootstrap analysis, PC1 was computed on each iteration using the covariance matrix of the mean subtracted force profiles from the randomly sampled population. A similar 100,000 iteration bootstrap was performed to compute confidence intervals for single-trial learning in Experiment 4 by resampling adaptation force profiles from the population. Correspondingly, statistical testing on the changes in the position and velocity contributions to adaptation and variability were performed with a 100,000 iteration bootstrap as were the changes in position-velocity gain-space angle.

2.4 – Results

2.4.1 – Task-relevant variability predicts individual differences in the rate of reward-based learning

We began by examining the relationship between variability and learning rate in a reward-based motor learning task (Experiment 1, Figure 2.1). Subjects (n=20) learned to produce hand trajectories with specific shapes during 20 cm point-to-point reaching movements through trial-and-error. Participants received no visual feedback of their actual trajectories or the
rewarded shape, ensuring that no error-correcting information was available to guide the learning process. They trained to maximize a numerical performance score given after each trial that was based on the similarity between the movement path and the trained shape (see Section 2.2.2-2.2.3 and Figure 2.4a for details on the paradigm and scoring scheme).

If the variability produced by the motor system is indeed harnessed during trial-and-error learning to improve performance as reinforcement learning theory predicts, we would expect greater task-relevant variability before training to be associated with higher learning rates during training. Each experiment began with a 250 trial unscored baseline period (example data from one subject shown in Figure 2.2b). We computed task-relevant variability during this period by projecting each hand path onto the target shape (Figure 2.2a, Shape-1) to be used during the subsequent shape-specific training.

To look at the effect of baseline motor variability on subsequent learning, we stratified individuals into subgroups based on the amount of Shape-1 variability displayed in the baseline period. Subjects from Experiment 1 were divided into groups with above-mean and below-mean Shape-1 variability, and average learning curves were calculated for each group, as shown in Figure 2.9a. The mean task-relevant baseline variability was 3.47±0.50 mm overall; 2.58±0.16 mm for below-mean subjects and 5.55±1.34 mm for above-mean subjects. For comparison, we also stratified subjects based on the median and quartiles of the data as illustrated in Figure 2.9b (bottom 25%: 1.98±0.11 mm, bottom 50%: 2.29±0.12 mm, top 50%: 4.65±0.86 mm, top 25%: 5.95±1.57 mm). We found that subjects with above-mean task-relevant variability learned considerably faster than below-mean subjects (Figure 2.9a, p=0.014). Correspondingly, in the median data, learning curves show a clear early separation between subgroups, with higher variability groups showing higher learning (p=0.026 for upper half vs lower half and p=0.0032
for upper quartile vs lower quartile, Figure 2.9b). Moreover learning rates calculated for each subgroup in Experiment 1 based on the first 125 trials of training show an increasing monotonic relationship between baseline variability and learning rate across the four subgroups.

We also examined individual differences in task-relevant variability, and found a strong correlation between baseline task-relevant variability and learning rate (Figure 2.10b, r=0.80, p<0.0001). The subject with the highest task-relevant baseline variability epitomized this relationship by displaying the highest learning rate, but even if this data point is removed, the correlation between task-relevant variability and learning rate remains (r=0.65, p=0.0026). This
is the first time individual differences in learning rate have been predicted from baseline performance characteristics. However, when we examined the relationship between total variability and learning rate, we also found a significant, albeit weaker, correlation (Figure 2.10a, \(r=0.47, p=0.037\)) raising the possibility that it is the amount of total variability rather than its precise temporal structure that matters for learning (in our data set the two are correlated, \(r=0.63\)).

### 2.4.2 – Task-relevant variability predicts across-task differences in the learning rate of two reward-based learning tasks

To determine whether task-relevant variability or total variability drove the differences in learning rate between subjects, we performed a second experiment in which two groups of subjects were trained on two different shapes (Figure 2.2a, \(n=29\) for Shape-1, \(n=33\) for Shape-2), each associated with different amounts of task-relevant variability during the baseline period. Shape-1 was identical to the one used in the first experiment, whereas Shape-2 was chosen to be orthogonal to Shape-1 and to account for a smaller amount of total baseline variability. On

![Figure 2.10: Subject-by-subject comparison of learning in Experiment 1 as a function of variability](image)
average, Shape-1 accounted for 9.2±1.1% of the total variability, while Shape-2 accounted for 0.66±0.12% of the total variability during the baseline period. Thus Shape-2 learners should display decreased task-relevant variability but identical total variability compared to Shape-1 learners allowing us to dissociate the effects of these two types of variability on learning rate.

We found that task-relevant variability during baseline was positively correlated with learning rate both within (Figure 2.11c, Shape-1 (green): $p=0.017$; Shape-2 (blue): $p=0.027$) and...
across groups (dashed black line: p<0.0001) with slower learning rates for Shape-2 compared to Shape-1 (Figure 2.11a, p<0.0001), suggesting that it may account for the observed differences in learning rates. Moreover, simultaneous regression of learning rate onto both types of variability across groups reveals a significant effect of task-relevant (partial $R^2=0.38$, p<0.0001) but not total variability (partial $R^2=0.0090$, p=0.47). Correspondingly, a single relationship between task-relevant variability and learning rate (Figure 2.11c, dashed black line) appears to explain the individual differences in learning ability for both groups just as accurately as a composite relationship individualized for each group ($R^2=0.427$ vs $R^2=0.434$, respectively), indicating that task-relevant variability provides a unifying explanation for both inter-individual and inter-task differences in learning rate.

### 2.4.3 Task-relevant variability predicts differences in learning rate on an error-based learning task

We next examined the generality of the relationship between motor variability and motor learning rates on a task thought to be learned through error-based learning. Reward-based learning is often associated with slow learning rates due to an absence of error-correcting signals, whereas tasks in which dynamic or kinematic perturbations produce error-correcting signals are learned more rapidly. Reinforcement learning theory posits that motor exploration is essential for reward-based learning algorithms, and although recent studies have suggested that learning on error-based tasks may arise from multiple mechanisms\textsuperscript{55,56}, error-based adaptation need not be contingent on such exploration.

To examine whether motor variability can also facilitate learning in error-based motor adaptation tasks, subjects (n=40) adapted to an environment with altered physical dynamics
during point-to-point reaching movements (Figure 2.5a). Since these subjects would later be exposed to a velocity-dependent force-field, we analyzed what would become the task-relevant component of the variability before any learning occurred by computing the amount of velocity-dependent variability present in baseline error-clamp trials. We computed the velocity-dependent component of variability by projecting each force trace onto its corresponding velocity profile (Figure 2.7e), and calculating the variance across the magnitude of these projections. Thus, if motor output variability was fully velocity-dependent, the variability in force traces would not change after projection and would be equal to the total variability.

After a 200 trial baseline period, these subjects were exposed to a velocity-dependent force-field environment in which the force vector perturbing the hand was proportional in magnitude and lateral in direction to the hand’s velocity\(^{57,104,111,113,125}\) as shown in Figure 2.5c. Error-clamp trials\(^{104,111,113}\) (Figure 2.5d) were randomly interspersed in both baseline null-field (Figure 2.5b) and training velocity-dependent force-field (Figure 2.5c) periods to measure the lateral forces produced during these periods. Task-relevant variability at baseline was evaluated for each subject as explained in Section 2.3.10, while velocity-dependent force-field learning during the training period was quantified by regressing the error-clamp force profiles onto the velocity traces associated with each movement (see Section 2.3.9 and Figure 2.6).

We stratified individuals based on the level of velocity-dependent variability displayed during the baseline period (Figure 2.12a), and found that participants with above-mean variability showed faster velocity-dependent force-field learning than those with below-mean variability (Figure 2.12b, \(p=0.014\) when comparing the average learning rate over the first ten trials). Moreover, individuals with variability at least one standard deviation above mean had more than twofold higher learning rates than individuals with variability levels one standard
deviation below mean (Figure 2.12b, p=0.0047). The mean task-relevant baseline variability was 3.2±1.1 N, there were 21 subjects with variability under mean (mean variability 2.4±0.6 N) and 19 subjects with variability above mean (mean variability 4.1±0.8 N). There were 5 subjects with variability less than 1 STD below mean (mean variability 1.6±0.4 N) and 6 subjects with variability more than 1 STD above mean (mean variability 5.1±0.7 N). For comparison, we also stratified subjects based on the median and quartiles of the data to determine the robustness of the trend we observed (Figure 2.12c-d), and found a similar trend to the mean/STD stratified data.
Interestingly, the relationship between baseline variability and learning rate only persists for 10-15 trials, after which the learning curves converge (Figure 2.12a,c). This early-only relationship may suggest that action exploration contributes to early learning during an error-based learning task, but that this exploration-driven learning becomes overshadowed by error-based learning later on. Another hypothesis is that the task-relevant variability may continue to predict learning rate, but that task-relevant variability changes over the course of learning so that a relationship between learning rate and current variability is maintained although the relationship between learning and baseline variability disappears.

When we examined the individual differences in initial learning rate and variability, we found a significant positive correlation between the amount of velocity-dependent baseline variability and initial learning rate ($r=0.46$, $p=0.0027$) as shown in Figure 2.13. Combining these results with those found in Experiments 1 and 2 indicates that individuals with higher levels of task-relevant variability learn faster in both error-based and reward-based motor learning tasks.

Figure 2.13: The amount of task-relevant variability during the baseline period predicts individual differences in learning rate in Experiment 2

(40% faster learning in upper half vs lower half $p=0.020$, 68% faster learning in upper quartile vs lower quartile $p=0.014$).
This suggests that the relationship between motor variability and learning may reflect a general principle of motor learning, rather than one that is specific for particular types of tasks.

2.4.4 – The largest single component of motor variability exhibits motion state dependence

If indeed there is a general relationship between the structure of motor variability and learning ability, variability in force production during movements may explain why some types of force dynamics are learned more quickly than others. However, little is known about movement-related force variability, as force production is usually studied under isometric
We thus examined whether the temporal structure of baseline motor variability might explain the ability to learn different types of dynamics.

Although subjects were asked to repeat the same reaching movement, the baseline lateral force profiles showed considerable trial-to-trial variability (Figure 2.14a). We performed principal components analysis on the structure of this variability (described in Section 2.3.11), a data-driven method which identifies the temporal patterns that contribute most to the total variance. We found that the first principal component (PC1), the force pattern which best characterizes the total motor variability, by itself accounted for $40\pm 2\%$ of the total variance – over three times as much as any other component (Figure 2.14b). Inspired by previous work showing that novel dynamics are learned as a function of motion state rather than time, we examined the extent to which each principal component explained motion-related variability (Figure 2.14c). PC1 accounted for $72\pm 2\%$ of the variability associated with motion state – more than twice as much as all the other components combined. This suggests that PC1 may account for a large fraction of learning-related variability. PC1’s shape was itself strongly motion-related, being well approximated ($R^2=0.95$) by a linear combination of the position, velocity, and acceleration of the hand (Figure 2.14d). Interestingly, the position and velocity contributions which account for the majority of PC1’s shape ($R^2=0.85$) are in positive combination, closely resembling the pattern of visco-elastic dynamics which have been found to be learned the fastest.

The fraction of overall variance (Figure 2.14b) directly corresponded to the eigenvalues determined in the eigenvector decomposition of the covariance matrix. In particular, this fraction corresponds to the ratio of the eigenvalue for a particular principal component to the sum of the eigenvalues for all principal components. Correspondingly, the fraction of motion-
related variance (Figure 2.14c) can be computed based on a scaling of each eigenvalue, where the scale factor is the fraction of the corresponding eigenvector’s variance accounted for by motion state (for example, 0.95 for PC1 shown in Figure 2.14d). Note that we operationally define motion related variance (Figure 2.14c) as variance that can be explained by a linear combination of position, velocity, and acceleration.

Of the 173 principal components, the first five components accounted for over 75% of the total variance and over 85% of the motion-related variance. Figure 2.15 presents the shapes of the next four principal components. Note that the shape of PC1 (Figure 2.14d) is almost entirely motion related ($R^2=0.95$), while PC2, PC3, and PC5 have shapes which are barely motion related. Interestingly, PC4 has a shape which is almost as strongly motion related as PC1 ($R^2_{PC4}=0.77$ vs $R^2_{PC1}=0.95$), but the position and velocity contributions are in negative combination, and it accounts for far less total variance than PC1. Note that the eigenvector associated with each principal component is scaled by the square root of its eigenvalue for display in Figure 2.15 in order to take into account the amount of variability explained by it. This same scaling is applied to each principal component displayed in this chapter.
2.4.5 – Task-relevant variability predicts the initial learning rate of different error-dependent tasks

The resemblance between the temporal pattern that accounts for the greatest fraction of the baseline variability ($PC_1$) and the most rapidly learn dynamic force-field environment\textsuperscript{111}, suggests a link between motor output variability and motor learning ability across different force-field environments, analogous to what we found for different reward-based learning tasks (Figure 2.11). To explore the nature of this connection, we examined the relationship between baseline motor variability and learning rates for four different dynamics, each with a different combination of position and velocity contributions (diagrammed in Figure 2.5e). Projecting the overall baseline variability onto the force patterns associated with each of the perturbations revealed that the negative combination dynamics, which is the most difficult to learn (Figure 2.16a), accounted for the smallest portion (12±1\%) of the baseline variability (Figure 2.16b). In contrast, the positive combination dynamics, which is the easiest to learn, accounted for the largest portion (34±2\%). Across all four force-fields, we find that the amount of task-relevant variability correlates strongly with the single-trial learning rate for different force-field environments. 

Figure 2.16: The amount of task-relevant variability correlates strongly with the single-trial learning rate for different force-field environments. a) Single-trial learning rates for four different force-field environments. b) Fraction of variance accounted for by each type of force-field environment. c) Larger amounts of task-relevant variability during the baseline period predicts faster learning of a force-field environment.
variability during baseline accurately predicts single-trial learning rates (Figure 2.16c, r=0.94), similar to what we observed across the reward-based learning tasks (Figure 2.11). These results show that task-relevant variability can predict motor learning ability both across individuals and across tasks in both reward-based and error-based learning.

2.4.6 – The structure of motor output variability can be reshaped to promote faster learning

Having established a relationship between variability and learning ability, we wondered if the motor system could capitalize on this relationship to improve learning by modulating variability. Recent work in songbirds suggests that the circuits generating motor variability can promote learning by directing exploration towards more rewarding regions of motor output space\(^3,139\). But can the motor system do more to promote efficient exploration than adaptively re-centering the motor output\(^3,114,130,139\)? We considered the possibility that the structure of motor variability could be reshaped around its mean, allowing for more efficient exploration to improve learning. Such an adaptive reshaping would specifically increase variability along the task-relevant dimension of motor output space.

To explore this hypothesis, we measured motor variability before and after a training paradigm designed to increase motor learning ability. Increases in learning rates for position-dependent or velocity-dependent force-fields were induced in two different groups by repeatedly exposing subjects to the force-fields in short blocks of seven trials, interleaved with longer blocks of null trials (Figure 2.8). This created environments that were highly consistent from one trial to the next\(^42\). We first examined how these high-consistency environments (HCEs) affected learning ability and then determined whether they reshaped motor variability.
We found that prolonged exposure to these environments resulted in single-trial learning that was not only larger in amplitude, but also more specific to the given environmental perturbation as compared to early exposures to the force-field, in which learning was small in amplitude and largely non-specific in shape\textsuperscript{42,111}. This was true for both velocity- and position-dependent force-field groups (Figure 2.17a-b, note the dark red and blue traces based on late exposures (blocks 40-48) in the velocity- and position-dependent HCEs respectively compared to the lighter traces based on initial exposure (block 1)). To quantify these effects, we used linear regression to determine the components of the single-trial adaptive responses associated with hand velocity and position. We found a more than twofold increase in the velocity-dependent component of learning ($p=0.00051$) and a more than fourfold increase in the position-dependent component ($p<0.0001$) following exposure to the corresponding HCEs with no significant
changes in the untrained components (Figure 2.17c-d, p=0.35 and p=0.21 and for position and velocity respectively).

We quantified the specificity of single-trial learning in this data set using a position-velocity (PV) gain-space analysis (Figure 2.18). The velocity-dependent learning component is shown on the vertical axis while the position-dependent learning component is shown on the horizontal axis. In this gain-space, positive-combinations of position and velocity dependence appear in the first quadrant while negative combinations would appear in the second or fourth quadrants. Non-specific learning for either a position- or velocity- dependent environment would correspond to equal sized position and velocity components of the learning resulting in a 45° angle in the PV gain-space. In contrast, specific learning for a velocity-dependent force-field would correspond to a 90° angle in PV gain-space whereas specific learning for a position-dependent force-field would correspond to a 0° angle (Figure 2.18b). Note that initial (first-cycle) learning displays PV gain-space angles near 45° for both velocity- and position- dependent force-fields, indicating highly non-specific pre-exposure learning as shown in Figure 2.18. In
contrast, post-exposure single-trial learning (last 9 cycles) has PV gain-space angles much closer to 90° for velocity- and 0° for position-dependent HCEs indicating that these environments induced increased specificity in single-trial learning. Thus, the adaptive response to the velocity-dependent HCE displays increased velocity-specificity (p<0.0001) whereas the position response shows increased position-specificity (Figure 2.18, p=0.016).

We next examined whether these experience-dependent changes in learning ability were paralleled by changes in the temporal structure of motor variability. To quantify changes in the amplitude and structure of movement-related force variability, we scaled the unit vector characterizing the main axis of variability (i.e. the direction of PC1) by the amount of variability it explained (Figs 2.19a-b). Figure 2.19a presents a comparison of the scaled first principal component of motor output variability before and after exposure to the velocity-dependent HCE, and Figure 2.19b presents the analogous data for the position-dependent HCE. The shape of PC1
was, both before and after exposure to the HCEs, well characterized by a linear combination of position, velocity, and acceleration (similar to what we saw for an independent data set in Figure 2.14d: $R^2_{\text{Fig2.14d}}=0.95$, $R^2_{\text{pre}} = 0.94$, $R^2_{\text{post-vel}}=0.96$, $R^2_{\text{post-pos}}= 0.94$).

We thus focused on changes in the sizes of the position and velocity contributions to PC1 as shown in Figure 2.19c-d, which were computed using linear regression. Training in the velocity-dependent HCE induced a 78±21% increase in the velocity-dependent component of PC1 ($p<0.0001$) without affecting the position-component ($p=0.34$). In contrast, exposure to position-dependent HCE led to an 82±26% increase in the amplitude of the position-dependent component of PC1 ($p<0.0001$) without affecting the velocity-component ($p=0.19$). Similar to the changes in single-trial force-field adaptation, we can examine the changes in PC1 using a PV gain-space analysis (Figure 2.20). The PV gain-space projections of these principal components show that, similar to the motor adaptation, motor output variability changes in an environment-specific fashion (Figure 2.20a), with both velocity- and position-dependent HCEs leading to increased task-specific motor variability (Figure 2.20b, $p<0.0001$ in both cases). We also
performed an alternative analysis which examined the overall changes in position- and velocity-related variability by regressing each force profile collected during the baseline period onto temporal traces of position and velocity. Taking the variance of these regression coefficients and dividing by the total variance of the force profiles reveals analogous environment-specific reshaping of the structure of motor variability (Figure 2.21).

2.4.7 – Retention of changes in motor output variability on the subsequent day

For environments presented on day one, the baseline period on the second day provided an opportunity to examine the overnight retention of the changes in motor output variability induced by exposure to an HCE on the first day. Thus we used these measurements to examine the retention of the changes in motor variability for the 12 subjects who experienced velocity training and the 12 subjects who experienced position training on day one. This resulted in a data set that was half the size of the ones presented above (Figures 2.19-2.20). Despite the increased noise inherent in computing principal components based on smaller data sets, we found that the PC1 consistently displayed strong motion dependence, with a position, velocity, and

Figure 2.21: Specific increases in overall position- and velocity-dependent variability following HCE training. a) Velocity-dependent variability specifically increases following exposure to a velocity-dependent HCE. b) Position-dependent variability specifically increases following exposure to a position-dependent HCE.
acceleration fit producing an average $R^2$ value of 0.77 compared to 0.92 for PC$_1$ calculated from all pre-training data. Furthermore, in 90% of cases, with 12 subjects per group, and each group measured in 2 conditions, the $R^2$ values were above 0.54. A small group of outliers which were reducing the overall $R^2$ values were found. These outliers had $R^2$ values less than 0.35 and included just 2.5% of the cases. Thus when we determined the gain space angles by comparing the relative sizes of the position and velocity coefficients in the motion state fit, we eliminated these 2.5% of cases in which PC$_1$ was not well described by motion states. This should not produce a bias in the estimates of the PV gain-space angles because elimination was based on the degree to which the gain-space vector characterized the shape of PC$_1$ rather than the location of this vector. The resulting PC$_1$’s and the position and velocity contributions are shown in Figure 2.22.

To assess whether the specific reshaping of variability was retained on the subsequent day, we compared the change in PV angle for the position-dependent HCE retention to that for the velocity-dependent HCE retention. Interestingly, over half of the specificity increases induced during the 90-minute training sessions in the HCEs persist to the following day (Figure 2.22c, Figure 2.22: Retention of the specific reshaping of variability induced by HCE training  a) Velocity-specific reshaping of PC$_1$ following velocity-dependent HCE training is retained after 24 hours. b) Position-specific reshaping of PC$_1$ following position-dependent HCE training is retained after 24 hours. c) The PC$_1$s 24 hours after velocity-dependent or position-dependent HCE exposure are significantly different from each other ($p=0.047$).
faded red and blue traces, p=0.047). These findings indicate that the motor system can effectively reshape the temporal structure of motor output variability in a way that can persist from one day to the next.

2.5 – Discussion

In summary, we demonstrate an intriguing link between task-relevant motor variability and motor learning ability. In line with predictions from reinforcement learning theory, we show that higher levels of task-relevant variability predict faster learning rates both across individuals within a task and across different tasks. We further show that the structure of motor output variability can be reshaped to promote faster learning. Previous studies have identified genetic, structural, or neural activity markers which correlate with learning rate, however our findings are the first demonstration of the ability to predict task-specific differences in learning ability from baseline performance characteristics. Moreover, our findings provide a mechanistic explanation for why an individual may be better than average at learning some tasks, but worse than average on others.

Our results support the view that motor variability, rather than being an unwanted consequence of noisy nervous system function, is an essential feature of reinforcement learning that is centrally-driven and actively regulated by the nervous system. This view emerged from work in songbirds where motor variability and learning ability are coupled, and is further supported by experimental evidence in both songbirds and primates showing that motor variability is actively reduced when motor precision is crucial, such as when a reward is at stake, and that motor variability is increased during
The current findings extend these observations by demonstrating that: (1) in humans, learning ability is linked to motor variability, (2) variability can predict individual differences in learning ability, and (3) the motor system does not merely modulate the overall amount of motor variability, but rather actively reshapes the structure of motor variability to direct exploration for more efficient learning. Elucidating the relationship between variability and learning not only enhances our basic understanding of learning in the motor system, but also provides a potential avenue for the rational design of novel training procedures for improving motor learning and rehabilitation.
Chapter 3 – The generalization of 

visuomotor adaptation to untrained 

movements and movement sequences

In the previous chapter we demonstrated that the motor system utilizes variability to direct the adaptation of visually guided reaching movements, and further that this variability can be reshaped to increase the rate of learning. However, we did not look into the specific mechanisms which underlie the adaptation of these movements. It is difficult to identify these neural mechanisms because of the redundancy and complexity in the neural representations of movement planning. Many of these representations, at least partially, reflect the internal remappings which could produce accurate movements in novel perturbing environments. Thus it is difficult to localize where these remappings actually occur. In this chapter, we seek to identify the fundamental mechanisms which underlie the adaptability of visually guided reaching movements by performing a series of behavioral experiments that examine the generalization of motor adaptation to several conditions.

When determining the mechanisms underlying visuomotor adaptation, behavioral experiments are encumbered because simply observing adaptation does not provide insight into how this adaptation is occurring. Thus in this chapter, we rely on generalization experiments, quantitatively observing both the adaptation of the reaching movement and the transfer of adaptation to untrained movements and movement sequences. Proposing a simple model for
motor planning based on two movement features, we design experimental paradigms in which motor adaptation would affect the motor plans associated with each feature in isolation. We then rigorously test the ability of this model to characterize more complex situations where adaptation simultaneously affects multiple factors of movement planning.

3.1 – Summary

The planning of visually guided movements is highly adaptable; however, the basic mechanisms underlying this adaptability are not well understood. Even the features of movement that drive adaptation are hotly debated. Some studies suggest that visuomotor adaptation occurs through the remapping of goal locations while others credit the remapping of the movement vectors which lead to the goal locations. However, several recent motor learning studies and the multiplicity of the neural coding underlying visually guided movements stand in contrast to this either/or debate on the modes of motor planning and adaptation. Based on a novel model for combining movement vector and goal location remapping, we examine the transfer of visuomotor adaptation to visually guided movements and movement sequences throughout the workspace and demonstrate, for the first time, the ability to predict how motor adaptation affects the planning of movement sequences. By dissociating the effects of remapping goal location and movement vector, we show that (1) motor adaptation differentially remaps these two features, and (2) these features contribute to motor planning with weightings that modulate the extent to which each remapping generalizes. We then show that, without any free parameters, a computational model based on the differential weighting and the remapping of these features predicts over 90% of the variance in novel movement sequences, even when
multiple movement attributes are simultaneously adapted. These findings indicate that the
effects of motor adaptation on movements and movement sequences can be accurately predicted
by accounting for the differential weighting and remapping of goal locations and movement
vectors during motor planning.

3.2 – Introduction

Although every voluntary movement is shaped by motor learning, the mechanisms
underlying this adaptability remain unclear. Applying a reductionist approach would entail
identifying the features used for motor planning, then subsequently examining how those
features adapt. Along these lines, a central theory in motor control posits that the key feature of
motor planning is the movement vector. That is, the plans for point-to-point reaching
movements are internally represented as movement vectors from start locations to movement
goals, and the adaptive changes in motor planning are driven by remapping of movement
vectors\textsuperscript{17,40,44,74,99,109,115,116,123,137}. In line with this theory, neurophysiological and behavioral
studies have shown that adaptive changes in motor planning can often be explained by the
remapping of movement vectors\textsuperscript{74,89,123,137,141}. The movement vector planning hypothesis is
further supported by the generalization of sensorimotor learning to movements with similar
movement vectors even when other attributes, such as start or goal locations, are altered\textsuperscript{74,137}.

However, several recent studies have shown that adaptation to visuomotor
transformations is not limited to movement vector learning\textsuperscript{25,56,79,101,110}. These studies have
found a small but significant proprioceptive recalibration of hand position following adaptation
to visuomotor transformations which directly affect movement planning because the motor
system weighs visual and proprioceptive sensory information to estimate the start location of movements\textsuperscript{99,115,116}. Moreover, it would be surprising if visuomotor adaptation was based entirely on the remapping of a single feature, either movement vectors or goal locations, given what we know about the richness and diversity in the neural coding of movement representations. In particular, movement vectors, start locations, and goal locations are all represented in motor planning areas and any of these features could be remapped during motor adaptation\textsuperscript{9,10,15,33,45,77,92}. In line with this idea, recent findings have suggested that location-based and movement-vector-based control may be distinct processes that are differentially remapped by motor adaptation\textsuperscript{32,41,75,76,103,110}. However, the way in which these features are combined during motor planning is not yet well understood.

In this chapter, we hypothesize that, during motor adaptation, the target location and movement vector are differentially remapped, and that these features contribute to motor planning with weightings independent of the amount of remapping. If this were the case, motor adaptation would depend on three distinct factors: the amount of movement vector remapping, the amount of goal location remapping, and the differential weighting of movement-vector-based planning and goal-location-based planning. We begin by designing a series of experiments that dissociate the effects of motor adaptation on movement-vector-based and goal-location-based planning allowing us to quantify the contributions of these three factors for both individual movements and movement sequences. Then, we test the idea that these three factors can be used to characterize the planning of goal-directed movement sequences by building a combined remapped feature model which quantitatively predicts the effects of motor adaptation based on these factors. We find that this model predicts over 90% of the variance introduced by the effects of motor adaptation on novel movement sequences.
3.3 – Methods

3.3.1 – Subjects

Ninety-three naïve neurologically intact adults (53 female, 3 left-handed) between the ages of 18 to 59 participated in this study. Data from three subjects were not included because they could not perform the task consistently. One could not consistently move with the requested rapidity, one was unable to consistently perform movement sequences, and one subject failed to show consistent adaptation to the trained visuomotor rotations. All experimental procedures were approved by Harvard’s Committee on the Use of Human Subjects, and all subjects provided informed written consent before the experiment began.

3.3.2 – Apparatus

The same apparatus was used in all three experiments in this study. Subjects sat at a desk facing a horizontal LCD monitor (BENQ V2400W, 1920 x 1200 pixels, 75 Hz refresh rate, Taipei, Taiwan). The height of the chair was adjusted at the start of each experiment so that the subject was in a comfortable position for viewing and reaching under the LCD monitor (Figure 3.1). Underneath the monitor, subjects grasped and moved a stylus-embedded foam handle on top of a digitizing tablet that recorded hand position (12 inches by 19 inches, 100 Hz refresh rate, WaCom Intuos3, WaCom Corporation, Saitama, Japan). The subject’s midline was aligned with the center of the digitizing tablet which corresponded to the center of the workspace and the LCD monitor. Vision of the digitizing tablet and the subject’s arm were obstructed by the LCD monitor for the duration of the experiment.
This study included three different experiments in which subjects made arm reaching movements while grasping a foam handle with their dominant hand. During each experiment, the digitizing tablet recorded hand position, and a 0.25 cm diameter cursor represented this position on the monitor. A +30% visual magnification was applied to the cursor such that a 1.0 cm hand movement resulted in a 1.3 cm cursor movement; this magnification was present from the very first movement throughout the duration of the experiment, independent of applied visuomotor rotations and should not affect rotation learning or its transfer. Figure 3.2 illustrates the location of the six targets (T1-T6) and center circle (C), drawn to scale, and sample movements collected from subjects in the baseline period. The center circle and all six peripheral target circles were 1.2 cm in diameter in hand space. Subjects were instructed to perform two types of visually-guided movements: individual point-to-point movements 9.0 cm in length (Figure 3.2a-b) and movement sequences which consisted of two submovements, each 9.0 cm in length (Figure 3.2c). Individual point-to-point movements were either performed from the center circle to one of the six peripheral targets (Figure 3.2a), or between two adjacent peripheral targets (Figure 3.2b). On movement sequences, the first submovement began at the center circle...
and was directed at one of the six peripheral targets, and the second submovement started at the end of the first submovement and was directed towards one of the two adjacent peripheral targets (Figure 3.2c).

At the start of each trial, a target was displayed for 250 ms before the go cue. During this waiting interval, the center circle was colored yellow, and subjects were instructed to continue holding the cursor inside the center circle. After 250 ms, center circle was recolored to purple, cueing subjects to move to the displayed target. Auditory rewards were provided following individual movement trials based on two criteria, movement duration and movement endpoint. Movement duration was defined as the amount of time during which hand velocity exceeded 5.0 cm/s. The time of movement onset was determined as the time at which hand velocity first exceeded and remained above 5.0 cm/s for 100 ms, while the time of the movement endpoint was defined as the beginning of the period in which hand velocity had remained below 5.0 cm/s for 300 ms. Subjects received auditory reward following movements with 200-400 ms duration with locations of movement endpoints inside the presented target. Movement direction was
computed 100 ms after movement onset, and deviations were measured with respect to the line segment connecting the center circle to the center of the target.

Following each trial, the subject returned the cursor to the center circle. We assessed the feed-forward movement plan by removing visual feedback of the cursor on selected individual movement trials, which we refer to as probe or test trials, and on all movement sequence trials. Movements from the center circle to each of the peripheral targets were administered with visual feedback on \( \sim 50\% \) of the trials during the baseline and testing periods. In contrast, individual movements between peripheral target locations and movement sequences used to probe the effects of adaptation were never administered with visual feedback. Visual feedback was restored prior to the start of the following trial when the cursor was within 2.0 cm of the center circle so that subjects could position their hands for the next trial.

All experiments followed the same general paradigm which consisted of 1950 trials spread over four experimental periods. First, subjects were administered a 300 trial familiarization period which consisted entirely of individual movements with visual feedback so that they could become accustomed to the task instructions and learn the required movement speed. Following the familiarization period, subjects performed a 300 trial baseline period during which movement sequences and no visual feedback trials were intermixed with continuous visual feedback trials to gauge the baseline performance of the feed-forward motor system, before the onset of visuomotor rotation learning.
The training period, which followed the baseline period, consisted of 450 continuous visual feedback trials during which subjects were exposed to one of several possible patterns of visuomotor rotations\textsuperscript{25,41,56,73,74,82,103,137}. The visuomotor rotations that we used in this study were either $+30^\circ$ (counter-clockwise), $-30^\circ$ (clockwise), or $0^\circ$ (no rotation). On initial exposure to a (non-zero) visuomotor rotation, subjects make a hand movement directly to the target, resulting in a cursor movement that is rotated off course around the center circle by $\pm 30^\circ$ (Figure 3.3b). However, with practice, subjects reduce the errors in the cursor movements by performing hand movements that are rotated in the opposite direction of the applied visual rotation (Figure 3.3c). In Experiments 1-2, non-zero rotations were trained to two of the six peripheral target locations, and in Experiment 3, non-zero rotations were trained in four of the six peripheral target locations.

The testing period, which followed the training period, consisted of 900 trials of which about half were no visual feedback movement sequence, probe, or test trials used to assess the transfer of motor adaptation. The remaining trials were pseudorandomly intermixed continuous visual feedback trials used to reinforce the visual rotations that were trained for each target location. In each experiment, the same visuomotor rotation pattern was applied during the training and testing periods, the specifics of these patterns will be described later.
experiment was performed in 150 trial blocks with rest breaks of 1-5 minutes between blocks. Thus there was always a rest break at the end of each period and a single rest break was provided in the first two periods, whereas two breaks were provided in the training period, and five in the testing period.

3.3.4 – Design of Experiments 1 and 2: Attribute isolating experiments

We designed Experiments 1 and 2 to characterize the effects of adapting three different movement attributes: start location (SL), movement vector (MV), and goal location (GL) on the planning of individual movements (Experiment 1, n=15 subjects) and movement sequences (Experiment 2, n=35). Typically, learning simultaneously affects multiple movement attributes, and it is difficult to dissociate the effects of adapting each attribute. To address this issue, we designed these two experiments to utilize test movements (Experiment 1) and test sequences (Experiment 2) in which the adaptation of these movement attributes could be examined independently of one another, so that motor adaptation would affect one attribute of a test movement or test sequence, but not the other two.

Although both Experiments 1 and 2 examined the effects of adapting three movement attributes (SL, MV, and GL), Experiment 1 utilized test movements to examine these effects in individual movements, whereas Experiment 2 utilized test sequences to examine these effects in movement sequences. In Experiment 1, test movements proceeded as follows: subjects first moved from the center circle (C) to a displayed target with continuous visual feedback, but as the cursor approached this target, a second target appeared, adjacent to the first. Subjects completed the initial movement and held the cursor within the first target for an additional 300 ms. After this period, subjects moved towards the second target, while visual feedback of the cursor was removed at movement onset. In contrast, in Experiment 2, subjects made a movement sequence
by performing two submovements in rapid succession, without any additional delay. Visual feedback was withheld at the onset of the first submovement for the duration of the entire movement sequence, and was only restored when subjects returned to C for the start of the next trial.

Since Experiments 1 and 2 were both designed to examine the effects of adapting each movement attribute independently, and only differed in the types of test trials being used (individual movements vs movement sequences), we used the same rotation pattern for both experiments. Specifically, we applied a +30° (counter-clockwise) rotation on movements from C to the peripheral targets T2 and T5, while movements from C to the other four targets (T1, T3, T4, and T6) were trained with zero rotation. We designed our test movements and test sequences so that this rotation pattern would adapt one movement attribute at a time.

3.3.5 – Measuring the effects of movement vector, goal location, and start location adaptation

The amount of adaptation associated with each movement attribute (SL, MV, and GL) of a test movement or test sequence was assessed by examining the differences between baseline and adapted attribute-matched probe movements. The MV-matched movement (MVM) has a movement vector that matches the test movement in Experiment 1, or the second submovement of the test sequence in Experiment 2. The vector differences in the endpoints of the baseline and adapted MVM define the MV-adaptation vector ($\Delta MV$). Similarly, the GL-matched movement (GLM) has an endpoint that matches the goal location and the SL-matched movement (SLM) has an endpoint that matches the start location of the test movement or test sequence. Correspondingly, vector differences in the endpoints of the baseline and adapted GLM and SLM define the GL-adaptation vector ($\Delta GL$) and SL-adaptation vector ($\Delta SL$), respectively.
The effect of MV adaptation was assessed by examining test movements and test sequences with MVs that were adapted during the training period, while the SL and GL of the test movement were unadapted ($\Delta SL = 0$ and $\Delta GL = 0$). Since movements from C to T2 and C to T5 were rotated during the training period, the $30^\circ$ and -$150^\circ$ MVs were adapted. The movements from T3 to T4 and T1 to T6 shared a MV with the adapted C to T5 movement, while the movements from T4 to T3 and T6 to T1 shared a MV with the adapted C to T2 movement, thus these movements (T3 to T4, T1 to T6, T4 to T3, and T6 to T1) served as test movements for evaluating the effect of MV adaptation. Figure 3.4 shows an example test movement that measures the effect of MV adaptation. In Figure 3.4a, we examine the test movement from T4 to
Figure 3.5: Similar to 3.4 but for a test movement (T1 to T2) with isolated goal location adaptation.  

**a)** GL-matched movement (C to T2) was trained with rotation, while the MV-matched (C to T3) and SL-matched (C to T1) movements were trained with zero rotation.  

**b)** Both $\Delta \overrightarrow{MV}$ and $\Delta \overrightarrow{SL}$ are near zero, but not $\Delta \overrightarrow{GL}$.  

**c)** $\Delta \overrightarrow{GL}$’s gain coefficient ($K_{GL}$) can be computed as the dot product of the adaptation vector and $\Delta \overrightarrow{GL}$.

T3 (black arrow), with an MVM (blue arrow) of C to T2, GLM (red arrow) of C to T3, and SLM (green arrow) of C to T4.  Note that in Figure 3.4b, the adapted MVM (blue trace) is rotated relative to the baseline MVM (cyan trace), while the baseline and adapted GLM (magenta/red traces) lie on top of each other as do the baseline and adapted SLM (yellow/green traces), hence $\Delta \overrightarrow{MV} \neq 0$, while $\Delta \overrightarrow{SL} = 0$ and $\Delta \overrightarrow{GL} = 0$.  The difference between the endpoints of the adapted and baseline MVMs define $\Delta \overrightarrow{MV}$, and is represented as the solid blue arrow in Figure 3.4b.

If the movement vector adaptation of the MVM fully transfers to the test trial, we would expect the adapted test endpoint to be shifted by $\Delta \overrightarrow{MV}$ relative to the baseline endpoint (dashed blue arrow).  Since only the MV was adapted, changes in the test trial must be due to the adaptation of MV ($\Delta \overrightarrow{MV}$), and the effects of movement vector adaptation can be evaluated in isolation.  In other words, movement vector adaptation of the test trial induced changes in its endpoint (black ellipse and black dashed test adaptation vector arrow Figure 3.4c), and the coefficient, $K_{MV}$, represents the gain on $\Delta \overrightarrow{MV}$ that best approximates this change.  We computed
by finding the magnitude of the scalar projection of the test adaptation vector onto $\Delta MV$ (black cross). The same analysis was conducted for each of the four test trials with an adapted movement vector. Corresponding analyses were conducted to determine the effects of GL-adaptation (Figure 3.5) and SL-adaptation (Figure 3.6). In the GL-adaptation cases $\Delta GL \neq 0$, while $\Delta MV = 0$ and $\Delta SL = 0$, thus changes in the test trials must be attributed to $\Delta GL$.

Whereas changes in the test trials must be attributed to $\Delta SL$ in the SL-adaptation cases because $\Delta SL \neq 0$, while $\Delta MV = 0$ and $\Delta GL = 0$. We also computed the gains ($K_{GL}$ and $K_{SL}$) on $\Delta GL$ and $\Delta SL$ that best approximate the difference in baseline and adapted test endpoints in each of the GL-isolating and SL-isolating test trials.

3.3.6 – Experiment 3: Movement sequences following the adaptation of multiple attributes
Experiment 3 (n=40) investigated how movement sequences were affected by simultaneous adaptation of MV, GL, and SL in contrast to Experiments 1-2 which examined the effects of adapting only one of these attributes at a time. This experiment allowed us to compare the effectiveness of pure MV-based, pure GL-based, and combined MV-GL-based models. In Experiment 3a (n=20), we examined the effects of adapting two movement attributes on movement sequences, either SL and GL or SL and MV. Movements from C to the peripheral targets T2, T3, T5, and T6 were trained with the same rotation (11 subjects trained +30° rotations while 9 subjects trained -30° rotations) while movements from C to T1 and T4 were trained with zero rotation. On movement sequences during the testing period, subjects made a first submovement to one of the targets trained with rotation (T2, T3, T5, T6) followed by a second submovement to an adjacent target. SL adaptation affected each movement sequence because the first target in each sequence was always trained with rotation. In addition to the SLs, GLs were adapted on half of the sequences (submovements made from T2 to T3, T5 to T6, T3 to T2, and T6 to T5), while MVs were adapted on the other half (submovements made from T2 or T6 to T1 or from T3 or T5 to T4).

Experiment 3b (n=20) investigated the effects of simultaneously adapting all three movement attributes. The training paradigm was similar to Experiment 3a, however there was no training given on movements from C to T1 and from C to T4 because visual feedback of the cursor was withheld on all movements made to T1 and T4. Again, 11 subjects trained +30° rotations to T2, T3, T5, and T6 while 9 subjects trained -30° rotations to those targets. We expected partial adaptation of the C to T1 and C to T4 MVs and target locations due to the generalization from training rotations on movements to the other four targets, similar to the results observed in a previous study. Experiment 3b had the same movement sequences as
Experiment 3a, but all three attributes were adapted on each sequence. Since the first target (T2, T3, T5, or T6) had been trained with rotation, full SL adaptation affected each movement sequence. When the location of the second target was also adapted (submovements from T2 to T3, T5 to T6, T3 to T2, and T6 to T5), the GL of the test sequence was fully adapted while the MV was only partially adapted. However, when the second target was T1 or T4, the GL was only partially adapted, while the MV of the submovement was fully adapted.

### 3.3.7 Data analysis

The adaptation vectors associated with each movement attribute ($\Delta MV$, $\Delta GL$, and $\Delta SL$) were determined by examining the adaptive changes of attribute-matched movements (see examples in Figures 3.4-3.7). We focused our analysis on the endpoints of these attribute-matched movements because, compared to analysis of movement direction, this allowed for two-dimensional information about adaptive changes in movement planning. The adaptive change in movement vector ($\Delta MV$) was computed as the difference in endpoints between the baseline and adapted MV-matched no-feedback probe trials. These probe trials began at the center location (C) and had the same visual displacement as the test trial. Similarly, the adaptive change in start location ($\Delta SL$) was defined as the difference in endpoints between the average baseline and average adapted SL-matched probe trials, and the adaptive change in goal location ($\Delta GL$) was defined as the difference in endpoints between the average baseline and average adapted GL-matched probe trials. The SL-matched probe trials were no visual feedback movements from C to the first target, whereas the GL-matched probe trials were no visual feedback movements from C to the second target.
In Experiments 1 and 2, four different movement configurations were used to probe each of the gains that we estimated ($K_{MV}$, $K_{GL}$, and $K_{SL}$). On average, each subject repeated each configuration 25 times during the testing period and 10 times during the baseline period. To compute $\Delta MV$, $\Delta GL$, and $\Delta SL$ for each individual, we determined the gains based on the average movements for each configuration and then averaged the gains across the four configurations. Note that the confidence ellipses for movement endpoints in Figures 4-8 represent standard errors across subjects.

In Experiment 3, we evaluated the goodness of fit for MV-based, GL-based, and Combined MV-GL-based models on movement sequences with multiple simultaneously adapted movement attributes. Since a value of $W_{VL}=1$ produces pure MV-based planning, the MV-based model constrained $W_{VL}=1$ and had one free parameter, $R_{MV}$. This corresponded to fitting $K_{MV}$ as a free parameter with $K_{SL}=1$ and $K_{GL}=0$. Similarly, since a value of $W_{VL}=0$ produces pure GL-based planning, the GL-based model constrained $W_{VL}=0$ and had one free parameter, $R_{GL}$. This corresponded to fitting $K_{GL}$ as a free parameter with $K_{SL}=0$ and $K_{MV}=0$. For the combined MV-GL-based model, all three parameters ($W_{VL}$, $R_{GL}$, and $R_{MV}$ or $K_{SL}$, $K_{MV}$, and $K_{GL}$) had nontrivial values. These parameters were either fit on the Experiment 3 data (‘CRF - Best Fit Model’ with three free parameters) or predetermined based on the across-subject averages from Experiment 2 (‘CRF - Predetermined Model’ with no free parameters). The ability of these models to account for the data observed in Experiment 3 was quantified by computing the prediction error defined as the mean Euclidean distance between the endpoint data and the model prediction.

We performed two types of cross-validation to calculate prediction error and $R^2$ for each of the models. Leave-one-out cross-validation was performed by determining the model parameters on the group average data from all but one of the subjects, then applying a model
with those parameters to the remaining subject. Significance levels associated with leave-one-out cross-validation were computed by performing a paired t-test comparing the fraction of variance accounted for by each type of model. This form of cross-validation assesses the goodness of fit of the model for each individual subject, but is prone to the noise inherent within single subject data. Thus we also performed repeated two-fold cross-validation to reduce the effect of noise originating from each subject. To perform this kind of cross-validation, we recursively divided each of the four subgroups (±30° training in Experiment 3a and ±30° training in Experiment 3b) in half and determined the model parameters by fitting on the average data from one half of the subjects, and then evaluating the resulting model on the average data from the other half of the subjects. This analysis was then repeated after swapping the fitting and testing groups, and iterated 1000 times based on different randomly chosen subject groupings with the two resulting error and R² values being averaged on each iteration. This generated a distribution from which the mean and standard error plotted in Figures 8E-F can be determined. Significance levels associated with repeated two-fold cross-validation were computed by totaling the number of iterations on which one model outperformed the other. Note that since each of the subgroups in Experiment 3 had an odd number of subjects, either nine or eleven, the fitting and testing groupings were not exactly equal in size. Instead they contained four or five subjects in the case of nine person subgroups and five or six subjects in the case of eleven person subgroups.

We can think of the variance associated with each subject’s data as arising from two components: one reflecting how the entire population of neurologically intact participants would hypothetically perform, and one reflecting individual subject-specific noise. The latter component should average out if data from multiple subjects are combined. Since the average data from ~5 subjects was used to evaluate the goodness of fit for the cross-validated model,
repeated two-fold cross-validation would be expected to eliminate ~80% of the noise variance, thus allowing us to backcalculate an estimate of the total inter-subject variance present during the leave-one-out cross-validation. Subtracting this inter-subject variance from the residual of the leave-one-out cross-validation produces an estimate of the ‘true’ $R^2$ values for each of the models in the absence of inter-subject noise.

### 3.4 – Results

A series of experiments were performed to determine how motor adaptation affects the planning of untrained visually guided movements and movement sequences, focusing on how the effects of motor adaptation could be accounted for by planning movements in terms of two key features: the goal location (GL) and the movement vector (MV). We began by developing a computational framework for understanding how these two features affect the adaptive planning of goal-directed reaching movements. We then experimentally characterized the simple cases in which motor adaptation affected only one movement attribute at a time, in order to isolate the specific effect that each attribute had on movement planning for both individual movements and movement sequences. Using these results, we were able to parameterize the computational model we developed so that it could make specific predictions for the endpoints of movement sequences. We then proceeded to test these predictions on complex movement sequences for which multiple attributes were simultaneously adapted.

#### 3.4.1 – Computational framework
We hypothesized that motor plans based on movement vector ($\vec{X}_{MV}$) and goal location ($\vec{X}_{GL}$) are averaged, and that the weighting of these two features ($W_{VL}$) determines the extent to which the remapping of each feature affects the net motor output ($\vec{X}_{TOT}$):

\[
\text{(Equation 3.1) } \vec{X}_{TOT} = W_{VL} \cdot \vec{X}_{MV} + (1 - W_{VL}) \cdot \vec{X}_{GL}
\]

Note that $W_{VL}$ is the weighting of the vector versus the location plan, such that when $W_{VL}=1$, the motor output depends only on the MV-based plan, whereas when $W_{VL}=0$, the motor output depends only on the GL-based plan.

We next considered the effects of motor adaptation on $\vec{X}_{TOT}$ given the relationship expressed in Equation 3.1. In particular, we examined how three different effects of adaptation might alter $\vec{X}_{MV}$ and $\vec{X}_{GL}$. As illustrated in Figure 3.7b-d, motor adaptation may affect three movement attributes: the movement vector, start location (SL), and goal location associated with a particular movement. Figure 3.7b shows the geometry of these three adaptations whereas Figure 3.7c-d shows how they might affect motor planning. Note that $\Delta GL$, $\Delta MV$, and $\Delta SL$ are the overall adaptation vectors affecting goal location, movement vector, and start location, respectively.
Figure 3.7: Illustration of how the Combined Remapped Feature (CRF) model predicts the effects of adaptation on movement planning. 

a) Illustration of an example test movement that is affected by visuomotor adaptation. The test movement has three attribute-matched movements. The movement-vector-matched movement (MV-Matched) has the same visual displacement on the LCD monitor as the test movement. The goal-location-matched movement (GL-Matched) is directed at the same goal location as the test movement. The start-location-matched movement (SL-Matched) is directed at the start location of the test movement. 

b) Motor adaptation produces changes in each attribute-matched movement which can be represented as the attribute adaptation vectors ($\Delta MV$, $\Delta GL$, and $\Delta SL$) which are the differences between the baseline and adapted attribute-matched movements. MV-based and GL-based motor planning can occur based on either baseline, fully remapped, or partially remapped features. $\Delta GL$ runs from the Baseline GL (magenta arrow) to the Adapted GL (red arrow). Note that GL-based planning predicts endpoints at a particular position, specifically the locus of points defined by $\Delta GL$. In contrast, MV-based planning predicts displacements originating from the adapted start location (green arrow, end of the adapted SL-Matched movement), these displacement predictions are bounded by the baseline and adapted MV (dashed light blue and dashed dark blue arrows, respectively) and lie on the translated $\Delta MV$ (solid dark blue arrow). 

c) Remapping could affect both the MV-based and GL-based plans, partially shifting both feature-based plans along $\Delta MV$ and $\Delta GL$ with the amount of shift dependent on the amount of remapping of both movement vector ($R_{MV}$) and goal location ($R_{GL}$). However, the net motor output ($X_{TOT}$, orange cross) depends on a weighting ($W_{VL}$) between the motor output associated with MV-based plan ($X_{MV}$, blue cross) and that associated with the GL-based plan ($X_{GL}$, red cross) with $W_{VL}=0$ yielding fully GL-based plans and $W_{VL}=1$ yielding fully MV-based plans.
As illustrated in Figure 3.7c, if full goal location remapping were to occur, the GL-based motor plan (red dashed arrow) would be directed at the adapted GL. In contrast, if no GL remapping were to occur, the GL-based motor plan (magenta dashed arrow) would be directed at the baseline GL. Note that the adaptation vector associated with the goal location (ΔGL) spans the locus of endpoints between these two extremal GL-based motor plans. Thus we can define a remapping gain, $R_{GL}$, with a value between 0 and 1 that describes the amount of goal location remapping (ΔX_{GL}) that occurs in terms of ΔGL:

(Equation 3.2) \[ ΔX_{GL} = R_{GL} \cdot ΔGL \]

We also hypothesized that, during motor adaptation, movement vector and goal location are remapped independently of one another. If full movement vector remapping were to occur, the MV-based motor plan (dashed dark blue arrow) would match the displacement of an adapted movement with the same MV (arrow labeled “Adapted MV”). In contrast, if no MV remapping were to occur, the MV-based motor plan (dashed light blue arrow) would match the displacement of a baseline movement with the same MV (arrow labeled “Baseline MV”). Note that the adaptation vector associated with the movement vector (ΔMV) spans the locus of endpoints between these two extremal MV-based motor plans but is offset from the baseline movement endpoint by the adaptation vector associated with the start location (ΔSL). This offset specifically affects the MV-based plan (X_{MV}) because this plan is based on a displacement relative to the (adapted) start location whereas the GL-based plan (X_{GL}) is based on the intended endpoint independent of the start location. Therefore, the adaptive change in the movement vector (ΔX_{MV}) depends on both ΔSL and ΔMV modulated by a remapping gain, $R_{MV}$ and can be expressed as follows:
(Equation 3.3) $\Delta \bar{X}_{MV} = \Delta \bar{SL} + R_{MV} \cdot \Delta \bar{MV}$

Based on Equations 3.1-3.3, the adaptive change in the net motor output ($\Delta \bar{X}_{TOT}$) depends on both the weighting coefficient ($W_{VL}$) and the remapping coefficients ($R_{MV}$ and $R_{GL}$) for movement vector and goal location, as follows:

(Equation 3.4)

$$\Delta \bar{X}_{TOT} = W_{VL} \cdot \Delta \bar{X}_{MV} + (1 - W_{VL}) \cdot \Delta \bar{X}_{GL} = W_{VL} \cdot \Delta \bar{SL} + W_{VL} \cdot R_{MV} \cdot \Delta \bar{MV} + (1 - W_{VL}) \cdot R_{GL} \cdot \Delta \bar{GL}$$

Correspondingly, when a single movement is adapted, the learned adaptation could result from remapping of the movement vector ($R_{MV}$) or the goal location ($R_{GL}$) associated with this movement or a combination of the two. However, it is difficult to dissect the contributions of these two features by focusing on trained movements, because the effects of these features are intrinsically coupled in all trained movements. Wang and Sainburg offered a key insight into dissociating the effects of adaptation on goal location and movement vector$^{137}$. The idea is that the effects of adaptation on these features can be uncoupled by adapting one movement and examining how this adaptation affects another – a test movement. In particular, Wang and Sainburg designed an experiment to put the effects of movement vector remapping and goal location remapping in opposition for individual test movements.

Here, we refined this approach by training adaptation to a single target (i.e. a single combination of movement vector and goal location) as opposed to a range of targets so that the remapping of these features could be examined independently of one another, thus isolating the effects of $R_{MV}$ and $R_{GL}$ rather than oppositely coupling them. We also designed test movements to examine the extent to which goal location and movement vector influence the planning of movements, independently of the extent to which these features are remapped, allowing us to
determine $W_{VL}$. This weighting coefficient, $W_{VL}$, effectively modulates the contribution of each feature to the planning of untrained movements so that, in conjunction with $R_{MV}$ and $R_{GL}$, these three factors collectively determine the effect of motor adaptation on untrained movements. We predict that if $W_{VL}$, $R_{MV}$, and $R_{GL}$ are identified, the effect of adaptation on untrained movements and movement sequences can be quantitatively determined from Equation 3.4.

3.4.2 – Design of Experiment 1: Attribute isolating experiments

We designed Experiment 1 to characterize the three factors that determine the effects of motor adaptation on the planning of an untrained movement: the amount of MV remapping ($R_{MV}$), the amount of GL remapping ($R_{GL}$), and the weighting between an MV-based plan and a GL-based plan ($W_{VL}$). We can use Equation 3.4 as a guide to show how this can be accomplished. Note that this equation describes the adaptive change in the motor output ($\Delta \vec{X}_{TOT}$) as a linear combination of the adaptation vectors for three movement attributes, the start location ($\Delta \vec{SL}$), the movement vector ($\Delta \vec{MV}$), and the goal location ($\Delta \vec{GL}$) where their gains are based on $W_{VL}$, $R_{MV}$, and $R_{GL}$ and should not change from one movement to the next. This can be made explicit by rewriting Equation 3.4 in terms of these gains as follows:

\begin{equation}
\Delta \vec{X}_{TOT} = K_{SL} \cdot \Delta \vec{SL} + K_{MV} \cdot \Delta \vec{MV} + K_{GL} \cdot \Delta \vec{GL}
\end{equation}

where the gains are $K_{SL} = W_{VL}$, $K_{MV} = W_{VL} \cdot R_{MV}$, and $K_{GL} = (1 - W_{VL}) \cdot R_{GL}$. The form presented in Equation 3.5 makes it clear that, if the effects of each adaptation vector ($\Delta \vec{SL}$, $\Delta \vec{MV}$, and $\Delta \vec{GL}$) can be isolated, the corresponding gains can be uniquely determined as follows:

\begin{equation}
K_{SL} = \frac{\Delta \vec{X}_{TOT} \cdot \Delta \vec{SL}}{\Delta \vec{SL}} \text{ if } \Delta \vec{MV} = 0 \text{ and } \Delta \vec{GL} = 0
\end{equation}
\[
\text{(Equation 3.7)} \quad K_{MV} = \frac{\Delta \bar{X}_{TOT}}{\Delta MV} \quad \text{if } \Delta SL = 0 \text{ and } \Delta GL = 0
\]

\[
\text{(Equation 3.8)} \quad K_{GL} = \frac{\Delta \bar{X}_{TOT}}{\Delta GL} \quad \text{if } \Delta MV = 0 \text{ and } \Delta SL = 0
\]

We thus designed Experiment 1 to determine each of these gains by independently controlling the magnitudes of the three attribute adaptation vectors, as illustrated in Figures 3.4-3.6. Once these gains \((K_{MV}, K_{GL}, K_{SL})\) are measured, the weighting and remapping coefficients can be determined from these three gains.

\[
\text{(Equation 3.9)} \quad W_{y_{SL}} = K_{SL}
\]

\[
\text{(Equation 3.10)} \quad R_{MV} = \frac{K_{MV}}{K_{SL}}
\]

\[
\text{(Equation 3.11)} \quad R_{GL} = \frac{K_{GL}}{1 - K_{SL}}
\]

As shown in Figure 3.8, subjects were trained on movements from a center circle (C) to six peripheral targets (T1-T6). We trained subjects with +30° visuomotor rotations on movements from C to T2 and T5, while movements from C to the other peripheral targets (T1, T3, T4, and T6) were trained with no rotation (i.e. 0° rotation). We then examined test movements in which only one of the three movement attributes was adapted during training. For each test movement, the start location was one of the peripheral targets (T1-T6), and the goal location was one of the two peripheral targets adjacent to the SL (Figure 3.4). For example, a test movement from T4 to T3 was affected by only MV adaptation because it shared a MV with the movement from C to T2 which was trained with +30° rotation, while its SL (T4) and GL (T3) were not adapted during the training period because 0° rotation was trained from C to T3 and
from C to T4 as illustrated in Figure 3.4. Before the test movement, subjects moved to the SL from C and waited an additional 300 ms for the go cue before moving to the GL. In actuality, subjects waited 752±27 ms (mean±S.E.M. are provided throughout this chapter unless otherwise noted) between the end of the first movement and the start of the test movement. Visual feedback of the cursor was removed at the onset of the test movement and was only restored when the subject returned to C after the test movement. Note that because of the regular hexagonal layout of the peripheral targets, the target displacements for the training (center-out) and test (edge-traversing) movements were identical, as shown in Figure 3.2.

### 3.4.3 – Adaptation to visuomotor rotations during the training period in Experiment 1

Before examining how learning visuomotor rotations transferred to untrained movements, we examined the data from the baseline and training periods. During the baseline period, subjects made quick movements (movement duration = 425±3 ms, peak speed = 48.44±0.28
cm/s) from C to each of the six peripheral targets. These movements were essentially straight and aimed directly at the targets (first column of Figure 3.8), with no visual feedback probe movements and continuous visual feedback movements to the same targets essentially identical to one another (compare the colored and gray traces in the first column of Figure 3.8). When a visuomotor rotation was applied during the training period, hand movements were initially directed towards the baseline position associated with the target with an error correction at the end due to visual feedback of the cursor missing the target (second column of Figure 3.8). But gradually, subjects adapted to the visuomotor rotation, and hand movements rotated away from the visual target (third column of Figure 3.8). Ultimately, by the end of the training period and during the testing period, subjects made cursor movements straight to the intended targets with rotated hand paths (fourth column of Figure 3.8). Thus, during the testing period, movements to a given target were essentially identical regardless of the availability of visual feedback on cursor position (compare the colored and black traces in the fourth column of Figure 3.8). Similar to
previous visuomotor rotation studies\textsuperscript{41,56,73,74,103,137}, we found nearly full adaptation on movements trained with rotation (90±1\% adaptation), while movements trained with zero rotation showed minimal changes following the training period (3±1\% adaptation) as shown in Figure 3.9.

\textbf{3.4.4 – Isolating the effects of movement vector, goal location, and start location adaptation}

To study the effects of movement vector adaptation independently of SL adaptation and GL adaptation, subjects performed a test movement in which the MV-matched movement (MVM) was trained with a +30\(^\circ\) rotation, while the GL-matched movement (GLM) and SL-matched movement (SLM) were trained with 0\(^\circ\) rotation. In the example shown in Figure 3.4, the test movement (T4 to T3) has a MVM (C to T2) which was trained with a +30\(^\circ\) visuomotor rotation. In contrast, the GLM (C to T3) and the SLM (C to T4) were both trained with a 0\(^\circ\) rotation. Since neither the GL nor the SL of the test movement is adapted, this manipulation isolates the effect of MV adaptation. This effect can be observed by comparing the difference between the adapted and baseline test movements (black vs gray movements in Figure 3.4b). If the rotation learned in the MVM (C to T2) movement vector fully transfers to the test movement (T4 to T3), the change in MV observed in the test movement would match the change in movement vector ($\Delta \overrightarrow{MV}$) of the MVM (C to T2). However, the example given in Figure 3.4 shows about 21\(^\circ\) of rotation (black vs gray data) for the test movement compared to about 28\(^\circ\) of rotation for the MVM (blue vs cyan data). The gain on this transfer ($K_{MV}$) can be quantified as a fraction of the learned change in movement vector ($\Delta \overrightarrow{MV}$) by projecting the test-movement adaptation vector (dashed black arrow) onto the trained adaptation vector ($\Delta \overrightarrow{MV}$) as shown in Figure 3.4c. For each subject, we applied this analysis to the four types of MV-isolating test
Figure 3.10: Results from the attribute isolating experiment using individual movements (Experiment 1).  a) Test movements with isolated MV-adaptation.  Dashed blue arrows indicate the shifted $\Delta\overrightarrow{MV}$, as shown in Figure 3.4b-c and 3.7.  All hand paths display across subject average movements with standard error ellipse at the endpoint.  The blue cross indicates the best fit location of $K_{MV}$ over all four movements.  b) Test movements with isolated GL-adaptation.  Dashed red arrows indicate the shifted $\Delta\overrightarrow{GL}$.  c) Test movements with isolated SL-adaptation.  Dashed green arrows indicated the shifted $\Delta\overrightarrow{SL}$.  
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movements in Experiment 1 (Figure 3.10a) to estimate $K_{MV}$ from our data and found similar gains for all participants ($K_{MV} = 0.69\pm0.03$).

Analogously, to study the effects of goal location adaptation independently of MV adaptation and SL adaptation, subjects performed test movements in which the GLM was trained with a $+30^\circ$ rotation while the MVM and SLM were trained with no rotation. In the example shown in Figure 3.5, the test movement (T1 to T2) has a GLM (C to T2) which was trained with a $+30^\circ$ rotation, while the MVM (C to T3) and SLM (C to T1) were trained with $0^\circ$ rotation. This particular manipulation isolated the effect of GL adaptation from the effects of MV adaptation and SL adaptation, and this effect can be observed by comparing the difference between the adapted and baseline test movements (black vs gray movements in Figure 3.5b). The example in Figure 3.5 shows about 1.1 cm of shift for the adapted test movement endpoint compared to 4.2 cm of shift for the adapted GLM. We quantified the gain of this transfer ($K_{GL}$) by projecting the test-movement adaptation vector (dashed black arrow) onto the trained adaptation vector ($\Delta GL$) as shown in Figure 3.5c. To estimate $K_{GL}$ from our data, we applied this analysis to each of the four types of GL-isolating test movements (Figure 3.10b) in each subject, finding a significant transfer of goal location adaptation to the untrained test movements in all participants ($K_{GL} = 0.17\pm0.01$).

We also isolated the effects of start location adaptation by having subjects perform test movements in which the SLM was trained with a $+30^\circ$ rotation while the MVM and GLM were trained with zero rotation. In the example shown in Figure 3.6, the test movement (T2 to T1) has a SLM (C to T2) which was trained with a $+30^\circ$ rotation, while zero rotation was trained on the MVM (C to T6) and GLM (C to T1), thus isolating the effect of SL adaptation. Similarly to the MV and GL examples, the difference between the adapted and baseline test movements shows
the effect of SL adaptation (black vs gray movements in Figure 3.6b). Again, we quantified the gain of this transfer ($K_{SL}$) by projecting the test-movement adaptation vector (dashed black arrow) onto the trained adaptation vector ($\Delta SL$) as shown in Figure 3.6c. We applied this analysis to each of the four types of SL-isolating test movements (Figure 3.10c) in each subject, to estimate $K_{SL}$ from our data and found significantly positive gains in all participants ($K_{SL} = 0.72\pm0.01$). Note that in Figures 3.4-3.6, all adaptive changes were measured from the same C to T2 movement thus $\Delta MV = \Delta GL = \Delta SL$ for different test movements, illustrating that adaptation of a single movement can affect different movement attributes of untrained test movements.

3.4.5 – Experiment 2: Attribute isolating experiment for movement sequences

In Experiment 2, we studied the transfer of visuomotor adaptation to the planning of movement sequences. As in Experiment 1, we examined the effects of adaptation for movement vector, goal location, and start location in isolation from one another. In this experiment there were two subgroups of subjects, neither of which participated in Experiment 1. One subgroup performed the MV- and GL-isolating trials while the other group performed the SL-isolating trials. In contrast to the individual test movements of Experiment 1, during the movement sequences in Experiment 2, subjects were trained to proceed to the second target immediately after completing the first submovement. The dwell time between the end of the first submovement and the onset of the second submovement was thus substantially shorter than in Experiment 1 (311±16 ms vs 752±27 ms, p<0.00001). During these movement sequences, visual feedback was removed at the onset of the first submovement of the sequence and remained off for the entire duration of the movement sequence.

Similarly to Experiment 1, we designed Experiment 2 so that the visuomotor adaptation affected only one of the second submovement’s three attributes at a time, with the affected
Figure 3.11: Results from the attribute isolating experiment using movement sequences (Experiment 2). Same as in Figure 3.10, but for the movement sequences in Experiment 2.
attribute depending on the specifics of the movement sequence. As in Experiment 1, we found significant transfer of adaptation in all three movement attributes (Figure 3.11), but the adaptation gains were reduced for each of the three attributes ($K_{MV}=0.43\pm0.04$, $K_{GL}=0.11\pm0.02$, $K_{SL}=0.56\pm0.02$ for Experiment 2, compared to $K_{MV}=0.69\pm0.03$, $K_{GL}=0.17\pm0.01$, $K_{SL}=0.72\pm0.01$ for Experiment 1, p<0.05 for all three), as shown in Figure 3.12a. One key difference between Experiments 1 and 2 is the lack of visual feedback at the start location of the test movement. Without visual feedback of hand position, the internal estimate of start location becomes more dependent on proprioceptive information\textsuperscript{116}, which results in reduced transfer of the visuomotor adaptation to the test sequence. A second important difference is that the reduced dwell times between submovements that occur in movement sequences are known to result in altered motor planning compared to individual movements\textsuperscript{54}.

3.4.6 – Differential weighting and remapping of movement vectors and goal locations

Figure 3.12: Comparison of results from Experiment 1 and 2. a) Mean and S.E.M. for $K_{MV}$, $K_{GL}$, and $K_{SL}$ found in Experiments 1 and 2. b) Mean and S.E.M. for $W_{VL}$, $R_{MV}$, and $R_{GL}$ found in Experiments 1 and 2. c) Mean and S.E.M. for the variance accounted for by the Combined Remapped Feature model in Experiments 1 and 2.
Using Equations 3.9-3.11, we can compute the differential weighting ($W_{VL}$) and remapping of goal locations ($R_{GL}$) and movement vectors ($R_{MV}$) from the contributions of each attribute’s adaptation vectors to the net motor output ($K_{SL}$, $K_{MV}$, $K_{GL}$) determined in Experiments 1 and 2. We find that, in combination, these factors can accurately characterize the planning of both individual movements and movement sequences when movement attributes are adapted in isolation ($R^2=0.95\pm0.01$ for individual movements, $R^2=0.75\pm0.06$ for movement sequences) as shown in Figure 3.12c. However, in both cases, movement vectors displayed significantly more remapping than goal location ($R_{MV}=0.95\pm0.04$, $R_{GL}=0.60\pm0.05$ for individual movements $p<0.0001$, $R_{MV}=0.77\pm0.07$, $R_{GL}=0.24\pm0.05$ for movement sequences $p<0.0001$) as shown in Figure 3.12b. On the other hand, individual movements appear to be predominantly planned based on movement vectors while movement sequences weigh GL-based plans more evenly with MV-based plans ($W_{VL}=0.72\pm0.01$ for individual movements, indicating a ratio between MV-based planning ($W_{VL}$) and GL-based planning ($1-W_{VL}$) of about 2.6:1 as compared to, $W_{VL}=0.56\pm0.02$ for movement sequences, indicating a ratio between MV-based planning and GL-based planning of about 1.3:1, see Figure 3.12b).

3.4.7 – Experiment 3: Predicting the planning of movement sequences with multiple adapted attributes

In Experiment 3, we tested the ability of the model presented in Equations 3.4-3.5 to accurately predict the complex effects of motor adaptation on movement sequences with multiple simultaneously adapted attributes. We refer to this model as the Combined Remapped Feature (CRF) model because it incorporates the multiple effects of motor adaptation associated with the remapping both movement vectors and goal locations. As described in Equation 3.4, the CRF model accounts for the differential remapping of movement vectors ($R_{MV}$) and goal locations
and modulates the MV-based and the GL-based plans based on a weighting ($W_{VL}$). However, this model may also be expressed in terms of the gains ($K_{SL}$, $K_{MV}$, and $K_{GL}$) used to linearly combine the effects of three attribute adaptation vectors ($\Delta SL$, $\Delta MV$, and $\Delta GL$) as shown in Equation 3.5. Since we have demonstrated that $K_{SL}$, $K_{MV}$, and $K_{GL}$ are determined by $W_{VL}$, $R_{MV}$, and $R_{GL}$, both formulations are mathematically equivalent. Critically, because the parameters of the CRF model for movement sequences were individually determined in Experiment 2, we can, without any free parameters, test the ability of this model to predict more complex movement sequences with multiple adapted attributes.

We therefore designed experiments in which subjects performed movement sequences which were affected by the adaptation of either two (Experiment 3a) or three (Experiment 3b) attributes simultaneously. This is in contrast to the attribute isolating experiments (Experiments 1 and 2) discussed above in which only a single attribute was affected for each individual movement or movement sequence. Separate groups of subjects were recruited for Experiment 3a (n=20) and 3b (n=20), and in each of these experiments, subjects performed eight different types of movement sequences in which multiple attributes were simultaneously adapted. Because approximately half of the subjects in each group learned counter-clockwise (+30°) versus clockwise (-30°) visuomotor rotations that affected the planning of these sequences (see section 3.36 and Figure 3.15a and 3.16a), we studied a total of 32 adaptation-sequence combinations, 16 each in Experiment 3a and 3b.

### 3.4.8 – Predictions of the Combined Remapped Feature (CRF) model

Figure 3.13 illustrates how the CRF model predicts changes in motor planning in an example movement sequence with two-attribute adaptation. In this example, the second submovement (T3 to T4) is simultaneously affected by start location and movement vector
Figure 3.13: Example of the CRF Model prediction for a movement sequence with two simultaneously adapted movement attributes. 

a) Experimental paradigm for a C to T3 to T4 test sequence in Experiment 3a. 

b) Baseline and adapted attribute-matched movements define the attribute adaptation vectors, color scheme is the same as in Figures 3.4-3.7. 
Two attributes, MV and SL, are adapted during the training period while $\Delta GL$ is near zero because the GL-matched movement was trained with zero rotation. 

c) Test movement sequence with $\Delta MV$ and $\Delta SL$ translated to the baseline endpoint. Colored dots indicate the contributions of $\Delta MV$, $\Delta SL$, and $\Delta GL$ as predicted by the CRF model. 

d) The model prediction (orange cross) is generated by the addition of the $\Delta MV$ and $\Delta SL$ contributions. 
Average attribute-matched movements and average test sequences are shown with standard error ellipse shown around test sequence endpoints.
adaptation because both the SLM (C to T3) and the MVM (C to T5) received +30° rotation training, whereas the GLM (C to T4) was trained with 0° rotation (Figure 3.13b). Here we used the predetermined values for $K_{MV}$ and $K_{SL}$ from Experiment 2 to compute the contributions of MV and SL adaptation to this test sequence (Figure 3.13c). Figure 3.13d illustrates how a linear combination of $\Delta MV$ and $\Delta SL$ can predict the adaptation-induced change in test sequence endpoint. Note that the blue, red and green dots represent the individual contributions of MV, GL, and SL to the model prediction, respectively (Figure 3.13c-d). In this two-attribute adaptation example, there was no adaptation of the GL of the test sequence and thus no contribution from $\Delta GL$ to the model prediction (red dot). The CRF model predicts that the adapted test endpoint (black dot and error ellipse) will be deviated from the baseline test endpoint (gray error ellipse) by the vector sum of the $\Delta SL$ (green dot) and $\Delta MV$ (blue dot) contributions (orange cross) as shown in Figure 3.13d.

An example of a three-attribute adaptation movement sequence is shown in Figure 3.14. In this example, all three attributes of the test sequence’s second submovement (T3 to T2) are adapted. In addition to the +30° training of the SLM (C to T3) and GLM (C to T2), rotation learning generalized to the MVM (C to T1) so that it was also partially rotated, as illustrated in Figure 3.14b. Consequently, as shown in Figure 3.14c, parameterizing the CRF model with the predetermined weights from Experiment 2 generates non-trivial contributions (blue, red, and green dots) from each of the three attributes ($\Delta MV$, $\Delta GL$, and $\Delta SL$). Taking the vector sum of these contributions (orange cross) predicts the endpoint of the adapted test sequence (black dot and error ellipse) relative to the baseline test sequence (gray ellipse) as shown in Figure 3.14d. Note that this view of the CRF model prediction is analogous to that presented in Figure 3.7 based on the weighting and remapping of movement vectors and goal locations.
Figure 3.14: Example of the CRF Model prediction for a movement sequences with three simultaneously adapted movement attributes. **a)** Experimental paradigm for C to T3 to T2 test sequence in Experiment 3b. **b)** Baseline and adapted attribute-matched movements define the attribute adaptation vectors, color scheme is the same as in Figures 3.4-3.7. All three attributes, MV, GL, and SL, are adapted during the training period. **c)** Test movement sequence with each attribute adaptation vector translated to the baseline endpoint. Colored dots indicate the contributions of each adaptation vector as predicted by the CRF model. **d)** The model prediction (orange cross) is generated by the addition of all three contributions. Average attribute-matched movements and average test sequences are shown with standard error ellipse around test sequence endpoints.
3.4.9 – **Specifics of the design of the two attribute and three attribute adaptation experiments**

In Experiment 3a, two movement attributes were adapted simultaneously: either start location and goal location or start location and movement vector. To accomplish this, movements from C to the peripheral targets T2, T3, T5, and T6 were trained with ±30° rotations, while movements to from C to T1 and T4 were trained with 0° rotation (Figure 3.15a,d). This training affected the start and goal locations for the four submovements between T2 and T3 and between T5 and T6 but held the movement vectors unchanged (Figure 3.15b,e). In contrast, this training affected the start locations and movement vectors for the four test sequences terminating at T1 or T4, but held the goal locations unchanged (Figure 3.15c,f). Figure 3.15 shows the predictions of the CRF model (orange and lavender crosses) as well as the contributions from ∆MV, ∆GL, and ∆SL (blue, red, and green dots) for all 16 two attribute adapted sequences examined in Experiment 3a. The predictions of the CRF model with the parameters predetermined from Experiment 2 are shown as the orange crosses, while the predictions from the CRF model with parameters fit to the Experiment 3 data are shown as the lavender crosses (Figure 3.15). Note the close similarity between these predictions.

Experiment 3b was similar to Experiment 3a except that T1 and T4 were untrained rather trained with zero rotation during the training period. This resulted in noticeable generalization of motor learning to T1 and T4 from the trained movements to T2, T3, T5, and T6. This generalization is roughly in line with the findings of previous work which has shown that when two movement directions, 90° apart, are trained with the same visuomotor rotation, about 55% generalization can be observed midway between. Since the nearest trained targets to T1 and T4 are 120° apart from each other, we would expect less generalization. In line with these
Figure 3.15: Movement sequences with two simultaneously adapted movement attributes (Experiment 3a).  

- **a)** Experimental paradigm for Experiment 3a with +30° (counter-clockwise) rotation training. 
- **b)** Test movement sequences with start location and goal location adaptation. 
- **c)** Test movement sequences with start location and movement vector adaptation. 
- **d)** Experimental paradigm for Experiment 3a with -30° (clockwise) rotation training. 
- **e-f)** Same as b-c, but with -30° (clockwise) rotation training. Colored dots indicate the contributions of $\Delta \vec{M}$, $\Delta \vec{G}$, and $\Delta \vec{S}$ as predicted by the coefficients predetermined in Experiment 2. Orange crosses indicate the predictions of the Predetermined CRF Model to Experiment 3 data. Lavender crosses indicate the prediction of the Best Fit CRF model. Average movements are shown with standard error ellipses around sequence endpoints.
Figure 3.16: Movement sequences with three simultaneously adapted movement attributes (Experiment 3b). 

a) Experimental paradigm for Experiment 3b with $+30^\circ$ (counter-clockwise) rotation training. 

b) Test movement sequences with full start location and goal location adaptation, and partial movement vector adaptation. 

c) Test movement sequences with full start location and movement vector adaptation, and partial goal location adaptation. 

d) Experimental paradigm for Experiment 3b with $-30^\circ$ (clockwise) rotation training. 

e-f) Same as b-c, but with $-30^\circ$ (clockwise) rotation training. Colored dots indicate the contributions of $\Delta \hat{M} \hat{V}$, $\Delta \hat{G} \hat{L}$, and $\Delta \hat{S} \hat{L}$ as predicted by the coefficients predetermined in Experiment 2. Orange crosses indicate the predictions of the Predetermined CRF Model. Lavender crosses indicate the prediction of the Best Fit CRF model to Experiment 3 data. Average movement sequences are shown with standard error ellipses around sequence endpoints.
predictions, we found 36±4% generalization on probe trials to T1 and T4 during the testing period. As a result, movements between targets with adapted start and goal locations now had an adapted movement vector as well (blue arrows in Figure 3.16b,e), and test sequences ending at T1 and T4 had a partially adapted goal location (red arrows in Figure 3.16c,f). This partial generalization allowed us to examine how test sequences were affected by simultaneously adapting all three attributes of the second submovement – as in the example documented in Figure 3.14. The predictions of the CRF model with the parameters predetermined from Experiment 2 are shown as the orange crosses, while the predictions from a CRF model which best characterized the data in Experiment 3 are shown as the lavender crosses (Figure 3.16).

3.4.10 – Comparison the predictions of the Combined Remapped Features (CRF) model to single-feature-based models

We find that the CRF model with predetermined coefficients from Experiment 2 predicts the movement sequences studied in Experiment 3 significantly better than models which assume pure GL-based or pure MV-based planning (p<0.0001 for both, Figure 3.17) even when these single-feature-based models are fit to the data with free parameters. The net motor output for the pure MV-based plan would entail full weighting for the MV-based plan versus the GL-based plan \((W_{VL}=1)\) so that only movement vector remapping \((R_{MV})\) would be relevant. In contrast, a pure GL-based plan would entail full weighting for the GL-based plan versus the MV-based plan \((W_{VL}=0)\) so that only goal location remapping \((R_{GL})\) would be relevant. Correspondingly, each of these models contains one free parameter: \(R_{MV}\) or \(R_{GL}\), respectively in the Equation 3.4 version or \(K_{MV}\) or \(K_{GL}\), respectively in the Equation 3.5 version.

We compared the pure GL-based and pure MV-based models to a version of the CRF model in which the coefficients were predetermined from Experiment 2, and a version in which
Figure 3.17: Comparison of the Combined Remapped Feature (CRF) model to pure MV-based and pure GL-based planning. 

**a)** The prediction error of GL-based, MV-based, Best-Fit CRF, and predetermined CRF models computed using leave-one-out cross-validation. 

**b)** The amount of variance accounted for by each model shown in **c** relative to the baseline test sequence endpoint. 

**c-d)** The same as in **a-b**, but for repeated two-fold cross-validation to reduce noise across subjects.
the coefficients were fit to the Experiment 3 data. We used leave-one-out cross-validation to characterize the ability of the different model fits to explain individual subject data. This entailed repeatedly fitting the free parameters in each model to the data from all but one of the subjects, and testing this fit on the remaining subject. Because cross-validation entails testing each model on data which was not used in fitting it, the number of free parameters in each model does not bias the assessment of goodness of fit. Thus models with different numbers of free parameters can be compared without specifically accounting for the model complexity or degrees of freedom. Note that there was no fitting in the predetermined CRF model because the same coefficients were used each time.

We found that the pure MV-based and pure GL-based planning models provide similar quality fits, accounting for 31.2±8.1% and 34.8±3.8% of the total variance, respectively. In contrast, the predetermined CRF model explains the adaptive changes in the movement sequence endpoints considerably better, accounting for 73.3±2.9% of the total variance (Figure 3.17b, p<0.0001 for the predetermined CRF vs pure MV-based model and for the predetermined CRF vs pure GL-based model). Moreover, when the parameters of the CRF model are chosen to best fit the data in Experiment 3 (lavender crosses in Figure 3.15-3.16), this model accounts for essentially the same fraction of variance (74.7±3.3%) as when the parameters were predetermined with 27/40 of the subjects better characterized by the best-fit CRF model and 13/40 subjects better characterized by the predetermined CRF model (p=0.12, paired t-test). This close match between the goodness of fit for the predetermined and best-fit CRF models underscore the predictive power of the results from Experiment 2. Interestingly, if the predetermined values from Experiment 1 are used instead of those from Experiment 2, the quality of the fit deteriorates noticeably, accounting for only 62.2±5.4% of the total variance.
(p<0.005 for the predetermined parameters from Experiment 2 vs Experiment 1, not shown in Figure 3.17).

We designed Experiment 3 to test the CRF model over a wide variety of different movement sequences, rather than to maximize the precision of our endpoint estimate for each movement sequence. Correspondingly, the movement sequence test data for each subject was divided into eight different types of movement sequences, thus reducing by a factor of eight the number of trials we could average together in order to estimate each endpoint position. This resulted in confidence ellipses for each subject’s data that were often comparable in size to the errors between each subject’s mean data and the CRF model predictions, suggesting that a large fraction of the error in the cross-validated model predictions may be due to noise in estimating the mean data for each subject. If this is the case, the ‘true’ $R^2$ values characterizing the ability of the CRF model to explain the effects of motor adaptation on movement sequence planning may be substantially higher than the single subject $R^2$ estimates made above which are based on noisy data.

One approach to reducing the noise in the mean estimate is to average data across subjects. Thus to make a better estimate of the ‘true’ $R^2$ value of the CRF models, we performed repeated two-fold cross-validation in which the data from a randomly chosen half of the subjects were repeatedly used to fit the model, and the mean data from the other half were used to assess the goodness of the model (Figure 3.17c-d). With this approach, we find that the CRF model with predetermined coefficients accounts for 86.7±1.9% of the variance while the best fit CRF model accounts for 89.0±1.9% of the variance (Figure 3.17d). Because there were about 10 subjects in each of the four subgroups in Experiment 3, the repeated two-fold cross-validation allowed us to average across an average of five subjects, thus reducing the mean variability by a
factor of about 5 (~80%). Extrapolation of this reduction in variability yields estimates for the ‘true’ \( R^2 \) values of the predetermined and best-fit CRF models of 90.1\% and 91.3\%, respectively. This suggests that only 9%-10\% of the total variance in movement sequences with multiple adapted movement attributes arises from factors unrelated to GL-based and MV-based planning, such as biomechanical factors not accounted for by the Combined Remapped Feature model.

### 3.5 – Discussion

We examined the adaptive control of individual movements and movement sequences by characterizing how goal location and movement vector contribute to motor planning and how these features are remapped during visuomotor rotation learning. We began by demonstrating that these factors can be represented in terms of scalar gains on the adaptation vectors (\( \Delta \tilde{S}L \), \( \Delta \tilde{M}V \), \( \Delta GL \)) of three movement attributes: the start location, movement vector, and goal location (see Equations 3.1-3.5). By performing a series of experiments to independently adapt each of these attributes (Experiments 1-2), we were able to directly measure the corresponding gains (\( K_{SL} \), \( K_{MV} \), \( K_{GL} \)), thus allowing us to determine the weighting and remapping of movement-vector-based and goal-location-based motor plans. Interestingly, we found that these factors accurately characterized the adaptive changes in motor output for both individual movements (\( R^2=0.95 \)) and movement sequences (\( R^2=0.75 \)), with the latter showing increased weighting of goal location compared to movement vector but decreased remapping of both goal location and movement vector. We then used the coefficients from the attribute isolating experiment to parameterize a model that combined remapped features (the CRF model) to predict how movement sequences would be affected when multiple movement attributes are adapted in
combination. Remarkably, we found that this model accounted for over 90% of the variance associated with this motor adaptation, significantly more than a best-fit pure movement-vector model (partial R²=0.73, p<0.00001) and a best-fit pure goal-location model (partial R²=0.76, p<0.00001). Our results show that multiple features contribute to the planning of both point-to-point and sequential reaching arm movements and that a computational model which takes the remapping of multiple features into account accurately predicts how visuomotor adaptation affects the planning of movement sequences.

3.5.1 – Implications for the neurophysiological representation of the CRF model

As noted in the derivation of Equation 3.5 from Equation 3.4, the CRF model we propose can be expressed in two distinct forms. One form of the CRF model (Equation 3.5) expresses the adaptive changes in the control of movement in terms of adaptive responses to alterations of the start location, movement vector, and goal location. In Experiments 1 and 2, we take advantage of this form by directly measuring these adaptive responses to determine the gains associated with each altered movement attribute (KSL, KMV, KGL). This allowed us to directly test the CRF model by comparing experimental data to quantitative predictions about the effects of simultaneously adapting multiple movement attributes (Experiment 3). Another form of this model (Equation 3.4) casts the adaptive control of motor planning in terms of the weighting (WVL) and remapping (RGL and RMV) of a goal-location-based plan and a movement-vector-based plan. If interpreted literally, Equation 3.4 suggests that the motor system makes multiple plans in parallel before weighting them against one another in order to generate motor output.

Intriguingly, multiple simultaneous representations of motor plans arise during the planning of a goal-directed arm reaching movement⁴⁻⁵,²⁸,⁶⁴. A likely source for goal-location based planning is the parietal cortex, the hub that integrates both somatosensory⁸⁴ and visual
information for the control of movement. In primates, one area of the posterior parietal cortex, known as the parietal reach region primarily encodes the goal location of visually-guided movements in eye-centered coordinates. Another region of the parietal cortex, area 5, encodes target locations relative to both eye position and limb configuration. The representation of target locations in an intrinsic, limb-based coordinate frame is essential for generating goal-location-based motor commands and muscle activations.

On the other hand, movement-vector-based planning may originate in the premotor cortex. The ventral premotor cortex primarily codes visual reaching targets, while movement vectors are encoded in the dorsal premotor area. Even in primary motor cortex, where neural responses are less related to motor planning and more strongly related to motor execution, both the position and velocity of ongoing movement are simultaneously encoded, perhaps providing a mechanism for implementing these motor plans in parallel. Here, hand position could be associated with goal-location-based planning whereas hand velocity with movement-vector-based planning. Future work examining how the neural representation associated with motor planning change during visuomotor adaptation will give further insight into the mechanisms underlying the remapping of movement vector and goal location representations.

3.5.2 – Comparison to sequences of eye movements

The adaptive planning of eye movement sequences has been studied more extensively than arm movement sequences and the neural mechanisms for the planning and control of eye saccades are much better understood than for reaching arm movements. The adaptive control of saccades is highly complex, with learning that is specific to both the kinematic and behavioral context. The prevailing theory on the planning of saccadic eye movements states that locations of visual targets are specified by a difference vector in the
retinotopic reference frame, this vector is then transformed into a desired eye displacement vector (i.e. a movement vector), leading to a specific pattern of muscle activations that foveates the target. However, studies examining the adaptive control of saccade sequences have revealed both movement-vector-based and goal-location-based remapping, with different results depending on the details of the paradigm and the types of saccade sequences elicited.

These results are in line with the findings of this chapter demonstrating the remapping of both movement vectors and goal locations during motor adaptation. One study focused on adaptation of the start location, one on goal location adaptation, another compared one condition with goal location adaptation to another condition where goal location and movement vector adapted together, and two others dissociated goal location from movement vector adaptation. However, none of these studies compared the effects of start location, movement vector, and goal location adaptation as in the current study allowing for the dissociation of the weighting versus the remapping of the movement vectors and goal locations. Thus, even in the two studies that specifically dissociated adaptation of these features, it is unclear whether the differences in goal location and movement vector adaptation are due to differences in the weighting of these two features, the remapping of them, or both. This may be an exciting path for future investigation.

3.5.3 – Remapping of movement vectors or positions?

The results in this chapter challenge the conclusions of a recent study that argued for the existence of movement vector remapping without goal location remapping during visuomotor learning. Interestingly, the basic methodology in that study is very similar to the current work in that the authors looked specifically at the effects of visuomotor rotation learning on untrained
test movements. However, instead of fully dissociating movement vector and goal location remapping as in our attribute isolating experiments, the experimental design placed movement vector and goal location remapping in conflict. Although post-adaptation movements were not fully aligned with predictions from either type of remapping, the data were clearly better characterized by the movement vector prediction, and the authors concluded that visuomotor adaptation remaps movement vectors but not goal locations.

However, the Wang and Sainburg results preclude the possibility of goal location remapping in lieu of movement vector remapping, rather than rule out the coexistence of both factors. In line with this idea, the $\Delta GL$-isolation experiment we perform, with an example illustrated in Figure 3.5, shows that goal location remapping clearly contributes to motor planning ($p<0.0001$). In fact, the Wang and Sainburg data appear to be well explained by the dual remapping of both movement vectors and goal locations predicted by the CRF model: The coefficients determined in Experiment 1 for the planning of individual movements indicate a substantially larger effect of movement vector (68%) than goal location (17%), thus predicting the Wang and Sainburg data to fall in between the pure movement vector and pure goal location predictions, but much closer to the movement vector prediction, which is indeed what they found.

3.5.4 – Multisensory integration during motor planning

In the current chapter, movement start location was altered by motor adaptation to dissociate GL-based motor plans from MV-based motor plans and dissect the differential contributions of these two features toward movement planning. Several previous studies have also altered movement start locations, but surreptitiously, thereby creating a mismatch between proprioceptive and visual sensory information$^{99,115,116}$. As in the current results, these studies found that the change in start location was not fully reflected in the subsequent movement.
Instead, the movement endpoint invariably fell between the baseline endpoint and the endpoint resulting from the execution of the baseline movement vector from the altered start location. However, these studies assumed that motor planning was based purely on movement vectors and explained their results entirely based on a visual-proprioceptive weighting rather than a MV-GL weighting. Correspondingly, they assumed that the motor system’s estimate of the start location was the point from which the executed movement vector would have reached the movement goal. However, this need not be the case. Our paradigm alters the start location without creating a visual-proprioceptive mismatch, yet we find changes in endpoint similar to those previously observed. This demonstrates that the visual-proprioceptive weighting in estimating the start location is not entirely responsible for the intermediate endpoint locations observed with visual-proprioceptive mismatch, in line with the idea that motor planning is not purely MV-based. Instead, the results are due, at least in part, to the weighting of MV-based versus GL-based motor plans.

A number of recent studies have suggested that motor adaptation may differentially affect postural control and trajectory planning\cite{32,41,75,76,103,110}. However, some studies have demonstrated the recalibration of movement control following postural adaptation\cite{26,110} and several other studies have demonstrated the recalibration of postural control following movement adaptation\cite{25,56,101,110}, suggesting that postural control and trajectory planning are not entirely distinct. The current study provides a quantitative framework through which these results can be understood, since we show that trajectory control depends on both the weighting of and remapping of GL-based and MV-based motor planning. If this is the case, trajectory adaptation would partially affect location-based postural control and vice versa, in line with what has previously been observed experimentally\cite{25,26,41,56,101,110}. Furthermore, the experiments designed
to quantitatively test our model employed some movement sequences that would be affected by trajectory remapping, some that would be affected by postural remapping, and some that would be affected by both. The ability of the CRF model to predict over 90% of the variance induced by motor adaptation across these different sequences indicates the capacity of our framework to quantitatively predict the effects of and interactions between trajectory control and postural control.
Chapter 4 – Conclusions and future work

4.1 – Variability and motor learning ability

In Chapter 2, we investigated how task-relevant variability affects the rate of adaptation of visually guided reaching movements. We demonstrated an interesting relationship between motor learning ability and the amount of task-relevant motor variability collected during a baseline period prior to learning. Confirming one of the central tenets of reinforcement learning theory, we show that higher levels of task-relevant variability produce faster learning rates for different individuals learning one task as well as for separate groups learning different tasks. First, we carefully studied the variability in movement paths during simple arm reaching movements. We then correlated the amount of variability related to a particular path with the rate at which subjects could modulate the magnitude of that path in their reaching movements, without an error signal to drive learning. Finding that subjects with greater amounts of task-relevant variability could adapt their reaching movements faster, we proceeded to examine this relationship in error-based force-field adaptation. Despite the error-based nature of this task, we found that differences in early learning rates were predicted in large part by task-relevant variability. However, these differences had disappeared by the tenth trial in the learning period. Our findings suggest that motor variability aids learning, such that motor tasks which are aligned with variability are learned faster. We find that this relationship is particularly strong when error signals are unavailable and during early learning when it is unclear how to reduce error. Moreover, in a separate experiment, we found evidence that variability is so integral to motor learning that the motor system can actively control and reshape the structure of motor output.
variability, aligning it with a particular task to promote learning of that task. These results promote the view that motor variability is an essential feature of reinforcement learning\textsuperscript{62,67,86,120,132} that is centrally-driven\textsuperscript{19,20,86,117} and actively regulated\textsuperscript{66-68,80} by the nervous system.

These findings not only enhance our basic understanding of the motor system, but also provide a potential avenue for the rational design of novel training procedures to improve motor learning and rehabilitation. For example, in stroke rehabilitation, clinical variables explain less than 50\% of person-to-person differences in the rate and extent of recovery\textsuperscript{94}. The existence of patient subpopulations with relatively rapid and complete recovery provides proof of principle that this type of recovery is possible. If we can understand why some patients with severe impairments can recover while others cannot, we might be able to enhance the recovery of those who show the least improvement. In our current results, the degree to which individual differences in variability explain individual differences in learning ability is striking. This suggests that training paradigms specifically designed to promote different types of variability or take advantage of the unique structure of each individual’s variability could significantly improve the efficiency of motor learning.

4.2 – The planning of visually guided reaching movements

In Chapter 3, we investigated how motor adaptation affects the planning of visually guided reaching movements. We began by creating the Combined Remapped Feature (CRF) model through which we dissect the planning of visually guided reaching movements. The CRF
model allows the motor system to generate two feature-based motor plans in parallel, one based on the goal location of a movement, and the other based on an intended movement vector. Critically, each of these motor plans is affected by the remapping of the feature on which it is based, and these features can be simultaneously but differentially remapped by visuomotor adaptation. The CRF model proceeds to weight these two feature-based plans against each other to produce the final motor plan. Notably, in addition to generating motor plans based on a weighted average of movement-vector-based and goal-location-based planning, the CRF model can also account for pure movement vector planning or pure goal location planning by adjusting the weighting parameter between these two plans.

We performed a series of experiments to independently measure three key factors: the amount of movement vector remapping, the amount of goal location remapping, and the weighting of movement-vector-based plans versus goal-location-based plans. Remarkably, we found that this model accounted for over 90% of the adaptive changes in untrained movement sequences following adaptation to a visuomotor rotation. Our results demonstrate that multiple features contribute to the planning of both point-to-point and sequential reaching arm movements, and that a computational model which takes the remapping of both movement features into account accurately predicts how visuomotor adaptation affects the planning of movement sequences.

Interestingly, we find that movement vectors are remapped significantly more than goal locations, and are also weighted more heavily when determining the final motor plan. Preliminary analysis suggests that the relative variability in the initial movement direction of reaching movements is greater than the relative variability in movement endpoint, although the two are correlated. If initial movement direction is relevant to movement vector remapping and
endpoint position is relevant to goal location remapping, these findings may provide an explanation for why movement vectors display more remapping than goal locations and could provide a prediction for the individual differences in the levels of remapping of each feature. If a substantial amount of remapping occurs through reinforcement learning, subjects with more directional variability should display faster movement vector remapping, and subjects with more endpoint variability should display faster goal location remapping. However, the current experiments were not designed to investigate this hypothesis, and the current data is inconclusive. Moreover, since exposure to visuomotor rotations generates a clear error signal with a simple error gradient, the early-only differences in learning levels observed in Chapter 2 are likely to apply here as well. Hence, we would need to focus on remapping early in the training period, if feature remapping occurs primarily through error-based learning later on.

As a whole, dissecting motor adaptation in visually guided reaching movements provides insight into the mechanisms which underlie both motor adaptation and motor planning. Gaining additional understanding of these mechanisms will create opportunities for faster and more effective rehabilitation. Moreover, taken together, our results create a framework for the design of training paradigms to explicitly upregulate the variability associated with key features of complex tasks to improve the rate of learning for the task as a whole. It is my hope that future studies can leverage the groundwork which I have set forth here to create intelligently designed protocols which can enhance the rate and effectiveness of motor learning and motor rehabilitation.
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