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Evaluating State-Driven Changes to the Medicaid Program:  

Unintended, Intended, and Methodological Implications 

Abstract  
 
This dissertation consists of two empirical policy papers and one methods paper. All three papers examine the 

effect of changes to the Medicaid program. The first paper examines the impact of Medicaid expansion of jail-

based recidivism. The second paper estimates the effect of retroactive eligibility waivers in Medicaid on 

enrollment. The third explores the implications of choosing a study design on the estimated effects of these 

changes by re-analyzing three published papers. 

In Chapter 1, co-authors and I estimate the impact of Medicaid expansion on recidivism. Previous research on 

the relationship between financial access to care and re-offense is mixed, and much of the published work is 

subject to selection bias, does not have a comparison group, or lacks a defined intervention. We use the variation 

introduced by the 2012 Supreme Court ruling in NFIB vs. Sebelius to derive causal estimates of this relationship 

using 48 months of booking and release data from six county jails. Three of the six counties are in Medicaid 

expansion states, and three are in non-expansion states. We conduct three case studies using a comparative 

interrupted time series analysis (CITS) to estimate the differential change in the probability of re-arrest and the 

number of arrests between the expansion and non-expansion counties. We find mixed results across these three 

case studies – in two case studies, we estimate declines in the probability of re-arrest of 5 and 13 percent. In the 

third, we estimate an increase of similar magnitude. We find a similar pattern of results with the number of 

arrests. To put these mixed results in context, we supplement our quantitative analysis with information from site 

visits and stakeholder interviews to identify mediators and moderators of the relationship between financial 

access to care and recidivism.  

In Chapter 2, I estimate what happens to Medicaid enrollment after the implementation of a retroactive 

eligibility waiver in a state’s Medicaid program. Retroactive eligibility provides 90 days of Medicaid coverage prior 

to a person’s date of application, given that the beneficiary was eligible in those 90 days. In the past five years, 

seven states have eliminated retroactive eligibility for some portion of the Medicaid population. However, we 

know of no study that examines what happens to enrollment, beneficiary financial status, or health outcomes after 
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the removal of this provision.  We use 24 months of Medicaid enrollment data in four of the seven retroactive 

eligibility waiver states to estimate the relationship between retroactive eligibility removal and changes in 

enrollment. Using a difference-in-differences (DID) and geographically similar comparison states, we find no 

impact of retroactive eligibility on Medicaid enrollment in any of the four states. However, the confidence intervals 

suggest that we may be under-powered. To address the power concerns, we combine the four retroactive 

eligibility states and their comparators in a pooled analysis. Here, we find a 10 percent decline in Medicaid 

enrollment at five and six months after waiver implementation, suggesting that removing retroactive eligibility 

may have a ‘chilling’ effect on Medicaid enrollment in the months after implementation. 

In Chapter 3, I explore the differences between two similar study designs – CITS and DID. Both of these designs 

use two time periods and a comparison group; they also use the change in the comparison group to estimate the 

counterfactual for the treated group without treatment. However, the use of these two study designs is 

disciplinary, and the respective disciplines prefer one design over the other. This is due, in part, to the lack of 

mathematical formalization for CITS. To understand the differences (if any), we first carefully write down the 

potential outcome model for two versions of each design – a general version of CITS, a linear version of CITS, DID 

with time fixed effects, and DID with time fixed effects and group-specific trends – and conduct a modeling 

exercise to estimate the counterfactuals for each. We, then, re-analyze three published studies to understand the 

situations where one of these designs might be preferable to the others. We find that general CITS and DID with 

time fixed effects and group-specific trends produce the same counterfactual and estimate the same treatment 

effects. The only difference between these two designs is the language used to describe them. We also find that 

when researchers lean into each design’s respective constraints – linearity for CITS and a zero difference for DID – 

counterfactual and treatment effect estimation differ. Empirical researchers should provide a clear explanation of 

the counterfactual assumptions being made and the model specification to allow for a more transparent 

evaluation of the plausibility of these assumptions.    
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Abstract 
 
Spillovers from the Affordable Care Act’s (ACA’s) Medicaid expansion to other social-sector outcomes 

have received little attention. One spillover that may be especially salient for public policy is the 

impact of expanded Medicaid eligibility on jail-related outcomes. This study compares recidivism 

outcomes in three non-expansion counties to nearby expansion counties before and after Medicaid 

expansion. Using forty-eight months of arrest data from six urban county jails, we conduct comparative 

interrupted time series analyses to describe changes in the probability of re-arrest and the number of 

arrests before and after Medicaid expansion. Consistent with previous literature, we find mixed results. 

In two case studies, Medicaid expansion is associated with decreased rates of recidivism. In the other, 

we find differential increases in jail-based recidivism after Medicaid expansion. We use contextual 

information from site visits and stakeholder interviews to understand the factors that may mediate and 

moderate the relationship between Medicaid expansion and return to jail.  
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Introduction 
 
Prior to the authorization of state options for Medicaid expansion, low-income adults without 

dependent children were ineligible for Medicaid in most states.  This population overlapped with the 

jail-involved population significantly. Both groups were predominantly young, low-income, 

racial/ethnic minorities, and male. In 2014, men made up 85.3 percent1 and young adults (18-34 years 

old) made up 60 percent of the jail-involved population.2 Additionally, men of color are more likely to 

be jailed than their white counterparts – one in 106 white men were incarcerated in 2006 versus 1 in 36 

Latino men and 1 in 7 African-American men.2 Given this overlap, early estimates suggested that 25-30 

percent of those released from jail in a given year would enroll in Medicaid in expansion states.2 

Although federal law permits Medicaid coverage to continue during a person’s incarceration, 46 

states do not continue coverage.3 The vast majority of people released from jail thus have historically 

found themselves in the community without immediate access to health insurance of any kind.4 This is 

particularly problematic for individuals with mental illnesses as Medicaid is the largest payer for 

treatment services for these diagnoses in the United States and an increasingly large payer for 

treatment for substance use disorders. Thus, disruption in coverage reduces the likelihood of receiving 

timely community-based behavioral healthcare services after release from incarceration. Together, 

these conditions reinforce a cycle whereby jail-involved people return to the community with little 

support.  

Jail-involved individuals have higher rates of chronic physical health conditions (e.g., asthma and 

diabetes), communicable diseases (e.g., HIV and Hepatitis C), mental illnesses, and substance use 

disorders compared to the general population.5 Estimates from 2007-2009 report that 63 percent of 

sentenced jail inmates meet diagnosable criteria for drug dependence or abuse,6 and nearly two-thirds 

have a diagnosable mental illness at booking or in the 12 months prior to arrest.2 Indeed, jail-involved 

people have a 14 percentage point higher rate of serious mental illness (SMI) than the general 

population.7  

These high risks stem in large part from the conditions under which justice-involved people live and 

from their limited ability to obtain appropriate care for their health needs. For instance, one-third of 

individuals taking prescription drugs do not have access to necessary medication while in jail, and more 
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than half (60 percent) of inmates who require routine blood testing had no testing while in jail.2 

Additionally, most jail-involved people do not have access to healthcare services in the community, 

due to gaps in the healthcare safety net and/or a lack of health insurance coverage. 

Providing timely access to healthcare services, particularly treatment for mental illnesses and 

substance use disorders, may be one way to reduce rates of re-offense. Indeed, recent evidence found 

that improved access to evidence-based treatment for mental and addictive illnesses can improve re-

entry outcomes.8  Other evidence, however, on the relationship between access to healthcare services 

and recidivism found mixed results. Additionally, many of these previous studies were retrospective 

and used non-experimental designs that do not account for selection into treatment, precluding 

reliable causal inference. 

Early work found that recently released individuals with a severe mental illness (SMI) in King 

County, WA and Pinellas County, FL who obtained Medicaid coverage upon release from prison were 16 

percent less likely to be re-arrested in the following year and spent more time in the community before 

re-arrest (102 vs. 93 days) compared to similar individuals who did not get Medicaid coverage.9 In 

contrast, a study using administrative records from 2006-2007 found that although expedited Medicaid 

enrollment for individuals with SMI released from Washington State’s prisons led to greater Medicaid 

enrollment and mental health service use, the intervention was not associated with reduced rates of 

recidivism at twelve10 or thirty-six months post-release.11  

In a more recent study using these same data in Washington, Domino and colleagues examined the 

relationship between access to ‘timely’ mental health services (defined as those received within 

twelve months of being released) and rates of recidivism for individuals recently released from 

prison.12 The authors found that the receipt of ‘timely’ mental health services was associated with an 

increased rate of recidivism, specifically for technical violations, at twelve months post-release.12  

Interpreting these results as causal is difficult, since those more likely to access services may also be 

less likely to violate parole or re-offend.   

The U.S. Government Accountability Office (GAO) studied re-entry programs in Florida and 

Michigan.  In Florida, the GAO found that access to community services, including through Medicaid, 

upon release from prison was not associated with a decreased likelihood in re-arrest, overall. Some 
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groups (black and older individuals) did experience a slight decrease in the likelihood of re-arrest 13. 

During the study period, however, Florida’s Medicaid program did not pay for substance use disorder 

treatment, which may have mitigated any potential effect.13 Michigan’s implemented program 

consisted of prison ‘in-reach’ sessions, health screenings, and connections to healthcare services for 

individuals soon-to-be-released from prison.14 After the implementation of the program, the recidivism 

rate fell by 18.2 percentage points for two-year parolees and 8.4 percentage points for one-year 

parolees who received these services compared to the recidivism rates for these same individuals prior 

to the implementation of these services. However, this study lacked a control group or a well-defined 

intervention.14  

 

The ACA and Recidivism 

The ACA’s coverage provisions (including Medicaid expansion) not only increased eligibility for 

previously ineligible populations, but they also changed the type of behavioral healthcare services that 

low-income adults have access to. Prior to the ACA, the public behavioral health system was funded 

predominantly through categorical Medicaid programs (typically excluding single childless adults from 

eligibility) and state and federal budgeted funding mechanisms (e.g. federal block grants). These 

funding mechanisms often did not require evidence-based treatment in specialty substance use 

disorder treatment programs, nor did they encourage adequate treatment capacity.   

Since the enactment of the ACA, treatment providers in expansion states generally must meet 

conditions of participation in Medicaid, which require greater capacity and provision of evidence-based 

behavioral health care. Additionally, federal legislation and regulations attempt to standardize 

Medicaid benefits for behavioral healthcare services. Together, the Mental Health Parity and Addictions 

Equity Act of 2008 and the ACA require all Medicaid managed care plans to cover treatment services for 

mental illness and substance use disorder as essential health benefits, and further require that these 

benefits must also be covered and managed at parity with medical/surgical benefits. The ACA also 

requires that all enrollees from the expansion population have coverage for mental health and 

substance use disorder care that is at parity with medical/surgical coverage.  
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Despite federal legislation and regulation to standardize these benefits, the fee-for-service behavioral 

health services provided by Medicaid vary by state, as fee-for-service Medicaid programs are not 

subject to the parity provisions of MHPAEA or the ACA (with the exception of expansion adults).  For 

instance, 43 of the 51 jurisdictions surveyed cover inpatient psychiatric hospitals stays, four states 

require a co-payment for these services, and 17 states place a limit on these services.15 Coverage of 

residential psychiatric services is even more variable – only 23 state Medicaid programs provide this 

benefit. While all 50 states provide coverage for buprenorphine for the treatment of opioid use 

disorder, 21 require a co-payment for this service and 19 require a prior authorization.15 Additionally, 

ten states (including Louisiana, in our study sample) do not cover methadone for OUD. 

In addition to changes in Medicaid benefit design and covered services, the target populations of 

the ACA’s Medicaid expansion differ from those included in previous studies examining the relationship 

between access to healthcare services and recidivism. Taken together, these imply that previous 

findings about Medicaid and recidivism may not generalize to the expansion population.  In this study, 

we extend previous analyses to the Medicaid expansion population and provide one of the first quasi-

experimental analyses of the relationship between gaining health insurance coverage and criminal 

justice outcomes. To do so, we compare recidivist outcomes among jail-involved individuals in three 

non-expansion counties to nearby expansion counties before and after Medicaid expansion. 

 

Data and Empirical Methods 
 
We examine the relationship between expanded Medicaid eligibility and recidivism with an intent-to-

treat analysis that takes advantage of the plausibly exogenous variation provided by Supreme Court 

ruling in NFIB vs. Sebelius, which gave states the option to expand their Medicaid program. We used 

forty-eight continuous months of individual-level booking and release dates from six urban county jails 

(three in expansion states and three in nearby non-expansion states) and comparative interrupted time 

series regression analysis to describe the level and trends of a) the rate of re-arrest and b) the number 

of arrests before and after Medicaid expansion in expansion and non-expansion counties. We also 

estimate the impact of expanded Medicaid eligibility on rates of recidivism for the whole sample and 
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for the largest racial/ethnic groups. Finally, in a qualitative analysis, we identify county-level re-entry 

or diversion programs/policies that may explain the differential relationship by county-pair (if any) 

between expanded Medicaid coverage and recidivism. 

 

County Selection and Characteristics 

We initially selected four county pairs – Hennepin County, MN (expansion) and Dane County, WI 

(Midwest region); Pima County, AZ (expansion) and El Paso County, TX (Southwest region); East Baton 

Rouge Parish (EBR), LA (expansion) and Hinds County, MS (Southeast region); and St. Louis, MO and East 

St. Louis, IL. Three of these four pairs agreed to participate and provide data for our study; the St. 

Louis locales declined to participate (see Figure 1.1). The initial choice of county pairs was based on a 

number of factors. First, geographic diversity was important. Because regions of the United States have 

distinct cultures, practices, and attitudes toward mental illness, substance abuse, and the criminal 

justice system, we included regions that represented these distinctions.   

County pairs were also selected because they generally had comparable poverty rates, household 

income, rates of jailing, approaches to pre-release coordination and eligibility determination (Table 

1.1). We also wanted paired counties to be similar to one another in demographic characteristics and 

to be in adjacent or near-adjacent states. Additionally, it was necessary to study county jails with 

enough volume to provide sufficient statistical power and data systems that were capable of tracking 

recidivism during our study period. In addition to these initial criteria, we conducted site visits and 

stakeholder interviews to understand the contexts in which Medicaid expansion occurred. 

 

Midwest 

In the Midwest, both study counties had similar proportions of the population under 18 years of age – 20 

percent for Dane County and 22 percent for Hennepin County (Table 1.1). White, non-Hispanic 

individuals accounted for 85 percent of all residents in Dane and 77 percent in Hennepin.16 More than 

95 percent of the Dane County population had graduated high school at age 25 compared to 93 percent 

in Hennepin County.17 The poverty rates in the two counties were identical at 11 percent, the median 

household incomes in 2018 were $62,865 in Dane County and $65,834 in Hennepin.16 Both counties had 
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population-adjusted jail rates in 2013 that were below the national average – 122 for Dane and 82 for 

Hennepin.18  

 
Figure 1.1: Study counties 
Panel A.  
 

 
Panel B. 
Midwest           Southwest     Southeast 

 
 

Sources/Notes: SOURCES Authors’ analysis of county-level booking data NOTES Medicaid expansion counties are in 
orange; non-expansion counties are in green. Counties were chosen to provide geographic diversity across the United 
States and based on demographic similarity. Counties also add to have adequate volume in the county jail to provide 
adequate power for the analyses and had to be able to track recidivist outcomes for the entire study period. Counties in 
the Midwest are Hennepin County, MN (expansion) and Dane County, WI (non-expansion). Counties in the Southwest are 
Pima County, AZ (expansion) and El Paso County, TX (non-expansion). Counties in the Southeast are East Baton Rouge 
Parish, LA (expansion) and Hinds County, MS (non-expansion). 
 
 

In addition to similar demographic characteristics, both Wisconsin and Minnesota provide similar 

levels and types of Medicaid coverage for behavioral health conditions (Table A.1). Both counties have 

implemented programs to link the justice-involved with behavioral health care services. In Dane 

County, the jail has an Americorp volunteer on site three days a week to provide inmates with 
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enrollment assistance into BadgerCare (Wisconsin’s Medicaid program) prior to release. Additionally, 

Dane County, WI has several jail diversion initiatives, including electronic monitoring and reduced 

sentences for community program participation, that allows individual to remain in the community and 

receive community-based behavioral health services post-adjudication.   

Similarly, Hennepin County, MN has a countywide Integrated Access Team that identifies, screens, 

and refers justice-involved individuals for treatment and assures continuity of care whether the 

individual is in or out of jail. Additionally, re-entry staff work with the community-based case 

managers to connect inmates to medication assistance in the community. In addition to re-entry 

programs, Hennepin County, MN has diversion programs for individuals with behavioral health needs. 

In 2018 (which is after the study period in the Midwest County pair), Hennepin County opened a 

comprehensive social services facility that provides detoxification and mental health crisis services, 

employment counseling, and Medicaid eligibility assistance. All providers housed at the drop-in center 

accept Medicaid reimbursement for their services.  

However, Dane County, WI is not a pure ‘non-expansion’ county. Wisconsin expanded its Medicaid 

program’s eligibility to 100% FPL for non-disabled adults without dependents at the roughly the same 

time as the ACA’s Medicaid expansion. Thus, Wisconsin had likely provided financial access to 

behavioral health services to the population at highest risk for criminal justice involvement. This may 

attenuate differences in outcomes between the Midwest pair. 

 

Southwest 

In the Southwest, we deliberately chose counties on the U.S./Mexico  border with large 

Hispanic/Latino populations – 83 percent in El Paso and 36 percent in Pima.16 An estimated 77 percent 

of El Paso’s population had graduated high school by age 25 compared to 88 percent in Pima County.17 

The proportion of the population aged 18 or less in El Paso was 27 percent compared to 21 percent in 

Pima. Prior to expansion, El Paso had a poverty rate of 20 percent and median household income of 

$41,637, and Pima’s were 19 percent and $46,162, respectively.17 In 2013, El Paso had a jail rate of 324 

per 100,000 population compared to Pima’s rate of 289.18   
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Table 1.1: Comparison of county-level general population characteristics and pre-expansion sample characteristics  
 
 Midwest Southwest Southeast 
 Hennepin Dane Pima El Paso EBRP Hinds 

N=22,146 N=9,489 N = 32,222 N = 26,576 N = 19,185 N = 7,639 
General Population 

Population 1,223,149 523,643 1,010,025 835,593 446,753 242,891 

% <18 years 22.2 21.0 23.0 27.9 22.8 25.0 

% white 75.6 85.8 53.0 13.1 48.8 25.8 

% HS diploma or 
equivalent 92.6 95.0 87.6 75.7 89.4 85.8 

Median HH income $65,834 $62,865 $46,162 $41,637 $49,285 $37,324 

Pre-trial jail rate  
(per 100,000) 82 122 289 324 537 466 

Jail-Involved Population 
Demographic Characteristics 

% female 22.7 24.2 26.1 27.5 24.9 17.7 
(22.6 – 22.8) (24.0 – 24.4) (26.0 – 26.2) (27.4 – 27.6) (24.8 – 25.1) (17.5 – 17.9) 

% black -- -- -- -- 66.1 80.8 
(66.0 – 66.3) (80.6 – 81.0) 

% Hispanic/Latino -- -- 41.7 81.6 -- -- (41.6 – 41.8) (81.5 – 81.7) 
Arrest Characteristics 

% parole violation -- -- 7.4 
(7.2 – 7.6) 

1.5 
(1.4 – 1.6) -- -- 

% misdemeanor 46.7 
(46.2 – 47.3) 

55.9 
(55.1 – 56.8) -- -- -- -- 

% felony 30.6 
(30.1 – 31.1) 

37.3 
(36.5 – 38.1) -- -- -- -- 

Sources/Notes: SOURCES General population data come from the American Community Survey, except for the jail rate. The proportion of individuals under age 18 and 
the proportion of individuals who are white are 2015 1-year estimates. The proportion who have a high school diploma or equivalent at by age 15 years, the median 
household income, and the percent living in poverty are 2015 5-year estimates. The population-standardized pre-jail incarceration rate is for 2013 and comes from the 
Vera Institute’s trends on jail Jail-involved population comes from authors’ analyses of arrest data from county jails. Sample sizes represent the pre-period number of 
individuals arrested in each county. The pre-expansion period for the Midwest and Southwest is from July 1, 2012 – December 31, 2013. The pre-expansion period for the 
Southeast is from January 1, 2015 – June 30, 2016. NOTES Values are means and (95% confidence intervals). 
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The two counties also have similar levels of coverage for behavioral health conditions in the Medicaid 

program (Table A.1). However, Texas limits the number of individual and group therapy sessions to 30 

per person per year, whereas Arizona has no limit. Additionally, Texas does not provide coverage for 

residential psychiatric treatment, and Arizona does. 

In terms of diversion and integration program, El Paso passed the Criminal Justice Mental Health 

Jail Diversion Collaboration Resolution in 2011. The purpose of this resolution was to engage 

community stakeholders in efforts to divert both pre-arrest and post-arrest individuals with behavioral 

health conditions, an estimated 30-35 percent of the jailed population, from the justice system to 

appropriate treatment.  

The sheriff in Pima County also implemented initiatives to reduce criminal justice involvement 

among individuals with behavioral health conditions in 2011. At this time, Pima County, AZ built a Crisis 

Response Center and Behavioral Health Pavilion to provide integrated care to those experiencing 

behavioral health crises and help them avoid unnecessary incarceration. Additionally, the Pima County 

Sheriff’s Department Mental Health Investigative Support Team coordinates responses with Pima 

County Behavioral Health and other law enforcement agencies when individuals with behavioral health 

conditions are involved in criminal justice events.  

  

Southeast 

In the Southeast, Hinds County and East Baton Rouge had large African-American populations – 47 

percent in EBR and 72 percent in Hinds County prior to expansion.16  More than 22 percent of EBR’s 

population was under the age 18, while Hinds County had 25 percent in this age range in 2015.16 More 

than 89 percent of the EBR population had graduated high school by age 25 compared to nearly 86 

percent in Hinds County.17 Both Southeast counties had pre-trial jail rates well above the national 

average (327 per 100,000 population) – 466 in Hinds and 537 in EBR in 2015/18 The poverty rates were 

27 percent and 19 percent in Hinds and EBR, respectively, and median household income was $37,324 

in Hinds and $49,285 in EBR prior to  expansion.17  
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Mississippi and Louisiana provide similar levels of coverage for behavioral health services, and neither 

state covers residential psychiatric treatment (Table A.1). Additionally, Louisiana does not cover 

methadone for the treatment of opioid use disorder, though Mississippi does. 

Though Louisiana has expanded its Medicaid program under the ACA, little progress has been made 

in engaging local sheriffs to enroll eligible jail inmates in the state’s expanded Medicaid program, even 

as part of re-entry planning. In addition to these challenges, efforts at implementing a program to 

facilitate Medicaid enrollment upon discharge have been stymied by the EBR’s data system that does 

not maintain information by social security number but by an inmate ID unique to the jail.  

Similar obstacles exist in Hinds County, MS. The county is under a Department of Justice consent 

decree for failing to provide adequate healthcare services in the jail system. In addition, little capacity 

exists in the community behavioral healthcare system to treat individuals leaving jail, and re-entry 

planning is severely limited. In fact, in 2015, a newly elected sheriff terminated a mental health 

diversion program, which demonstrated savings to the jail system in its first year of implementation. 

These statistics and descriptions suggest that there are a number of similarities between the 

counties in each county pair, in terms of the nature of their local populations, the economic 

circumstances in each county, the likely pressures on the law enforcement system and efforts (or lack 

thereof) to integrate the criminal justice and behavioral healthcare systems. The qualitative data 

support our inferences within each county pair. However, we have also identified circumstances where 

changes to the state’s Medicaid program (Dane County, WI) or criminal justice system practices (Hinds 

County, MS) may drive our results toward finding no changes.  

 

Description of Data 

Data were obtained from each county jail and include individual-level booking and release dates. 

Arrestees in each county are given unique identification numbers upon first arrest in the county and, 

thus, could be followed over the study period. The data spanned four years in each county – two before 

and two after Medicaid expansion. Additionally, each county-pair provided individual-level 

characteristics of arrestees, but these characteristics differed across counties and county-pair. Each 

county-pair provided at least the gender of the arrestee. In the Southwest and Southeast counties, the 
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county provided the race/ethnicity of the arrestee.  In the Southwest and Midwest counties, the 

dataset contained a measure of the severity of the crime. In the Southwest, we know whether the 

arrest was for a technical violation; and in the Midwest, we know whether the arrest was for a 

misdemeanor, felony, or some other charge.  

Using these data, we created three distinct time periods over the 48 months of data – a lookback 

period, a pre-expansion observation period, and a post-expansion observation period. The six-month 

lookback period captures an individual’s prior history with the criminal justice system. There were then 

18 months in the pre-expansion study period, and 24 months in the post-expansion study period for 

each county-pair. Arizona and Minnesota expanded their Medicaid programs beginning January 1, 2014, 

while Louisiana expanded its Medicaid program beginning June 1, 2016. Observations are at the person-

month level.  

  

Cohort Construction and Outcome Measures 

Within each county, individuals entered the study cohort when they are first arrested in the study 

period and are followed through the duration of the study period. If someone is arrested in the pre-

period, we considered them ‘at-risk’ for the remainder of the study period. If someone is arrested only 

in the post-period, we considered them ‘at-risk’ for the remaining portion of the post-period but not 

for the pre-period. Individuals who were only arrested in the lookback period were excluded from the 

analysis. Arrestees who were booked into the county jail as a transfer from one prison to another 

(either state or federal) or as a “hold” for state/federal charges were also excluded from the sample.  

Most of the literature on the relationship between Medicaid coverage or behavioral health services 

and recidivism relies on a single outcome – re-arrest. Prior evidence from Florida suggests that 30 

percent of men and 20 percent of women are re-arrested within 18 months of being released 13.  

Relying on this single measure of criminal activity may miss other ways in which access to behavioral 

health services may affect recidivism, such as reducing the frequency with which an individual 

interacts with the criminal justice. Thus, we not only focus on re-arrest rates, but we also include the 

number of arrests in our study.  

 



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 14 

Quasi-Experimental Design  

Despite the high rate of Medicaid eligibility in the jailed population, our data do not indicate who was 

eligible for or enrolled in Medicaid coverage post-expansion or who received behavioral health services 

as a result of increased financial access to these services. Therefore, in an intent-to-treat analysis, we 

compare our outcomes of interest before and after Medicaid expansion between expansion and non-

expansion counties for each county-pair. There is, however, strong evidence on the likely eligibility for 

Medicaid of the re-entry population in expansion states. The GAO estimated that for two states that 

expanded Medicaid (New York and Colorado), 80% to 90% on people in their prison systems were 

eligible for Medicaid in 2014 (US GAO 2014).  Similarly, Massachusetts reports that 91% of people 

released from its correction system were eligible for Medicaid.   

We conducted comparative interrupted time series (CITS) regression analysis. The CITS design takes 

advantage of an exogenous source of variation (i.e., the state’s decision to expand Medicaid) between 

a treatment and comparison group20–22 and allows for the estimation of both short and longer-term 

relationships between the outcome and exposure.  

In both a difference-in-differences and CITS design, the counterfactual is constructed by assuming 

the change seen in the comparison group from the pre-period to the post period would be the same 

change seen in the treated group if not for the treatment. However, in a difference-in-differences 

design, the assumption is constrained so that the average change between the two groups is the same. 

In CITS, the counterfactual is constructed by assuming that change in linear trends in the comparison 

group is a good stand-in for the treated group without treatment. The only reason for deviation from 

these linear trends is the “interruption” in the treated group (i.e., all other reasons for deviation 

affect the treated and control group in the same way). Given the drivers of the outcome in this study 

(e.g., policing practices, criminal justice practices, and access to behavioral health services) and how 

they may vary between the counties, assuming linearity in the time trend of the outcomes in each of 

the two groups seems more reasonable than assuming that they change in the same average way over 

time.  

 

 



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 15 

Statistical Analysis 

Because of heterogeneity in the criminal justice systems, health care delivery, legal dynamics (e.g. 

border policy) and populations across our study pairs, we chose to analyze each county pair separately. 

First, we computed pre-expansion means and variances for the likelihood of re-arrest and number of 

arrests in both the treatment and comparison counties for the full sample and for stratified samples in 

each county-pair. Because the policing, criminal justice, behavioral health, and health insurance 

systems treat individuals differently based on gender and race/ethnicity, stratification on these 

dimensions aims to ensure that we are making ‘apples-to-apples’ comparisons in our estimation 

strategy. Next, we computed pre-expansion monthly means of each outcome of interest to create pre-

expansion trends.  

If Medicaid expansion leads to reduced rate of re-arrest and number of arrests, then the 

composition of the pre- and post-period cohorts may differ in each observation period with individuals 

arrested in the post-period at higher risk, on average, compared to those arrested in the pre-period. 

We, thus, computed the number of individuals arrested and the number of arrests in both periods to 

check for compositional shifts in severity.  

For the probability of re-arrest, we used a linear probability model. For the number of arrests (a 

count), we used ordinary least squares (OLS). We used the following general specification for each of 

the outcomes:  

!!"# = # + %$&! + %%&&'()*# + %'+!# +	%(+&)'()*# + -$'.*/'" + -%012'# + -''.*34"# + -( 

'.*/'" ∗ '.*34"# + -*'.*34"# ∗ 012'# + 6'.*/'" ∗ 012'# + 7'.*/'" ∗ 012'# ∗ '.*34"# +

89/.'*.# + :!"#, 

where: i is an individual in the cohort, s is the county, and t is month. && is a vector of time-invariant 

individual characteristics that are allowed to vary with the outcome over time, +&) is a vector of time-

varying individual characteristics with effect, ; is the CITS estimator for the level shift in the outcome, 

< is the CITS estimator for the trend shift in the outcome and the parameter of interest, QUARTER is a 

vector of quarter fixed effects. 

Time and individual-varying characteristics consist of charge severity – whether the arrest was a 

misdemeanor or felony (Midwest region) and whether the arrest was for a technical violation 
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(Southwest region). Time-invariant, individual-varying characteristics include the arrestee’s gender, 

race/ethnicity (where available), and prior history with the criminal justice system. We interacted 

both the time-varying and time-invariant individual level covariates with the monthly time trend to 

adjust for the possibility that the relationship between the covariates and the outcome of interest is 

also time-varying. Within each county pair, we used a Bonferroni correction for multiple testing. 

As noted, we stratify the CITS regression analyses in each county pair by gender and major local 

racial/ethnic groups. If baseline differences in racial or ethnic make-up were driving both arrest 

patterns and Medicaid expansion, then we would expect the causal estimates for these minority groups 

to differ significantly from that of the pooled sample. 

 

Robustness Checks and Falsification Tests  

A falsification test often used in CITS artificially places the empirical implementation date within a 

‘clean’ study period (i.e., either the pre-period or the post-period). It could be that the outcome is 

noisy, and estimated effects might appear by chance.  We varied the implementation date to three 

different months in the pre-period – months 7, 10, and 13 in the time series. Varying the 

implementation date within only the pre-period is preferable to strategies that do so within the whole 

study period, as the latter includes the treatment effect and may lead to detecting a spurious effect at 

a falsified intervention point. Our falsification strategy is also not ideal, as it cannot account for any 

anticipatory effects of Medicaid expansion – particularly in the Southeast county pair where other 

coverage provisions of the ACA had been in place for over two years prior to Medicaid expansion. Thus, 

we expect a weakening of the estimated impacts as the intervention date is moved away from the 

“true” date. 

Additionally, because the pre and post-period observation windows are of different length, 

individuals are ‘at-risk’ for being arrested longer in the post-period than in the pre-period. This 

difference should be handled by the CITS design, since this pre and post observation period is shared by 

the intervention and comparison groups.  Nonetheless, we checked for any effect of this pre-post 

discrepancy by conducting sensitivity analyses where we truncate the post-period to 18 months to 

balance the exposure time pre and post.  
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Finally, case studies raise general concerns about the validity of statistical inference. With only 

two clusters, estimating and accounting for intra-cluster correlation is not possible (both the within 

and between-group variance cannot be estimated in only two groups). Thus, typical econometric 

procedures for standard error adjustment (e.g., clustering, bootstrapping, permutation inference) are 

not feasible in this setting. We conducted the full sample CITS at the county/month year as check on 

statistical inference. Aggregating to the cluster/time level results in less biased standard errors even in 

a small number of clusters 23 but precludes individual-level covariate adjustment. 

Results 
 
In the pre-period, we found that the three Medicaid expansion counties arrested a greater number of 

individuals than the comparison counties (22,146 vs. 9,489 in the Midwest pair; 32,222 vs. 26,576 in the 

Southwest pair; and 19,185 vs. 7,639 in the Southeast pair), largely due to the fact that the expansion 

counties are larger in population than the non-expansion counties. Similarly, we found that there are 

more arrests in the pre-period in the Medicaid expansion counties compared to the non-expansion 

counties (33,082 vs. 13,405 in the Midwest pair; 46,569 vs. 31,966 in the Southwest pair; and 22,905 vs. 

9,499 in the Southeast pair). 

In the post-period, we found that a greater number of individuals were arrested in both the 

expansion and non-expansion counties of each pair (26,759 and 11,606 in the Midwest pair; 38,186 vs. 

31,300 in the Southwest pair; and 20,371 and 9,300 in the Southeast pair) and that there were a larger 

number of arrests, as well (42,904 vs. 17,758 in the Midwest pair; 59,343 vs. 40,924 in the Southwest 

pair; and 25,311 vs. 12,166 in the Southeast pair). This suggested that the composition of the cohort 

may be changing from the pre-period to the post-period.  

A primary concern with compositional shifts leading to fewer arrests was that this may imply that 

the least risky individuals (i.e., those with less impairing conditions) would be disproportionately 

enrolled in Medicaid and have greater financial access to behavioral health care services after 

expansion because they have the resources and functional capacity to do so. If individuals with fewer 

impairments were more likely to enroll in Medicaid and gain access to behavioral health services, our 

cohort would include a larger proportion of individuals more likely to have higher rates of recidivism 
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and commit potentially more serious crimes. This scenario would lead to bias and overestimation of the 

effect of expansion on recidivist behavior. However, the direction of the observed change (i.e., an 

increase in the number of individuals arrested) implies that the marginal individual arrested in the 

post-period is likely not of higher risk than the marginal individual arrested in the pre-period.  

Data on the types of arrests supports this interpretation. Of the arrests in the Southwest county 

pair, 3,933 and 3,394 were for a parole violation in the pre and post-period, respectively. Additionally, 

22,951 (49.4 percent) of Midwestern arrests in the pre-period were for misdemeanors compared to 

17,036 (50.0 percent) in the post-period, and 15,121 (32.5 percent) pre-period arrests and 11,191 (32.8 

percent) post-period arrests were for felonies. While there appears to have been fewer post-expansion 

arrests, the composition of these arrests was almost identical, suggesting that the marginal individuals 

arrested after expansion are at roughly the same risk as individuals arrested prior to expansion. 

 

Cohort and Arrest-Level Characteristics 

In general, arrestees were much more likely to be men in each county pair (see Table 1.2). The 

proportion of the cohort that is female was greater in the non-expansion county (Dane, WI) in the 

Midwest pair (24.2 vs. 22.7%), in the non-expansion county (El Paso, TX) in the Southwest pair (27.5 vs. 

26.1%), and in the expansion county (East Baton Rouge Parish, LA) in the Southeast pair (24.9 vs 17.7%). 

These differences are small in all except the Southeast pair. In terms of racial composition, the 

proportion of Hispanic/Latino arrestees in the pre-period in El Paso County was almost twice the 

proportion in Pima County, AZ (81.6 vs. 41.7%). Similarly, arrestees in the pre-period in Hinds County, 

MS were more likely to be black compared to arrestees in EBR, LA (80.8 vs. 66.1%).  

In the Southwest county pair, a pre-period arrest in Pima County, AZ was nearly five times 

more likely to be for a parole violation compared to an arrest in El Paso County, TX (7.4 vs. 1.5% of all 

arrests), and pre-period arrests in Dane County, WI were more likely to be for misdemeanors (55.9 vs. 

46.7%) or felonies (37.3 vs. 30.6%) compared to arrests in Hennepin County, MN. Although these 

baseline differences in arrestee demographics and arrest charge/severity were stable across the study 

period, they suggest that our comparison counties differ, at least in racial/ethnic composition.  
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Table 1.2: Pre-Medicaid expansion outcomes for full sample and stratified sample by gender and race/ethnicity 
 
 Midwest Southwest Southeast 
 Hennepin Dane Pima El Paso EBRP Hinds 
 N=22,146 N=9,489 N = 32,222 N = 26,576 N = 19,185 N = 7,639 
Probability of re-arrest       

Full Sample 30.2 28.4 27.5 16.0 16.0 20.2 
(29.6 – 30.8) (27.5 – 29.3) (27.0 – 28.0) (15.6 – 16.5) (15.5 – 16.5) (19.3 – 21.1) 

Male 31.9 30.0 29.0 17.0 17.3 21.6 
(31.2 – 32.6) (29.0 – 31.1) (28.4 – 29.6) (16.5 – 17.5) (16.6 – 17.9) (20.6 – 22.7) 

Female 24.7 
(23.5 – 25.9) 

23.5 
(21.8 – 25.2) 

23.3 
(22.4 – 24.2) 

13.4 
(12.6 – 14.2) 

12.2 
(11.3 – 13.1) 

13.7 
(11.8 – 15.5) 

Black -- -- -- -- 17.5 
(16.8 – 18.2) 

20.9 
(19.9 – 22.0) 

Hispanic/Latino -- -- 26.1 
(25.4 – 26.9) 

16.0 
(15.5 – 16.5) -- -- 

Number of arrests       

Full Sample 1.54 1.46 1.50 1.22 1.21 1.27 
(1.52 – 1.55) (1.45 – 1.48) (1.49 – 1.51) (1.21 – 1.23) (1.20 – 1.22) (1.26 – 1.28) 

Male 1.57 1.50 1.54 1.23 1.23 1.29 
(1.56 – 1.59) (1.47 – 1.52) (1.52 – 1.56) (1.22 – 1.24) (1.22 – 1.24) (1.27 – 1.31) 

Female 
1.42 

(1.39 – 1.44) 
1.36 

(1.33 – 1.39) 
1.40 

(1.38 – 1.42) 
1.18 

(1.17 – 1.20) 
1.15 

(1.14 – 1.16) 
1.17 

(1.14 – 1.20) 

Black -- -- -- -- 1.23 
(1.22 – 1.24) 

1.28 
(1.26 – 1.30) 

Hispanic/Latino -- -- 1.44 
(1.42 – 1.45) 

1.22 
(1.21 – 1.23) -- -- 

Sources/Notes: SOURCES Authors’ analyses of arrest data from county jails. The pre-expansion period for the Midwest and Southwest is from July 1, 2012 – December 
31, 2013. The pre-expansion period for the Southeast is from January 1, 2015 – June 30, 2016. NOTES Values are means and (95% confidence intervals). We only provided 
descriptive statistics for the predominant racial/ethnic group in each county pair, where available. No race/ethnicity data were available in the Midwest, and no arrest-
level data were available for the Southeast. ‘–‘ indicates that variable was unavailable or not analyzed for the given county pair. Sample sizes are for the full sample – 
stratification based on gender or race/ethnicity reduces the sample size. 
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Probability of Re-Arrest 

The probability of re-arrest in the pre-period was higher in Hennepin County (expansion; 28.2 percent; 

95% CI: 27.6 – 28.9) compared to Dane County, WI (non-expansion; 26.6 percent; 95% CI: 25.7 – 27.6) 

and in Hinds County, MS (non-expansion; 20.2 percent; 95% CI: 19.3 – 21.1) compared to EBR, LA 

(expansion; 16.0; 95% CI: 15.5 – 16.5; Table 1.2). The greatest difference in the likelihood of re-arrest 

was in the Southwest county pair, where Pima County, AZ’s (expansion) rate was 11.5 percentage 

points higher than that of El Paso County, TX (non-expansion). When stratified by gender and 

race/ethnicity in each county pair, the pattern of results was the same. The likelihood of re-arrest 

among male and female arrestees was higher in Hennepin County, MN; Pima County, AZ; and Hinds 

County, MS. Among black arrestees in the Southeast, the probability of re-arrest was 3.4 percentage 

points higher in Hinds County, MS than in EBR, LA. Additionally, the probability of re-arrest among 

arrested Hispanic/Latino individuals in the pre-expansion period was 8.1 percentage points higher in 

Pima County, AZ compared to the El Paso County, TX. While differences in the pre-period trend may be 

cause for concern in a difference-in-differences analysis, baseline or pre-period trend differences in 

the outcomes do not invalidate causal inferences for CITS, which identifies the causal effect off the 

change in level and trend of the outcome in the comparison group from the pre-period to the post-

period.  

After Medicaid expansion, the short-term probability of re-arrest (i.e., the level change) 

declined by a statistically significant amount in the Midwest and Southwest county pair (Figure 1.2). 

The largest decline was in the Southwest county pair where the probability of being re-arrested 

declined by 2.0 percentage points (95% CI: -2.4, -1.6) in the month following expansion, which is a 7.27 

percent decrease from the pre-period mean. 

The estimated effect of Medicaid expansion on rates of re-arrest in Pima County relative to El 

Paso County was greatest among white (-2.2 percentage points in the month after expansion; 95% CI: -

3.0, -1.4) and male arrestees (-2.1 percentage points; 95% CI: -2.6, -1.7). Reductions in recidivism were 

similar among female and Hispanic/Latino arrestees compared to the full sample.  
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Figure 1.2: Changes in the probability of re-arrest between Medicaid expansion and non-expansion 
counties  
 

 

 
 
Sources/Notes: SOURCES Authors’ analyses of arrest data from county jails. The study period for the Midwest and 
Southwest is from July 1, 2012 – December 31, 2015. The pre-expansion period for the Southeast is from January 1, 2015 – 
June 30, 2018. Observations are at the person-month level. NOTES Estimates are from comparative interrupted time 
series regressions. Regressions are linear probability models. Each full sample regression is adjusted with gender and 
prior contact with the criminal justice system. The Midwest pair also adjusts for whether the arrest was a felony or 
misdemeanor and the interaction of this variable with the monthly counter. The Southwest county pair also adjusts for 
whether the arrest was for a parole violation and for whether the arrestee was Hispanic/Latino plus the interactions of 
these two variables with the monthly counter. Regressions using the Southeast county pair also adjust for whether the 
arrestee was African-American and the interaction of this variable with the monthly time trend. Stratified regression 
analyses in each county pair adjust for these same covariates except for the variable that the sample was stratified on.  
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In the Midwest county pair, the probability of an individual being arrested declined by 0.87 percentage 

points in the month after expansion (95% CI: -1.4, -0.4 percentage points) in Hennepin County, MN 

relative to Dane County, WI, which amounts to a 2.9 percent decrease from the pre-period rate of re-

arrest. Similar declines in the probability of re-arrest were experienced among male and female 

arrestees. In the Southeast county pair, Medicaid expansion was not associated with changes in the 

probability of re-arrest.  

In addition to the immediate effects of Medicaid expansion on rates of re-arrest, we found 

sustained decreased rates of recidivism for arrestees in the Midwest (-0.03 percentage points per 

month; 95% CI: -0.04, -0.01) and Southwest (-0.07 percentage points per month; 95% CI:  -0.06, -0.08) 

county pairs (Figure 1.2). The effects were similar for all subgroups examined in these two county 

pairs. While there was no change in the level of the outcome in the Southeast, arrestees in EBR, LA 

experienced a change in trend relative to their counterparts in Hinds County, MS (0.07 percentage 

points per month; 95% CI: 0.06, 0.09). This change in the long-term probability of re-arrest is similar 

for male, female, and African American arrestees. 

By extrapolating the level and  slope change to the end of the study period, we found that 

Medicaid expansion led to an average decline in the probability of re-arrest of 1.49 percentage points 

(an 4.92 percent decrease) in Hennepin Co., MN compared to Dane Co., WI; an average decline of 3.6 

percentage points (an 13.1 percent decrease) in Pima Co., AZ compared to El Paso Co., TX. In the 

Southeast, a differential trend increase resulted in a 1.61 percentage point increase (a 10.1 percent 

increase) in the probability of re-arrest in EBR relative to Hinds Co., MS. 

 

Number of Arrests 

Like the descriptive statistics for the likelihood of re-arrest, the average number of arrests in the pre-

period was higher in Hennepin County, MN than in Dane County, WI (1.54 vs. 1.46). The average 

number of arrests for men and women in the expansion county was also higher than that of the non-

expansion county in the Midwest pair (Table 1.2). Similarly, the average number of arrests was higher 

in Pima County, AZ compared to El Paso County, TX (1.50 vs. 1.22) in the full sample and among all 

stratifications.  
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Figure 1.3: Changes in the number of re-arrests between Medicaid expansion and non-expansion 
counties 
 

 

 
 
Sources/Notes: SOURCES Authors’ analyses of arrest data from county jails. The pre-expansion period for the Midwest 
and Southwest is from July 1, 2012 – December 31, 2015. The pre-expansion period for the Southeast is from January 1, 
2015 – June 30, 2018. Observations are at the person-month level NOTES Estimates are from comparative interrupted 
time series regressions. Regressions are Poisson regression models with an identity link. Each full sample regression is 
adjusted with gender and prior contact with the criminal justice system. The Midwest pair also adjusts for whether the 
arrest was a felony or misdemeanor and the interaction of this variable with the monthly counter. The Southwest county 
pair also adjusts for whether the arrest was for a parole violation and for whether the arrestee was Hispanic/Latino plus 
the interactions of these two variables with the monthly counter. Regressions using the Southeast county pair also adjust 
for whether the arrestee was African American and the interaction of this variable with the monthly time trend. 
Stratified regression analyses in each county pair adjust for these same covariates except for the variable that the sample 
was stratified on.  § denotes that p-value is not statistically significant after Bonferroni adjustment for multiple 
comparisons.  
 



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 
24 

Arrestees in Hinds County, MS (non-expansion) had a higher average number of arrests compared to the 

EBR, LA (1.27 vs. 1.21), which was also the case for male, female, and black arrestees in the Southeast 

pair.  

Overall, Medicaid expansion resulted in a decline in the average number of arrests per person in 

the Midwest (-0.04; 95% CI: -0.02, -0.06) and Southwest (-0.08, 95% CI: -0.06, -0.10) expansion counties 

compared to the respective non-expansion counties in the month after Medicaid expansion (see Figure 

1.3).  In both the Midwest and the Southwest, the change in the number of arrests did not differ 

significantly in the stratified samples compared to the full sample estimate.  

Similar to the probability of re-arrest, the change in the number of arrests in the Southeast county 

pair is close to zero and not statistically significant (-0.004; 95% CI: -0.02, 0.01), suggesting that 

there’s no immediate impact of Medicaid expansion and recidivism.  

The longer-term effects of Medicaid expansion on the average number of arrests per person were 

similar to the pattern of results seen in the analyses with the probability of re-arrest. The average 

number of arrests per person/month decreased more in Hennepin County, MN compared to Dane 

County, WI (-0.001; 95% CI: -0.001, -0.002). The average number of arrests per month decreased for 

the full sample, male, female, and Hispanic/Latino arrestees (roughly 0.003 arrests per month) in Pima 

County, AZ compared to El Paso County, The average number of arrests per month after Medicaid 

expansion increased for all groups in EBR, LA compared to the rate in Hinds County, MS (0.004 arrests 

per month; 95% CI: 0.003, 0.004).  

Via linear extrapolation of the level and slope change, we found that Medicaid expansion led to an 

average decline of 0.1 arrests per person in Hennepin Co., MN compared to Dane Co., WI, and an 

average decline of 0.2 arrests in Pima Co., AZ compared to El Paso Co., TX two years after Medicaid 

expansion (the end of our study period). In terms of percent changes, this is a 5.8 percent decrease in 

the Midwest, and a 13.3 percent decrease in the Southwest. Taking into account only the trend 

increases in the Southeast, Medicaid expansion resulted in 0.2 more arrests per person in EBR 

compared to Hinds Co., MS, which is equivalent to a 12.2 percent increase. 
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Falsification Tests 

As suggested above, falsification tests, such as these, may not be ideal when assessing whether we are 

isolating the causal effect of Medicaid expansion on recidivist behavior. These tests did not allow for us 

to specify any ramp up to Medicaid expansion, particularly in the Southeast county pair where the 

ACA’s other coverage provisions had been in place for more than two years prior to Medicaid 

expansion. With these caveats, the falsification tests suggested that we were capturing the causal 

effect (see Tables A.2 and A.3). In all three county pairs, we did not detect any change in the intercept 

at the false implementation points for the probability of re-arrest or the number of arrests. However, 

we did detect a differential change in the slope of the line just prior to expansion for both outcomes in 

the Midwest and Southwest.  

 

Limitations  

There are several limitations in our study. First, our data consisted of booking data. We did not know 

who gains health insurance under Medicaid expansion. Thus, we conducted an intent-to-treat analysis. 

Additionally, we could not differentiate between individuals who are lost to follow up vs. never re-

arrested. We assumed that rates of attrition are similar over time and across the counties in each 

county pair. 

Second, from interviews and site visits, we identified changes to the behavioral health and criminal 

justice systems that add context to our results, but also highlighted that in some cases, changes may 

not be attributed entirely to Medicaid expansion.  Hinds County, MS discontinued a mental health 

diversion program in late 2015 after the current sheriff was elected in August 2015 (expansion 

happened in LA in June 2016), despite evidence that the program saved the county $250,000 in the 

year after implementation.   

Third, baseline differences in the composition of each county’s arrested population and the overall 

arrest activities may suggest that these are not perfect comparison counties. We chose the counties 

based on their similarity on the county’s full demographic characteristics, rather than the 

characteristics of the jailed population. To the extent that the characteristics of the jailed populations 

and differential policing/arrest activity were stable over time, our design netted out these differences.  
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Discussion 

Overall, Medicaid expansion reduced both the probability of re-arrest and the number of arrests in two 

of the three county pairs. In the Midwest and Southwest, the estimated effects at two years post-

expansion were consistent with estimates from other studies on the relationship between access to 

healthcare services and recidivism (between a 5 and 13 percent decrease). Additionally, the mixed 

nature of the findings (an increase in the Southeast) is also consistent with prior literature.    

These estimates are similar to other initiatives to reduce recidivism. Adult drug courts reduce 

recidivism rates by roughly eight percent,24 One meta-analysis of educational and vocational training 

programs found that these programs were associated with a 13 percentage point decrease is 

recidivism,25 while another estimated these programs to reduce recidivism by seven to nine percent,24 

However, many of the studies included in these meta-analyses suffer from the same selection issues as 

found in previous studies on the effect of increased access to healthcare services on recidivism.  

However, our estimates might be smaller than the true effect of Medicaid expansion on recidivism. 

We did not measure first-order effects – health insurance coverage and access to care – of Medicaid 

expansion in the jail-involved population nor did we measure the change in recidivism in individuals 

who obtained Medicaid coverage and subsequent behavioral health treatment. If we were able to 

conduct a treatment-on-the-treated analysis, then our estimates would scale by the proportion of 

individuals who enrolled in Medicaid coverage due to expansion. If we were to use the previously 

published proportion of jail-involved individuals that would be eligible for Medicaid expansion,2 scaling 

our estimates would suggest that expansion is associated with a 16-32 percent reduction in the rate of 

recidivism. 

In the Southeast, we failed to detect a change in the level in EBR relative to Hinds Co with the 

implementation of Medicaid expansion, and the change in the slope resulted in an overall increase in 

the probability of re-arrest and number of arrests 24 months after expansion. This could be a result of 

changes to behavioral health and criminal justice practices required by the federal consent decree in 

Hinds County, MS and the lack of integration and coordination between these two systems in East Baton 

Rouge Parish, LA. 
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Additionally, we stratified our analyses by race and gender to address within-pair heterogeneity and 

make comparisons across individuals who are treated more similarly by the policing, healthcare, and 

criminal justice systems. The estimates for these stratified groups were either the same size or larger 

than the full sample, which strengthens our inferences. Moreover, our qualitative analysis of the 

efforts occurring in each of the counties (see the Methods section) allowed us to draw out the contexts 

that may make Medicaid expansion more or less effective in reducing recidivist behavior. Indeed, our 

results mirrored the previous literature – enhanced financial access to healthcare services contributes 

to a reduction in recidivism.  

Other contributing factors include coverage of evidence-based treatment for mental illnesses and 

substance use disorders; adequate capacity in the community’s behavioral health treatment system; 

the provision of mental illness and substance use disorder treatment services in jail, both pre-

adjudication and while incarcerated; the coordination and continuity of care across the criminal justice 

and behavioral healthcare systems; the implementation of jail diversion programs that keep individuals 

with mental illness or substance use disorder from entering the criminal justice system; and the 

availability of other social programs, such as supportive housing and employment, that improve the 

social status of individuals with mental illness or substance use disorder. Reducing rates of re-arrest, 

particularly for individuals with severe mental illness and/or substance use disorders, requires 

coordinated efforts between multiple social service systems and increased integration of those systems 

could be an important policy lever to increase time in the community. 
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Abstract  

The primary goal of Medicaid coverage is to provide financial protection against large health care 

expenses for eligible low-income populations. One way that Medicaid provides this financial protection 

is the retroactive eligibility provision, which provides Medicaid coverage for the 90 days prior to 

enrollment for those who were eligible for Medicaid during this period. In recent years, a number of 

states have received approval from the Centers for Medicare and Medicaid Services to waive the 

retroactive eligibility provision.  In doing so, states have argued that the removal of retroactive 

eligibility will result in greater Medicaid enrollment because patients won’t wait until they get sick to 

sign up; in turn, advocates of the waiver claim it will improve coverage continuity and health outcomes 

for beneficiaries. Despite these claims, there has been little research examining the impact of 

retroactive eligibility waivers. In this paper, we examine the relationship between retroactive 

eligibility waivers and monthly Medicaid enrollment for four states that implemented a retroactive 

eligibility waiver between 2016-2018 using a difference-in-differences analysis. We found that 

implementation of a retroactive eligibility waiver did not impact average Medicaid enrollment in the 

year after implementation. When we estimated a dynamic treatment effect for each month after 

implementation, we found no meaningful differences in our comparative case study analyses. When we 

pooled the states together to address potential power issues, we found a statistically significant 10% 

decrease in Medicaid enrollment at months five and six after implementation. In supplemental analysis, 

we obtained similar results using the synthetic control method. Future research should further examine 

the impact of retroactive eligibility waivers on the health and financial status of newly enrolled 

Medicaid beneficiaries, enrollment continuity, and the financial status of health care providers. 
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Introduction 
 

Retroactive eligibility, a statutory requirement of a state’s Medicaid program, provides Medicaid 

coverage for the 90 days prior to application, given that the beneficiary would have been eligible for 

Medicaid in those 90 days and that the medical expenses incurred during that time were for services 

covered by Medicaid. Over half of uninsured children and one quarter of uninsured adults are eligible 

but unenrolled in Medicaid.26 Because these individuals may only enroll at or after a health care 

encounter, the goal of retroactive eligibility (retroactive eligibility) is to provide financial protection 

for large expenses that may have been incurred prior to enrollment.  As a concrete example, imagine a 

parent who is severely injured in a car accident and uninsured but eligible for Medicaid coverage. The 

family may need time to gather application materials and apply for Medicaid coverage, but the 

beneficiary needs health care services immediately. Retroactive eligibility acts a stop gap measure to 

provide financial reimbursement of these services once the patient’s application for Medicaid is 

approved. In addition to protecting the beneficiary, retroactive eligibility also provides compensation 

to the health care facility that provides the services in this situation. 

For over two decades, states have received permission to limit or waive retroactive eligibility in 

the Medicaid program. In its push to give states more flexibility to design their Medicaid programs, the 

Centers for Medicare and Medicaid Services (CMS) under the Trump administration has approved eight 

Section 1115 waivers that eliminate retroactive eligibility. Prior to this, states received approval to 

eliminate retroactive eligibility for a limited population of beneficiaries. Most notably, a number of 

states recently received approval to waive this provision for Group VIII beneficiaries under the 

Affordable Care Act (ACA). Most recently, however, Iowa received permission to waive the retroactive 

eligibility provision for all covered populations except pregnant people and women under one year of 

age, the most expansive removal to date. 

The removal of retroactive eligibility is largely under-studied. No state with a Section 1115 waiver 

has provided a formal evaluation of waiving retroactive eligibility. In published guidance, CMS provides 

a sample logic model and set of hypotheses for states to consider when evaluating this change to the 

Medicaid program.27  In approving waivers to elimination retroactive eligibility, CMS has argued that 
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this change will increase enrollment by people when they are healthy relative to those with access to 

retroactive eligibility. Additionally, CMS suggests that a retroactive eligibility waiver will incentivize 

early enrollment and greater enrollment continuity, since beneficiaries will have no access to coverage 

during lapses or gaps in enrollment.  

While there is little evidence on the impact of retroactive eligibility waivers, there is considerable 

evidence on Medicaid’s relationship with health and financial outcomes. Though not all studies find 

positive effects of gaining Medicaid on specific health outcomes,28,29 a large body of evidence shows 

improvements across a range of health outcomes from gaining Medicaid,29–33 including multiple studies 

from both before and after the ACA demonstrating reductions in mortality.34,35   

The evidence is even stronger that Medicaid results in improved financial status for beneficiaries. 

Prior evidence from coverage expansions demonstrates that Medicaid is an effective way to reduce the 

financial burden of medical costs in low-income populations30,36–39 and losing Medicaid coverage results 

in less financial security.40  Retroactive eligibility is likely one mechanism through which Medicaid may 

reduce burdensome medical bills or alleviate other medical care-related financial hardships by 

providing coverage for expenses incurred prior to Medicaid enrollment. Thus, it is possible that a 

retroactive eligibility waiver results in greater financial hardship. Indeed, an informal, interim 

evaluation in Indiana found that 13.9% of enrollees would have previously been eligible for the program 

and incurred over $1,500 in medical expenses in the retroactive eligibility period.41  

However, there is currently no literature on the impact of a retroactive eligibility waiver on 

enrollment. The logic model published by CMS would suggest that eliminating retroactive eligibility 

would result in increased enrollment after the waiver is implemented.27 However, it is also possible 

that a retroactive eligibility waiver would result in decreased enrollment, as prospective beneficiaries 

may see less benefit or value in Medicaid coverage without retroactive eligibility or health care 

providers may be less likely to enroll individuals since there is no possibility of reimbursement for 

services previously rendered. An informal, prospective analysis in Iowa suggests the latter – the 

retroactive eligibility waiver could result in 3,344 fewer enrollees per month, resulting in a decline in 

annual Medicaid spending of $36.8M ($27.1M federal share, $9.7M state share).41 This decline 
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represents roughly 0.5% of the average monthly enrollment in 2018, the majority of whom be children 

and Medicaid expansion adults.  

In this paper, we evaluate the relationship between a retroactive eligibility waiver and Medicaid 

enrollment to estimate one of the ‘short-term’ outcomes hypothesized by CMS. We do so with four 

comparative case studies of states that implemented a retroactive eligibility waiver after the ACA’s 

implementation using monthly Medicaid enrollment data from CMS and quasi-experimental design. 

Data and Methods 
 
Our outcome of interest was monthly Medicaid enrollment, which is publicly-available from CMS.42 

Since September 2013, CMS has required that states provide monthly data on the number of 

applications and determinations for Medicaid and CHIP, as well as monthly enrollment in these 

programs. For each month, CMS provides provisional and updated data. For each month in the study 

period, we obtained the updated total number of enrollees in Medicaid in each state. We log-

transformed these data for our analyses. Details of a state’s retroactive eligibility waiver, including the 

population affected and the conditions of the waiver, were obtained from the Kaiser Family 

Foundation.43  The date of implementation for each retroactive eligibility waiver was taken from the 

state’s approved Section 1115 waiver that contained the retroactive eligibility provisions. 

To adjust for potential time-varying confounders in DID regression analysis, we used data from 

publicly available sources as covariates. We obtained the federal medical assistance percentage (FMAP) 

value for each state and fiscal year combination during our study period from the Office of the 

Assistant Secretary for Planning and Evaluation.44 The FMAP is the proportion of Medicaid expenditures 

that the federal government covers. A state’s FMAP is determined by its per capita income and is 

statutorily set between 50% and 83%. In FY 2020, the highest FMAP rate is for Mississippi at 76.98%. The 

seasonally adjusted monthly unemployment rate for each state was obtained from the Bureau of Labor 

Statistics.45 Using micro data from the American Community Survey, we obtained the proportion of 

each state’s population that are of women of child-bearing age (19-44).46 States with a higher 

proportion of the population in this demographic likely have higher Medicaid enrollment, as Medicaid 

covers just under half of the births nationwide.47  We also obtained annual eligibility levels for Section 
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1913 parents (i.e., parents who were eligible for Medicaid prior to the ACA’s expansions) of the 

Medicaid program from the Kaiser Family Foundation.48–51  

 

Study Period and Comparison States 

Table 2.1 lists the states we include in our study sample, as well as details about each state’s 

retroactive eligibility waiver, the comparison states used, and the time period for each comparative 

case study. Our study sample consists of states that implemented an approved retroactive eligibility 

waiver since the ACA’s Medicaid expansion went into effect on January 1, 2014, but the 

implementation of this waiver did not coincide with the implementation of another major Medicaid 

policy. For instance, Indiana’s retroactive eligibility waiver for its adult expansion population was 

implemented on the same date as the state’s Medicaid expansion. We cannot parse out the differential 

effect of retroactive eligibility on enrollment from the large increase due to Medicaid expansion, so we 

excluded Indiana from our sample. 

 

Table 2.1: Retroactive eligibility waiver states and study details 
State Implemented  Waiver applies to Comparison states Study period 
AR 1/5/2017 Expansion adults IN, KY, LA, NM, WV 1/2016 - 12/2017 

FL 11/30/2018 All adults above 21  AL, GA, MS, SC, TN 11/2017 - 10/2019 

IA 11/1/2017 All state plan enrollees 
except pregnant women, 
children under 1 

IN, MI, MN, OH, SD 11/2016 - 10/2018 
 

NH 11/30/2018 Expansion adults CT, MA, NY, RI, VT 11/2017 - 6/2019 
 
SOURCES/NOTES: Sources States with approved retroactive eligibility waivers were obtained from the Kaiser Family 
Foundation. Details on the population covered by a retroactive eligibility waiver were also obtained from KFF. 
Implementation dates were obtained by reading the approved CMS waivers obtained from the federal Medicaid website. 
Notes Our sample states include states with retroactive eligibility waivers that were implemented after the ACA’s 
Medicaid expansion began on January 1, 2014 and where the implementation date was not the same as the state’s 
Medicaid expansion date. Comparisons states were chosen based on geographic proximity to the retroactive eligibility 
state and Medicaid expansion status. The post-period of the New Hampshire analysis was truncated to not overlap with 
the implementation of New Hampshire’s Medicaid work requirement. 
 

For each comparative case study, our study period consisted of 12 months prior to implementation 

of a retroactive eligibility waiver and up to 12 months after the retroactive eligibility waiver was 

implemented. In Arkansas, we truncated the post-implementation period to 11 months because 

Arkansas received approval for its Medicaid work requirement in January 2018, which may have 
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resulted in a decline in Medicaid enrollment despite the work requirement not being implemented until 

June 2018. We do a similar truncation in New Hampshire, which implemented its work requirement in 

June of 2019. In both Arkansas and New Hampshire, the retroactive eligibility provision was included in 

the state’s work requirement waiver. Both of these waivers have been invalidated by federal courts. 

This reinstated retroactive eligibility in New Hampshire in July 2019 (we truncate our post period to 

June 2019) and in Arkansas in March 2019 (our study period ends in December 2017). New Hampshire’s 

legislature passed a law requiring that the state move forward with new retroactive eligibility waiver in 

2019.43 

Comparison states were chosen based on geographic proximity, whether the treated state was a 

Medicaid expansion state, and whether the comparator implemented major Medicaid reforms during 

the study period. For each retroactive eligibility state, we selected five comparator states.  

 

Difference-in-Differences Analysis 

To quantify the impact of a retroactive eligibility waiver on Medicaid enrollment, we use a difference-

in-differences (DID) design. Violations of the parallel trends assumption of DID may suggest that the 

counterfactual assumption made in DID is implausible. However, the null hypothesis that the trends are 

different can only be rejected – the alternative hypothesis that they are parallel cannot be 

confirmed.52 One way to relax the parallel trends assumption is to incorporate group-specific linear 

trends. Here, the counterfactual is constructed by extrapolating the growing linear difference between 

the two groups in the pre-period and then assume that any level change in the comparison group 

represents the change in the retroactive eligibility group. The counterfactual assumption of DID and 

details of our model specifications are in Appendix B.  

Because the states in our sample implement retroactive eligibility waivers at different times, 

pooling the four retroactive eligibility states and their respective comparison states results in a DID 

treatment effect that is the weighted average of all possible 2x2 combinations.53 Additionally, the 

retroactive eligibility waivers affect in each state may produce differential treatment effects, as they 

affect different proportions of the Medicaid population. For instance, a larger proportion of the 

Medicaid population in Iowa is subject to the waiver compared to the population in Florida. We analyze 
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each retroactive eligibility state separately in four comparative case studies as our main specification 

but conduct a pooled analysis as a sensitivity analysis. All regression models are adjusted using the 

covariates discussed above, as well as a dummy variable for whether or not the state allows for adults 

to be continuously enrolled in Medicaid for 12 months (vs. requiring renewal every six months).  In the 

Arkansas case study, we also include a binary (i.e., dummy) variable for July 2016 in Louisiana, when 

the state expanded its Medicaid program.  

DID with longer time series and clustered data results in standard errors that are too small.54 Initial 

recommendations to handle the intra-cluster correlation and serial autocorrelation introduced by these 

data structures are to use sandwich estimators to adjust the standard errors. Yet, even clustered 

standard errors can be mis-estimated when the number of clusters are small. Because we have a small 

number of clusters in each comparative case study, we use a wild-cluster bootstrap technique to adjust 

the standard errors.55,56 In a small number of clusters, this procedure results in fewer instances of Type 

I error than other standard error estimation procedures.55,57  

 

Supplemental Analyses 

In addition to the DID analysis, we used a synthetic control method to construct a synthetic comparison 

group for each of our four retroactive eligibility states using the same study period as used in the 

respective DID analysis. Rather than using a reasonable set of matched states as the comparison states, 

we allow for SCM to construct the synthetic comparison from all US states with data for the entire 

study period. As is standard with SCM analysis58,59,  we omit other states with major policy changes 

during the study period that could affect the outcome. For this reason, we omit the three other 

retroactive eligibility states for each case study. We also omit New Mexico, as it does not have 

published Medicaid enrollment data for all months in the study period. Details of our SCM analysis, 

including the covariates used, are in Appendix B.  

 

Limitations  

As with all quasi-experimental studies, our analysis has a number of limitations. First, DID and SCM rely 

on untestable causal assumptions. We conduct sensitivity analyses with both designs to assess the 
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plausibility of these assumptions but cannot confirm that these assumptions are met. We conduct DID 

with group-specific trends to test the plausibility of the parallel trends assumption. The details of the 

SCM sensitivity analyses are in Appendix B. 

Second, a number of states, including Florida, experienced large declines in the number of children 

enrolled in Medicaid in 2018.60 This could bias our results either toward zero if the anticipated effect is 

a decrease in enrollment or toward a larger effect if the expected change is an increase. In Florida, 

using lagged outcomes as covariates in the SCM analysis could help mitigate this bias, as these changes 

occur in the pre-period. In Iowa, where 2018 is the post-period, we do not include any states that 

experienced large declines in child enrollment in Medicaid in our comparison group. The enrollment 

data produced by CMS does not break down Medicaid enrollment by eligibility category, which 

prevented us from sub-setting the enrollment data to only the beneficiaries targeted by the retroactive 

eligibility waiver. Thus, enrollment trends in groups not affected by the waiver, such as the decline in 

child enrollment in 2018, may be biasing our estimation strategy in the Florida comparative case study. 

Lastly, with limited data, our analysis could be underpowered to detect the effect size that we 

might expect to see. The one prospective analysis in Iowa suggests that the implementation of a 

retroactive eligibility waiver is associated with a decline in monthly Medicaid enrollment of roughly 

3400 enrollees or 0.5% of the average monthly enrollment. If proponents of retroactive eligibility 

waivers expect an increase in enrollment of roughly the same size, we may also be under-powered to 

detect the expected effect.  

Results 
 
Prior to the implementation of a retroactive eligibility waiver, the chosen DID comparison states are 

generally similar to the retroactive eligibility states on selected pre-period state-level demographic 

and policy characteristics (Table B.1). Of notable exception is the unemployment rate in Arkansas 

(4.0%) versus that of its comparison states (5.7%) and the FMAP in Florida, which is 8.9 percentage 

points lower than its comparison states.   
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Difference-in-Differences  

Using Equation 1, we found no differential change in monthly Medicaid enrollment in the retroactive 

eligibility states compared to the selected comparison states (Table 2.2). The direction and magnitude 

of the treatment effects were mixed, though not statistically significant. Retroactive eligibility 

resulted in a 6.0 percent increase in enrollment in Iowa and a 5.5 percent decrease in enrollment in 

Florida. The effects in Arkansas and New Hampshire were smaller – we found a 2.6 percent increase in 

enrollment in Arkansas and a 0.4 percent decrease in Medicaid enrollment in New Hampshire after the 

implementation of a retroactive eligibility waiver compared to their respective comparison groups. 

When we adjusted for the possibility of differential pre-trends (i.e., parallel pre-trend violations) using 

Equation 2, we found that the treatment effect estimates did not significantly change.  

Table 2.2: Change in Medicaid enrollment after retroactive eligibility waiver implementation 
 Without group trends  With group trends  
 % change in 

enrollment 
Bootstrapped 

95% CIs 
% change in 
enrollment 

Bootstrapped 
95% CIs 

Arkansas 
(N = 144) -0.06 -15.5, 16.9 4.0 -25.8, 46.2 

Florida 
(N = 144) 

-6.6 -26.4, 17.3 -3.8 -13.8, 7.3 

Iowa  
(N = 144)   

9.6 -82.0, 59.5 6.6 -47.5, 50.6 

New Hampshire 
(N = 120) 

-2.8 -39.8, 23.9 -1.7 -22.8, 22.7 

 
SOURCES/NOTES: Sources Authors’ regression analysis of Medicaid monthly enrollment data from CMS. Notes Difference-
in-difference regression models are population-weighted, log-linear models with wild-cluster bootstrapped standard 
errors. The “without group trends” model reflects Equation 1, and the “with group trends” model reflects Equation 2 
(See Appendix A). Models include state fixed effects and are adjusted for the proportion of the population that of child-
bearing age, the state’s FMAP, Section 1931 eligibility levels, whether the state allows for 12 months of continuous 
eligibility, and the seasonally adjusted unemployment rate. The post-period of the New Hampshire analysis was truncated 
to not overlap with the implementation of New Hampshire’s Medicaid work requirement. 
 

When we used Equation 3 to trace out the dynamic effects of the DID without accounting for group-

specific trends, we found no change in Arkansas (Figure 2.1, Panel A). From the first to the second 

month, we estimated a sharp decline in the differential change in Medicaid enrollment. From month 

two onward, there was a steady increase in the differential change in Medicaid enrollment, but this 

change was not different from zero. Again, in Arkansas, we could not rule out large positive or negative 

effects at any time point in the post-period. 

In Florida (Figure 2.1, Panel B), we estimated a slow differential decline in the first nine 

months after the retroactive eligibility waiver. However, this decline was not different from zero at 
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any time point in the first nine months. In month 10, we estimated a 16.0 percent decline (95% CI: -

24.2, -12.3) in Medicaid enrollment in Florida relative to the comparison states. This decline persisted 

in months 11 (15.7%; 95% CI: -24.0, -9.3) and 12 (15.7%; 95% CI: -26.0, -6.5).   

Figure 2.1: Percent change in Medicaid enrollment each month after retroactive eligibility waiver 
without group-specific trends in DID estimation 

 
SOURCES/NOTES: Sources Authors’ regression analysis of Medicaid monthly enrollment data from CMS. Notes Difference-
in-difference regression models are log-linear models with wild-cluster bootstrapped standard errors and reflect Equation 
3. Models include state fixed effects and are adjusted for the proportion of the population that of child-bearing age, the 
state’s FMAP, Section 1931 eligibility levels, whether the state allows for 12 months of continuous eligibility, and the 
seasonally adjusted unemployment rate. Dashed lines are the 95% confidence intervals from the bootstrapped standard 
error procedure. The post-period of the New Hampshire analysis was truncated to not overlap with the implementation of 
New Hampshire’s Medicaid work requirement. 
 

In Iowa (Figure 2.1, Panel C), we estimated a gradual increase in the differential change in 

Medicaid enrollment relative to its comparison states from 3.2 percent to 7.6 percent over the course 

of the post period. However, these changes were not statistically different from zero at any post-

period time point. In New Hampshire (Figure 2.1, Panel D), our estimates produced no clear pattern of 

differential change in Medicaid enrollment for the six months after the retroactive eligibility waiver 

was implemented.  
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When we adjusted for the possibility of differential pre-trends in our DID analysis using Equation 4, 

our results were qualitatively similar in Arkansas (Figure 2.2, Panel A), Iowa (Figure 2.2, Panel C), and 

New Hampshire (Figure 2.2, Panel D). We still cannot rule out positive or negative large effects of a 

retroactive eligibility waiver on Medicaid enrollment. In Florida (Figure 2.2, Panel B), our monthly 

estimates with group-specific trends looked similar to our estimates produced by Equation 3. However, 

the estimates at month 10 and month 12 were no longer statistically significant at the ! = 0.05 level (-

13.4; 95% CI: -27.5, 0.1 and -12.4; 95% CI: -36.3, 14.1, respectively).  

Figure 2.2: Percent change in Medicaid enrollment each month after retroactive eligibility waiver with 
group-specific trends in DID estimation 

 
 
SOURCES/NOTES: Sources Authors’ regression analysis of Medicaid monthly enrollment data from CMS. Notes Difference-
in-difference regression models are log-linear models with wild-cluster bootstrapped standard errors and reflect Equation 
3. Models include state fixed effects and are adjusted for the proportion of the population that of child-bearing age, the 
state’s FMAP, Section 1931 eligibility levels, whether the state allows for 12 months of continuous eligibility, and the 
seasonally adjusted unemployment rate. Dashed lines are the 95% confidence intervals from the bootstrapped standard 
error procedure. The post-period of the New Hampshire analysis was truncated to not overlap with the implementation of 
New Hampshire’s Medicaid work requirement.  
 
When we pooled the retroactive eligibility states together to address potential power issues in the 

comparative case studies, we did not find a difference in enrollment in the retroactive eligibility states 

relative to the comparator states in the difference-in-differences specifications with and without group 
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trends (Table 2.3). Using the DID specification where we traced out dynamic treatment effects, we 

found statistically significant declines in Medicaid enrollment the fifth (10.1 percent; 95% CI: -19.5, -

0.80) and sixth (10.8 percent; 95% CI: -19.1, -2.5) months after implementation of a retroactive 

eligibility waiver across both specifications. There were similar declines in Medicaid enrollment ten 

months after a retroactive eligibility waiver (12.1; 95% CI: -20.3, -3.9).  

While there is no a priori reason to believe that retroactive eligibility waivers would take 10 

months to produce declines in enrollment, it is possible that the declines in months five and six after 

implementation are attributable to the elimination of retroactive eligibility, provided that it takes time 

for knowledge of this change to diffuse to among beneficiaries and health care providers. 

 
Table 2.3:  Pooled DID analysis of retroactive eligibility and Medicaid enrollment 
 Without group trends With group trends 
 % change in 

enrollment Clustered 95% CIs % change in 
enrollment Clustered 95% CIs 

DID Estimate -2.3 -5.4, 0.71 -1.7 -5.4, 2.0 
Dynamic Estimates     
   Month 1 -0.07 -3.2, 3.0 -0.23 -3.5, 3.0 
   Month 2 1.6 -1.3, 4.6 1.5 -1.9, 4.8 
   Month 3 0.74 -1.8, 3.2 0.54 -2.3, 3.4 
   Month 4 -0.44 -2.6, 1.7 -0.65 -2.9, 1.6 
   Month 5 -9.9 -18.3, -1.5 -10.1 -19.5, -0.80 
   Month 6 -10.6 -17.8, -3.4 -10.8 -19.1, -2.5 
   Month 7 -0.20 -2.9, 2.5 -0.48 -3.8, 2.9 
   Month 8 0.59 -2.5, 3.7 0.31 -2.5, 5.2 
   Month 9 1.7 -1.4, 4.7 1.4 -2.5, 5.2 
   Month 10 -11.8 -18.5, -5.0 -12.1 -20.3, -3.9 
   Month 11 -0.40 -2.7, 1.9 -0.75 -3.9, 2.4 
   Month 12 0.8 -1.6, 3.2 0.46 -3.1, 4.1 

 
SOURCES/NOTES: Sources Authors’ regression analysis of Medicaid monthly enrollment data from CMS. Notes Difference-
in-difference regression models are log-linear models with clustered standard errors and reflect all four equations. 
Models include state fixed effects and are adjusted for the proportion of the population that of child-bearing age, the 
state’s FMAP, Section 1931 eligibility levels, whether the state allows for 12 months of continuous eligibility, and the 
seasonally adjusted unemployment rate. The dynamic estimates do not include New Hampshire and its comparators in 
months 9-12, as the post-period was truncated to not overlap with the implementation of New Hampshire’s Medicaid 
work requirement.  
 

Synthetic Control Method (SCM) 

In all four retroactive eligibility states, SCM produced a synthetic control group that looks nearly 

identical on pre-period averages of the lagged outcome and covariates (Table B.2). Because of the size 

of Florida’s total and Medicaid-enrolled population, the state’s most similar on these dimensions are 

expansion states. Thus, almost all states that comprise synthetic Florida are Medicaid expansion states. 
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The evolutions of the outcome in each case study over the pre and post retroactive eligibility 

period are shown in Figures B.1 – B.4. Using an ‘eyeball test’, the SCM seems to match the outcome 

across the retroactive eligibility state and synthetic control group in the pre-period fairly well. The 

‘eyeball test’ is confirmed by the root mean squared prediction error (RMSPE) in each of the four 

comparative case studies. In all four of our case studies, we obtained RMSPEs under 0.5, suggesting 

that the fit of our SCM is quite good. Visual inspection of the post-period outcome trends between the 

retroactive eligibility state and synthetic control group showed no substantial deviation of the 

retroactive eligibility state’s trend in Arkansas, Iowa, or New Hampshire (Figures B.1, B.3, and B.4, 

respectively). In Florida, however, we found a decrease in enrollment in the synthetic control group 

relative to Florida in month 11 after the retroactive eligibility waiver was implemented.  

We also conducted a 2x2 difference-in-difference analysis using the outcomes from the SCM 

analysis. We then tested the estimated treatment effect using a z test. Using this technique, we found 

no statistically significant change in Medicaid enrollment using the SCM analysis, which is consistent 

with the results of our comparative case study DID analysis. Results and discussion of sensitivity 

analyses for the SCM analysis can be found in the Appendix B and Table B.4.  

Discussion 
 
Overall, we found no consistent change in Medicaid enrollment after the implementation of a 

retroactive eligibility waiver using two quasi-experimental methods. Our comparative case study DID 

analyses were likely under-powered to detect the effect size of interest, as indicated by the small 

treatment effects and large confidence intervals. We conducted an analysis where we pooled where we 

found that the implementation of a retroactive eligibility waiver is associated with a decrease in 

enrollment of roughly 10% in our pooled analysis at five and six months after implementation of a 

retroactive eligibility waiver. However, there was no reason a priori to think that we would find a 

change in enrollment at this time. Future research should investigate whether this decline was among 

the population subject to the retroactive eligibility waiver and thus attributable to the implementation 

of the waiver.  
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Another possible reason for detecting no consistent relationship is because there was none. As CMS 

points out in its evaluation logic model, one of the moderating factors to the relationship between a 

retroactive eligibility waiver an increased enrollment is beneficiary knowledge and understanding.27 

Previous literature suggests that Medicaid beneficiaries (like most privately-insured Americans) do not 

fully understand their benefit package or know when the benefit package changes.61  

Conditional on beneficiaries understanding retroactive eligibility and knowing that they can no 

longer receive retroactive coverage, other moderators may inhibit enrollment. Over the course of the 

Trump administration, states have implemented barriers, including retroactive eligibility waivers, to 

slow Medicaid enrollment. Together, it is likely that these collective efforts have had a negative effect 

on Medicaid enrollment over the past several years. This does not invalidate our study design, however, 

as retroactive eligibility waivers were implemented at separate and distinct times from these other 

efforts. 

Future research should explore the effect of retroactive eligibility waivers on other outcomes, as it 

is possible that other outcomes are affected by this change even in enrollment does not change. As 

suggested by CMS’ logic model, the impact of retroactive eligibility waivers on enrollment continuity, 

health outcomes, and the financial status of beneficiaries and hospitals are of particular interest. 

Understanding how retroactive eligibility provisions affects these outcomes is important to know 

whether CMS should continue to approve these kinds of waivers, as other at least two other states 

(Nebraska and Utah) have a retroactive eligibility waiver pending with CMS.43 
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Abstract 

The use of quasi-experimental methods for health services and health policy research has proliferated 

over the last two decades, as researchers focus on program evaluation and studies of causal inference. 

Two popular such methods, difference-in-differences (DID) and comparative interrupted time series 

(CITS), compare observations before and after intervention in treated and comparison groups. Both 

methods compare the change in the treated group relative to the change in the comparison group and 

rely on strong, untestable counterfactual assumptions. However, the methodological literature on CITS 

lacks the mathematical formality for DID, which can obscure comparisons of the two approaches. In 

this paper, we use the potential outcomes framework to formalize the estimands for two versions of 

CITS — a general version described by Bloom (2005) and a linear version often used in health services 

research. We then compare these outcome models to two of their DID counterparts — DID with time 

fixed effects and DID with time fixed effects and group trends. We show that these two designs begin 

to diverge in counterfactual construction and treatment effect estimation when one leans into each 

design’s respective constraints. For CITS, this constraint is linearity. In DID, the constraint is a constant 

difference between the two groups. In the constrained situation, the choice between these two designs 

matter, and researchers should consider a number of factors (e.g., the data-generating mechanism, 

the plausibility of linearity, the presence of diverging pre-trends) when deciding which of these two 

designs to use. We also demonstrate that the most general versions of CITS and DID (general CITS and 

DID with time fixed effects and group trends), when estimated with linear regression, produce the 

same counterfactuals and estimate nearly identical treatment effects. The only difference between 

these two designs is the language used to describe them. We suggest that empiricists carefully write 

down the outcome model and counterfactuals they are assuming to allow for a more transparent 

evaluation of the plausibility of the assumptions being made, regardless of the language being used. 
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Introduction 

Observational methods in social science research have proliferated over the last two decades, as more 

studies seek to make causal inferences, and observational designs have been demonstrated to reliably 

estimate experimental results.21,62–65 Among the designs used in health policy and health services 

research, difference-in-differences (DID) is particularly popular thanks to the method’s visual and 

conceptual simplicity. For instance, over 300 peer-reviewed publications have evaluated the Affordable 

Care Act’s Medicaid expansion, and the majority use DID.66  DID compares the change in outcome 

before and after treatment in a treated group to the change in outcome in a group that does not 

receive treatment (the comparison group). Advances in DID methodology have been developed in the 

econometrics and statistics literature in parallel to the method’s growing use.23,53,67–72  

A comparative interrupted time series (CITS; also known as interrupted time series with a control 

or controlled interrupted time series) is superficially similar. It uses treated and comparison groups to 

quantify changes before and after an intervention and relies on untestable counterfactual assumptions. 

The methods are so similar that critiques of observational methods have lumped DID and CITS together, 

asserting these methods are the same.73 Despite these similarities, proponents of DID and CITS each 

strongly prefer their respective method. While this is partly disciplinary (DID is preferred in economics, 

while CITS is preferred in health services, education policy, and clinical epidemiology research), the 

lack of mathematical formalization of CITS may contribute to the confusion. 

To further add to the confusion, there are different formulations of both DID and CITS. In fact, 

education and health services researchers usually define CITS differently. The education policy 

literature defines CITS more generally than the health services literature. Throughout the remainder of 

this paper, we will discuss two of the most-often implemented versions of DID — DID with time fixed 

effects (“FE DID”) and DID with time fixed effects and group-specific pre-trends (“FE DID with group 

trends”) — and CITS — the generalized version of CITS (“general CITS”) used in education research and 

the fully linear version of CITS (“linear CITS”) used in health services research. 
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In some situations, only one method is feasible. FE DID requires only two observation points (one 

pre- and one post-intervention), FE DID with group trends requires at least five observation points (at 

least four in the pre-period and one in the post-period. General CITS also requires at least five 

observation points (four in pre and one in the post-period), while linear CITS requires at least eight 

(four pre- and four-post intervention). Both versions DID can estimate only one treatment effect (i.e., 

a level shift) or can estimate an effect at each post-period time point. Both versions of CITS usually 

estimate more than one treatment effect. General CITS estimates as many treatment effects as there 

are post-period time points, which could be a single time point or many. Linear CITS estimates two 

treatment effects — a level shift and a trend shift. Many researchers who prefer linear CITS cite the 

ability to estimate both immediate and sustained effects as an advantage of the method. In DID, this is 

often accomplished with time fixed effects interacted with treatment, which may be preferred 

because it is less parametric than linear CITS. However, linear CITS gives the magnitude and direction 

of the growing treatment effect, while DID with time-varying treatment effects or general CITS cannot. 

With both general CITS and DID with time-varying treatment effects, researchers must choose some 

way to summarize the treatment effect for decisionmakers. 

 Critics of DID state that the method is overly simplistic, restrictive, and inflexible. In the canonical 

specification of DID with two time points per group, this study design precludes adjustment for changes 

in the rate of the outcome prior to intervention. However, empirical DID often includes more than two 

time points to observe changes in the outcome prior to intervention. The counterfactual assumption of 

DID states that the average change in outcome from pre- to post-intervention in the two groups would 

have been the same if not for treatment. In practice, most researchers typically impose the most 

restrictive version of this assumption — the parallel evolution of outcomes at all pre- and post-period 

time points, which is often referred to as the “parallel pre-trends” assumption. However, alternative 

modeling specifications relax this.68,69  Other specifications, such as modeling group-specific trends, are 

often used to address instances when the adjusted pre-period trends are not parallel between the two 

groups.74  
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Critics of CITS argue that the method makes unnecessary parametric assumptions. But these parametric 

assumptions offer a way out of DID’s parallel pre-trend conundrum, since both versions of CITS 

explicitly model different outcomes trends in the two groups in the pre-period. The counterfactual 

assumption of general CITS is that the difference in the post period from the pre-period linear 

extrapolation would have been the same for the treatment and comparison group if not for treatment. 

Similarly, the counterfactual assumption of linear CITS is that the change in level and trend in the 

comparison group from the pre-period extrapolation would have been the same in the treated group if 

not for treatment. The tradeoff for modeling a less restrictive relationship between the two groups is a 

parametric assumption of linearity assumption. Deviations from linearity in the pre-period, like those 

shown in Baicker & Svoronos,75 may lead to a biased estimation of the treatment effect. Additionally, 

those authors demonstrate that irregularities in linearity near the edges of each period may have 

increased influence on treatment effect estimation. 

 DID and CITS differ in a number of ways, including functional form, counterfactual extrapolation, 

and treatment effect estimation. All four versions we consider add the change seen in the comparison 

group to the treatment group’s pre-period outcomes to construct the counterfactual. FE DID does not 

require any parametric specification of the outcome. FE DID with group trends assumes that the 

growing difference between the two groups is linear but does not specify a parametric form for the 

outcome. Both versions of CITS assume that the outcome trend is linear; general CITS assumes linearity 

in the pre-period trend only, while linear CITS assumes linearity in both the pre- and post-period 

trends. 

All four designs extrapolate the pre-period outcomes to the post-period to construct the 

counterfactual in the post-period. FE DID assumes and extrapolates no trend difference between the 

comparison and treatment group. FE DID with group trends assumes that the observed trend difference 

in the pre-period would continue to the post period. General CITS also assumes that the observed pre-

period trend difference would continue into the post period. The counterfactual is constructed in FE 

with group trends by extrapolating the linear difference between the two groups and then adding the 

comparison group’s level change to the pre-period level of the treated group. Counterfactual 
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construction is similar in the general version of CITS. The distance between the linear extrapolation of 

the comparison group’s pre-period outcome and each observed post-period outcome is added to the 

treated group’s linear extrapolation. Like general CITS, linear CITS extrapolates both groups’ pre-

period trend. To construct the counterfactual, the difference between the comparison group’s 

extrapolated intercept and trend and its observed post-period intercept and trend is added to the 

extrapolated intercept and trend in the treated group. 

In DID without time fixed effects, a treatment effect can be estimated using a 2x2 table. With FE 

DID and FE DID with group trends, treatment effects can be estimated using linear regression and other 

non-parametric approaches. General and linear CITS can only be estimated via linear regression. Other 

outcome models (particularly those on the multiplicative scale) make it difficult to separate the 

treatment effect estimates of general and linear CITS. With both versions of FE DID, we can estimate 

an average treatment effect, or we can estimate a treatment effect at each post-period time point (or 

an "##!). General CITS also estimates a treatment effect at each post-period time point. Linear CITS 

estimates a change in the level of the outcome and a change in the trend of the outcome, which can 

be used to construct a treatment effect at each post-period time point. We summarize the functional 

form, extrapolation, and treatment effect estimation of each version of these two designs in Table 3.1. 

 Table 3.1. Comparison of Features of CITS and DID   

Design # obs. Functional 
Form Extrapolation Linearity Treatment effect; 

estimation 
CITS      

General ≥ 5 Linear, 
additive Linear Pre-period trend 

"##(!);  
Linear regression 

Linear ≥ 8 Linear, 
additive Linear Pre & post-period 

trend 
Level, trend1;  
Linear regression 

DID      

FE with 
group 
trends 

≥ 5 Linear2, 
additive Linear Differential growth 

between groups 

"##(!);  
Linear regression/non-
parametric approaches 

FE ≥ 2 Additive Zero 
difference None 

"##(!);  
Linear regression/non-
parametric approaches 

 
1 Can be used to construct an !""(") 
2 Linearity is assumed for the evolution of the difference between the treated and control, rather than for the outcome trend itself. 
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Despite these critiques and differences, there have been no papers to our knowledge that compare 

these two methods to determine instances (if any) in which one design is more appropriate. The paper 

proceeds in the following way. First, we identify and define the untreated potential outcomes for all 

four versions of these two study designs: the general and linear formulation of CITS, FE DID, and FE DID 

with group trends. Readers who wish to skip the mathematical formalization can proceed to the three 

empirical examples illustrating the issues involved in choosing between CITS and DID and their 

respective formulations. 

As we will demonstrate, CITS and DID, in their most general forms, produce the same 

counterfactuals and estimate the similar treatment effects. The only meaningful difference between 

general CITS and FE DID with group trends is the words used to describe the study design. Differences 

in counterfactuals and estimated treatment effects between CITS and DID arise when researchers lean 

into each design’s respective constraints. When linearity is imposed in both the pre- and post-period 

(as in linear CITS), treatment effects may be biased when non-linearities are present in the outcome 

trend. When zero differential growth is imposed on the counterfactual assumption (as in the parallel 

pre-trend assumption of FE DID), differential trends may also result in bias in the estimated treatment 

effects.  

We conclude with guidance on when and how one might want to use the more restrictive versions 

of each study design and improving the understanding of the models being implemented in health 

services research. Specifically, we advise health policy and health services researchers who use two-

group, two-time period quasi-experimental designs to provide a careful description write down the 

outcome model and counterfactual assumptions, regardless of the nomenclature used to describe the 

study design. 

Comparison of Study Designs’ Potential Outcomes 

Below we define the untreated and treated potential outcomes for four study designs — a general 

version of CITS, a linear version of CITS, DID with time fixed effects, and DID with time fixed effects 

and group-specific trends.  
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Additionally, we illustrate how the counterfactual is constructed in each study design. We suppose 

the true data-generating model is, ( ∼ (+/2)$, in the comparison group and ( ∼ (+/3)$ in the treated 

group. This is non-linear, but the differential growth between the two groups is linear. The data-

generating model does not change from the pre-period to the post-period. We fit a series of models 

and show how each would predict the treated group’s untreated potential outcomes in the post-period 

(i.e., the counterfactual outcomes for the treated group). We plot both the true outcomes (the dots) 

and the model extrapolations (the lines) for both the comparison group (pink) and treated group (blue) 

in Figure 3.1.  

Let /% be the untreated potential outcomes; + indicate time with +% being the time of the 

intervention (with + < +% indicating the pre-period and + ≥ +% indicating the post period); 1 be the 

parameters governing the pre-period outcomes, and 1̆ be parameters governing post-period outcomes. 

Superscripts indicate group membership — 0 for the comparison group and 1 for the treated group. 

General formulation of CITS 

This formulation is found in Bloom and Riccio’s 2005 analysis of the Jobs-Plus program.76 In this 

formulation of CITS, separate lines are fit through the pre-period outcomes of the comparison and 

treated groups. These lines are extrapolated into the post-period for both groups. The counterfactual is 

constructed by first measuring the distance from the extrapolated line to the observed post-period 

outcomes in the comparison group at each post-period time point, + ≥ +%. Then, these distances are 

added to the extrapolated line for the comparison group at each time point. 

The comparison group’s untreated potential outcomes are, 

3[/%] = 1%% + 1&%+ + 8 1̆'
%

(

')!$
9')! , 

and the treated group’s untreated potential outcomes are, 

3[/%] = 1%% + 1%&+ + 8 1̆'
%

(

')!$
9')! + 1%& + 1&&+. 
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The difference between the models are 1%& and 1&&, which represent the differential level and trend of 

the treated group’s outcomes, respectively. In this version of CITS, we construct a counterfactual 

outcome at each time point, + ≥ +%, using the 1'%˘  parameters. In Figure 3.1, the general version of CITS 

(upper left panel) fits the true data well in the pre-period and produces the counterfactual outcome 

that we would expect to see, given the comparison group’s post-period outcomes. A linear 

approximation in the pre-period is reasonable for both groups, and this model allows for flexible 

modeling of the post-period outcomes. 

 Figure 3.1: Comparison of counterfactual scenarios in non-linear models 

 

NOTES: The untreated group’s true outcomes (pink dots) are generated from the model, # ∼ %"%&
%
, and the treated 

group’s true outcomes in the pre-period (blue dots) are generated from the model, # ∼ %"&&
%
. The treated group’s true, 

unobservable post-period outcomes are the empty dots. Lines are the predicted values of the outcomes using linear 
regression for each respective study design. 
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Linear Formulation of CITS 

Like the more general formulation of CITS, the fully linear version of CITS fits a different line through 

each group in the pre-period and extrapolates those lines into the post-period. Instead of measuring 

the distance from each point in the post-period to the extrapolated line, the linear version of CITS fits 

another line through the comparison group’s post-period outcomes. The counterfactual is constructed 

by adding the differences in level and trend from the comparison group to the linear extrapolation of 

the treated group. 

The comparison group’s untreated potential outcomes are, 

3[/%] = 1%% + 1&%+ + 1%%˘ + 1&%˘ +, 

and the treated group’s untreated potential outcomes are, 

3[/%] = 1%% + 1&%+ + 1%%˘ + 1&%˘ + + 1%& + 1&&+. 

Like the general version of CITS, 1%% and 1&% are the pre-period level and trend for the comparison group 

in the linear version of CITS. 1%%˘  and 1%&˘  are the comparison group’s level and trend in the post period 

(+ ≥ +%). The differential parameters in the treated potential outcomes are 1%& and 1&&, which are the 

differential level and trend for the treated group in the pre-period. 

Because the outcomes are reasonably linear within each group and study period and because the 

linear version of CITS estimates a different line in each group and study period, the linear version of 

CITS seems to fit the outcomes fairly well and estimates a reasonable counterfactual for the treated 

group (upper right panel of Figure 3.1). The lines do not go directly through the observed outcomes but 

are reasonable linear approximations. 

DID with time fixed effects 

DID with time fixed effects (FE DID) assumes a constant difference between the treated and 

comparison groups. FE DID measures the average level change from the pre-period to the post-period in 

the comparison group. To construct the counterfactual, FE DID assumes that the same change would 

have been seen in the treated group absent treatment. 
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In the formulation of the potential outcomes for FE DID, we use <! to represent the time fixed effects, 

which are estimated throughout the pre- and post-period. The untreated potential outcomes in the 

comparison group are, 

3[/%] = 1%% + 1%%˘ + <! , 

and the untreated potential outcomes in the treated group are, 

3[/%] = 1%% + 1%%˘ + 1%& + <! 

1%% and 1%%˘  are the levels of the comparison group’s untreated potential outcomes in the pre- and post-

period, respectively. 1%& also represents the differential level of the treated group in the pre-period. In 

the lower left panel of Figure 2, we can see the “parallel pre-trends” or constant difference 

assumption of DID. Because this, the FE DID fails to capture the growing difference between the two 

groups. 

  

DID with time fixed effects and group-specific trends 

Unlike FE DID above, FE DID with group-specific trends adds linear time trends for the pre-period 

outcomes in the treated and comparison groups, allowing these two groups to have diverging trends. 

These lines are fit after the outcomes are effectively de-meaned via time fixed effects. This assumes 

that the average change in the comparison group would occur in the treated group absent treatment. 

But unlike FE DID, the differential trend is extrapolated prior to the addition of the average change to 

the treated group’s pre-period level. Thus, the counterfactual is constructed by accounting for the 

differential trends across the two groups. The untreated potential outcomes in the comparison group 

are, 

3[/%] = 1%% + 1&%+ + 1%%˘ + <! , 

and the untreated potential outcomes in the treated group are, 

3[/%] = 1%% + 1&%+ + 1%%˘ + 1%& + 1&&+ + <! . 
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Like FE DID, this allows for a level difference in the pre-period (1%&). Also, 1%%˘  is the change in the 

average outcome for the comparison group in the post-period. Unlike the FE DID version above, this 

allows linear trends in the pre-period in the comparison (1&%) and treated (1&&) groups. Because the true 

data-generating model has a differential trend across the two groups, accounting for this differential 

trend improves the model fit in the pre-period (Figure 3.1, bottom right panel). Additionally, this 

model produces a counterfactual that takes into account the growing differential between the two 

groups in a way that the FE DID model cannot. 

This counterfactual construction is identical to that of general CITS because the fixed effects are 

not being extrapolated into the post-period. The extrapolation occurring in FE DID with group trends is 

a differential linear time trend, which is the same extrapolation in general CITS. The difference is the 

assumption made about the pre-period outcome. In the general version of CITS, the outcome’s trend is 

assumed to be linear, but FE DID with group trends assumes the difference between the groups is 

growing linearly. In the simple linear model cases we consider here, these two sets of assumptions turn 

out to be identical. 

Empirical Examples 

The choice between CITS and DID is one about the assumptions of the data-generating model. Of the 

four models we discuss, three of them require some assumption of linearity and one of them (FE DID) 

assumes a constant difference between the two groups. In the following three empirical examples, we 

discuss the decisions that the researchers might make to choose between DID and CITS, reanalyze the 

data from each paper, and compare our findings to the original study results. In each study re-analysis, 

we first create an event study plot by fitting covariate-adjusted linear regression models with a dummy 

variable for each time point pre- and post-intervention relative to the intervention time point. Then, 

we fit four different models to each dataset 1) FE DID, 2) FE DID with group trends, 3) general CITS, 

and 4) linear CITS. In both DID formulations, we estimate time-varying treatment effects to compare 

the dynamics of the outcome to those produced by both versions of CITS.  

 

 



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 
55 

Medicaid expansion’s spillover to the criminal justice system 

Fry, McGuire, and Frank77 conduct three case studies to estimate the impact of the ACA’s Medicaid 

expansion on rates of return to county jails. Each case study compares the change in recidivist 

outcomes for a county where Medicaid was expanded under the ACA to the change in outcomes for a 

county where Medicaid was not expanded. For brevity, we will re-analyze one of the three case studies 

(the Southwest counties) with only one outcome (the probability of re-arrest). 

The authors of the original paper briefly discuss the rationale for choosing a CITS design over DID, 

“Given the drivers of the outcome in this study (e.g., policing practices, criminal justice practices, and 

access to behavioral health services) and how they may vary between the counties, assuming linearity 

in the evolution of the outcomes in each of the two groups seems more reasonable than assuming that 

they evolve in the same average way over time” (page 16). The authors also have qualitative 

information that suggests differential demographics, access to behavioral health resources, policing 

practices, and coordination between the behavioral health and criminal justice systems in the study 

counties. Thus, assuming that outcomes evolve in the same way between the treatment and 

comparison groups may not be reasonable. 

The difference in the pre-period trends is large and approximately linear (Figure 3.2, Panel A). 

After Medicaid expansion, there is an immediate decrease in the differential probability of re-arrest 

and a flattening of the differential trend. From the event study plot in Panel A, there is suggestive 

evidence that we could expect to see negative estimates for the change in the intercept and slope. In 

this re-analysis, diverging pre-period outcomes suggest that FE DID is not an appropriate study design. 

Accounting for this divergence via CITS or FE DID with group trends may be a more appropriate way to 

estimate the relationship between Medicaid expansion and return to jail. 

Indeed, when we estimate a linear CITS, we find that Medicaid expansion reduces the probability 

of any re-arrest by -2.00 (95% CI: 1.62, 2.34) percentage points in the first month after expansion (i.e., 

the CITS level estimate), and the decline grows by 0.07 (95% CI: 0.06, 0.08) percentage points each 

month (i.e., the CITS trend estimate).  
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Figure 3.2: Comparison of Estimates Across Study Designs - Fry et al, 2019 

  

SOURCES/NOTES: Sources Authors’ re-analysis of booking and release data from Fry et al., 2020. Notes Panel A is an 
event study plot, where the adjusted differential in outcome between the treated group and comparison group relative 
to the time of intervention is estimated for each time period before and after Medicaid expansion. Panel B provides time-
varying estimates for each month after Medicaid for FE DID, FE DID with group trends, general CITS, and linear CITS. 
Covariate adjustment is the same for each model presented in both Panels A and B and is exactly the same as the 
covariate adjustment used in Fry et al., 2020.  

 

Because FE DID with group trends extrapolates the group-specific linear trends into the post period but 

does not extrapolate the time fixed effects, the estimates for General CITS and FE with group-specific 

trends are indistinguishable from one another and hover around the CITS linear extrapolation (Figure 

3.2, Panel B). The largest differences between the linear CITS extrapolation and the general CITS/FE 

DID with group trends estimates are at seven and 16 months after expansion. However, these estimates 

are not statistically different from the linear CITS estimation. This suggests that accounting for the 

diverging pre-period trends in DID will result in estimates similar to both the linear and general CITS 

estimates over the post-period, if the outcome’s evolution is approximately linear. 

Using FE DID to estimate this relationship, we find that expansion resulted in a 0.45 (95% CI: 0.39, 

0.52) percentage point decline in the probability of re-arrest. The DID FE estimate is 2.32 percentage 
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points (or 84%) smaller than the linear CITS estimate at the midpoint of the post-period. Because FE 

DID does not account for the diverging pre-trends, the treatment effect appears to grow in a positive 

direction rather than a negative one. Adjusting for pre-period trends by one of the other three designs 

increases the treatment effect estimate by 54.8% in the beginning, by 111.1% in the middle, and by 

330.0% at the end of the post-period. 

Because the drivers of recidivism, such as policing and criminal justice practices and the 

availability of behavioral health treatment, are different across the counties, assuming that the change 

would be constant (as in FE DID) may less reasonable than assuming some form of linearity (as in the 

other three designs). Because the assumption of linearity in the outcome trend is reasonable in both 

study periods, linear CITS produces estimates similar to general CITS and FE DID with group trends. The 

most crucial study design choice here appears to be accounting for diverging pre-trends either via FE 

DID with group trends or either type of CITS. 

Medicaid expansion and naloxone prescriptions 

Frank and Fry78 compare the change in total naloxone prescriptions before and after Medicaid 

expansion in expansion and non-expansion states. While the authors do not provide any explicit 

rationale for choosing a DID over a CITS, they do write, “the number of naloxone prescriptions paid for 

by Medicaid was essentially identical in expansion states compared to non-expansion states,” which 

suggests that there was no pre-period level difference in the outcome. However, DID can accommodate 

differences in the level of the pre-period between the treated and untreated groups, but it cannot 

accommodate differences in the pre-period evolution of the outcome.  The adjusted event study plot 

in Figure 3.3 (Panel A) lends support to both the level and evolution assumptions, as the differential 

trend line is not significantly different from zero. 
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Figure 3.3: Comparison of Estimates Across Study Designs - Frank & Fry, 2019 

 
SOURCES/NOTES: Sources Authors’ re-analysis of Medicaid covered naloxone prescriptions from Frank & Fry, 2019. Notes 
Panel A is an event study plot, where the adjusted differential in outcome between the treated group and comparison 
group relative to the time of intervention is estimated for each time period before and after Medicaid expansion. Panel B 
provides time-varying estimates for each month after Medicaid for FE DID, FE DID with group trends, general CITS, and 
linear CITS. Covariate adjustment is the same for each model presented in both Panels A and B and is exactly the same as 
the covariate adjustment used in Frank & Fry, 2019. 

 

Figure 3.3, Panel A also shows that the outcomes diverge non-linearly after expansion. Modeling 

the post-period outcome trend as linear, as in linear CITS, may result in biased treatment effects. 

Indeed, the CITS level estimate suggests that Medicaid expansion resulted in a decrease of 66.8 (95% 

CI: 7.6, 1259) naloxone prescriptions in the quarter after expansion, with a growing increase of 25.4 

(95% CI: 7.1, 43.7) prescriptions in each quarter thereafter. If a researcher were to interpret the level 

change of linear CITS, the resulting treatment effect would result in a reverse policy conclusion than 

the linear CITS extrapolation at 18 months (six quarters) after expansion. This suggests that researchers 

using linear CITS should extrapolate the level and trend estimates to some reasonable point in the 

post-period to determine the policy effect. While the linear CITS extrapolation at 6 quarters post-

expansion is similar to the estimates of the other three designs, the non-linearities in the post-period 

mean that the linear CITS estimates are significantly different from both FE DID designs and general 



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 
59 

CITS at the beginning and end of the post-expansion period (Figure 3.3, Panel B). This results in an 

underestimate of 113% and 28% at the first and last post-period time point, respectively. 

Unlike linear CITS, general CITS assumes linearity in the pre-period outcome trend but flexibly 

models the post-period outcomes. In Frank & Fry (2019), the pre-period outcome trend appears fairly 

linear, which results in general CITS estimates that are identical (within computational error) to those 

produced by FE DID with group trends (Figure 3.3, Panel B). The FE DID estimates are also very similar 

to those of general CITS and FE DID with group trends. As recommended by Bilinksi and Hatfield52, one 

way to assess the plausibility of the “parallel pre-trends” assumption of DID is to compare the 

estimates of FE DID and FE DID with group trends. If these specifications produce estimates 

significantly different from one another, the “parallel pre-trends” assumption may not hold. Here, this 

assumption seems like a reasonable one, as the estimates do not differ across these model 

specifications. 

Drivers of the number of naloxone prescriptions include the prevalence of opioid use disorder and 

the presence other laws increasing access to naloxone, such as the ability of doctors to prescribe 

naloxone to a friend or family member. While the pre-period outcome trends in this re-analysis are 

approximately parallel, there is anecdotal evidence that some states expanded Medicaid, in part, 

because of the prevalence of opioid use disorder. If this were the case, then assuming a constant pre-

period difference in the outcome and its drivers (as in FE DID) may be unrealistic. Visual inspection of 

the event study plot, however, suggests that a linearity assumption (particularly in the post-period) is 

also not a reasonable assumption. FE DID with group trends or general CITS gives us the best of both 

worlds of linear CITS and FE DID. This design allows for us to model differential trends in the outcome 

and its drivers and flexibly model the outcome trend in both study periods. 

Reformulation of OxyContin and the incidence of Hepatitis C 

Powell, Alpert, and Pacula79  explore the relationship between the 2009 reformulation of OxyContin to 

an abuse-deterrent form and changes in the incidence of acute Hepatitis C (HCV) infections. The 

reformulation of OxyContin was a national policy implemented in all U.S. states. To estimate a 

treatment effect of the reformulation (which happened nationwide), the paper uses a state’s rate of 
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OxyContin abuse or misuse as the continuous treatment variable and an event study. The use of the 

continuous exposure variable assumes that the relationship between initial OxyContin abuse or misuse 

and the HCV rate is linear. The counterfactual assumptions of an event study are not clearly defined, 

but the method identifies a differential change relative to the time of implementation at every pre and 

post-period time point. This is different than the identifying (i.e., counterfactual) assumption of FE DID 

or FE DID with group-specific trends. 

Despite these differences, the paper invokes a counterfactual assumption that is similar to that of 

DID, “The testable assumption is that OxyContin misuse rates were not predictive of hepatitis C 

infection trends before the reformulation. Studying the effect of a policy exposure both before and 

after the intervention in an event study is recommended when using difference-in-differences designs 

to study health policy” (page 289). While counterfactual assumptions are not testable, this language is 

suggestive of the DID parallel pre-trends assumption and the procedures often used to “test” this 

assumption. The study concludes that the reformulation of OxyContin did not result in an increase in 

the incidence of acute HCV cases in the year after formulation but did in each subsequent year of the 

study period (see Exhibit 4 of the original paper; the largest increase occurred four years after 

reformulation). 

In our re-analysis, we conduct the event study (as we did in the first two re-analyses) to visually 

assess the respective assumptions of CITS and DID, but we do not make any causal inferences from the 

event study. Rather, we use FE DID, FE DID with group trends, general CITS, and linear CITS to make 

causal inferences. Additionally, we dichotomize the exposure or treatment variable at the median 

value of average pre-period rates of OxyContin misuse and abuse (as the manuscript does in Exhibits 2 

and 3) for the event study and all four study designs because DID and CITS typically use a binary 

treatment variable.  

The pre-period trend appears relatively linear (Figure 3.4, Panel A), and there do not appear to be 

any meaningful differential trends across the comparison and treatment groups. In the post-period, the 

differential trend appears relatively linear and increases in the high-exposure states compared to the 

low-exposure states. This increase is different from zero in the second and third years after 
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reformulation. When we use a dichotomous exposure variable, our results go in the same direction as 

the original paper but differ in magnitude and statistical significance. 

Using a FE DID, we find that the reformulation of OxyContin leads to a statistically significant 

increase in the rate of acute HCV infections in years 2 through 5 after reformulation, consistent with 

the original findings. When we account for the possibility of diverging pre-trends with general CITS and 

FE DID with group trends, our estimates get slightly smaller and lose statistical significance in years 4 

and 5 after reformulation. As with the reanalysis of Fry et al. (2020) and Frank and Fry (2019), the 

estimates from the FE DID with group trends and the general CITS are identical (Figure 3.4, Panel B). 

The decrease in estimates by modeling group-specific pre-period trends suggests that there is likely 

some differential trend in the outcome. 

Linear CITS, like general CITS and FE DID with group trends, accounts for the slight difference in 

pre-period trend and results in smaller estimates than the FE DID. Although the linear CITS estimates 

look fairly similar to those produced by the other three study designs, modeling the post-period trend 

as linear misses the slight increase in years 2 and 3 after reformulation that the more flexible modeling 

of FE DID and general CITS. The result is that neither the level nor trend estimates in linear CITS are 

statistically significant. 

Prior to the reformulation of OxyContin, there were differential trends in the outcome, perhaps 

driven by differential rates of risky behaviors (e.g., intravenous drug use or unsafe sexual practices) 

and access to services for the detection and treatment of HCV. In the absence of OxyContin 

reformulation and the presence of these drivers of acute HCV incidence, it is unclear that the change 

in acute HCV incidence would be equivalent in “high” and “low” exposure states. 
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Figure 3.4: Comparison of Estimates Across Study Designs - Powell, et al., 2019 

 
SOURCES/NOTES: Sources Authors’ re-analysis of acute HCV incidence from Powell et al., 2019. Notes Panel A is an event 
study plot, where the adjusted differential in outcome between the treated group and comparison group relative to the 
time of intervention is estimated for each time period before and after Medicaid expansion. Panel B provides time-
varying estimates for each month after Medicaid for FE DID, FE DID with group trends, general CITS, and linear CITS. 
Covariate adjustment is the same for each model presented in both Panels A and B and is exactly the same as the 
covariate adjustment used in Powell et al., 2019. Unlike Powell et al., 2019 who use a continuous treatment variable, we 
use a binary exposure variable with the cutoff for “high exposure” being the median OxyContin misuse rate in the pre-
period. 

In the reanalysis, general and linear CITS account for the divergent pre-period outcomes like FE DID 

with group trends. However, again, the linearity assumption of CITS may lead us to under-estimate the 

treatment effect over time. Like the reanalysis in Frank and Fry (2019), the assumption of linearity in 

the pre-period might be a reasonable one. However, FE DID with group trends allows for modeling 

flexibility in both the pre- and post-period like FE DID while accounting for differential pre-trends like 

linear and general CITS. 
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Conclusion 

Through mathematical formalization of the models and careful examination of the counterfactual 

assumptions, we have highlighted the differences between two versions of CITS and DID — a general 

version of CITS frequently used in education policy research, linear CITS used most often in health 

services research, DID with time fixed effects, and DID with time fixed effects and group-specific 

trends. The counterfactual is constructed similarly in all four designs — by assuming that the change in 

the comparison group can stand in for the change in the treated group absent treatment. In their most 

general forms, CITS and DID produce the same counterfactuals and estimate the same treatment 

effects. The only thing extrapolated in both general CITS and FE DID with group trends is the 

differential linear trend. Here, the difference between these two designs is disciplinary and the words 

used to describe each design. 

When we lean into each design’s respective constraints (linearity for CITS and a constant difference 

for DID), the counterfactuals begin to differ from one another. In these more constrained situations, 

the decision about which design to use should rely on the researcher’s belief about the data-generating 

model. If one believes the evolution of the outcome and its confounders is linear, then linear CITS may 

be preferable. If one believes that the difference in the outcome’s evolution between the two groups is 

zero, FE DID may be preferable. Content expertise should be used to assess which constraint (linearity 

vs. parallel trends) is most plausible in a given data setting/question to inform the choice between the 

two designs. Regardless of the design choice, researchers should provide model specifications and 

counterfactual assumptions in all empirical work. This allows for a more transparent evaluation of the 

plausibility of these assumptions regardless of the language being used. 

While we believe that the decision between CITS and DID should be made via careful consideration 

of the counterfactual assumption and the evolution of the outcome trend (especially linear CITS and FE 

DID), researchers may use suggestive evidence from adjusted event study plots to assist them in their 

decision. Evidence of adjusted, differential pre-period trends in an event study plot may suggest that a 

DID may not be appropriate, as seen in the re-analysis of Fry, et al. (2020) and Powell, et al. (2019). 

However, where non-linear outcome trends are present, imposing the linearity assumption of CITS may 
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not fully capture the treatment effect over time as seen in the re-analysis of Frank & Fry (2019) and 

Powell, et al. (2019). While FE DID may seem like the most flexible model, it comes with what some 

may consider an overly restrictive counterfactual assumption. While general CITS and FE DID with group 

trends are the same study design, choosing between linear CITS and FE DID is a matter of trading off 

seemingly small differences in the counterfactual and parametric form, but these different constraints 

matter in modeling the outcome, constructing the counterfactual, and estimating a treatment effect. 
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Table A.1:  Sample state differences in Medicaid coverage of behavioral health services 
 
 Inpatient Residential Outpatient 
 Psychiatric Detoxification Psychiatric Individual therapy Group therapy Buprenorphine Methadone 

Midwest  
  MN Yes Yes Yes Yes 
  WI $3/day; $75/stay No $0.50 – $3 copay Copay of up to $12/month 
Southwest  
  AZ 

15-day max 
Yes Yes Yes Yes Yes Yes 

  TX Requires prior 
authorization No 30/year Yes Only at OTP 

Southeast  
  LA Yes No Yes $0.50 – $3 copay No 
  MS Requires prior authorization No 36/year 24/year $3 copay & prior authorization 

 
SOURCES/NOTES All data comes from the Kaiser Family Foundation Medicaid Behavioral Health Services Database. Available at: https://www.kff.org/data-
collection/medicaid-behavioral-health-services-database/.
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Table A.2: Falsification test of relationship between Medicaid expansion and the probability of re-
arrest 
 
 Change in intercept Change in slope 

 Coefficient 95% CI Coefficient 95% CI 
Midwest      
   Month 7 -0.71 -2.28, 0.85 -0.07 -0.13, -0.01 
   Month 10 
   Month 13 

-0.88 
-0.73 

-2.59, 0.82 
-3.70, 2.23 

-0.09 
-0.09 

-0.14, -0.00 
-0.18, -0.00 

   Month 18 -0.87 -0.38, -1.12 -0.03 -0.04, -0.01 
Southwest     
   Month 7 -0.91 -1.93, 0.10,  -0.07 -0.11, -0.03 
   Month 10 
   Month 13 

-0.35 
-0.97 

-1.55, 0.84 
-3.09, 1.15 

-0.08 
-0.21 

-0.12, -0.04 
-0.27, -0.15 

   Month 18 -2.00 -2.44, -1.56 -0.07 -0.08, -0.06 
Southeast     
   Month 7 -0.28 -1.18, 1.13 -0.02 -0.08, 0.03 
   Month 10 
   Month 13 

-0.03 
-0.34 

-1.69, 1.63 
-0.70, 0.66 

-0.03 
0.08 

-0.09, 0.02 
-0.02, 0.17  

   Month 18 0.04 -0.50, 0.58 0.07 0.06, 0.09 
 
SOURCES/NOTES: Sources Authors’ analyses of arrest data from county jails. Observations are at the person-month level 
Notes Estimates are from comparative interrupted time series regressions. Regressions for the likelihood of re-arrest are 
linear probability models. Regressions for the number of arrests are Poisson regression models. Each full sample 
regression is adjusted with gender and prior contact with the criminal justice system (in the pre-period) and an 
interaction between these variables and the running monthly counter to account for a time-varying relationship between 
the outcome and the covariates. The Midwest pair also adjusts for whether the arrest was a felony or misdemeanor and 
the interaction of this variable with the monthly counter. The Southwest county pair also adjusts for whether the arrest 
was for a parole violation and for whether the arrestee was Hispanic/Latino plus the interactions of these two variables 
with the monthly counter. Regressions using the Southeast county pair also adjust for whether the arrestee was African 
American and the interaction of this variable with the monthly time trend. § denotes that p-value is not statistically 
significant after Bonferroni adjustment for multiple comparisons.  
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Table A.3: Falsification test of relationship between Medicaid expansion and the number of arrests  
 
 Change in intercept Change in slope 

 Coefficient 95% CI Coefficient 95% CI 
Midwest      
   Month 7 0.003 -0.05, 0.06 -0.0001 -0.002, 0.002 
   Month 10 
   Month 13 

-0.004 
0.02 

-0.06, 0.14 
-0.08, 0.06 

-0.001 
-0.0001 

-0.002, 0.001 
-0.004, 0.0003 

   Month 18 -0.04 -0.06, -0.02 -0.001 -0.002, -0.001 
Southwest     
   Month 7 0.03 -0.02, 0.08 0.003 0.005, 0.001 
   Month 10 
   Month 13 

0.04 
0.00 

-0.01, 0.08 
-0.07, 0.07 

0.002 
-0.004 

0.0005, 0.004 
-0.006, -0.002 

   Month 18 -0.08 -0.10, -0.06 -0.003 -0.003, -0.002  
Southeast     
   Month 7 0.01 -0.04, 0.07 0.0002 -0.002, 0.002 
   Month 10 -0.01 0.01, 0.05 -0.002 -0.004, -0.0004 
   Month 13 -0.07 -0.06, 0.04 0.003 0.001, 0.005 
   Month 18 -0.004 -0.02, 0.01 0.004 0.003, 0.004 
 
SOURCES/NOTES: Sources Authors’ analyses of arrest data from county jails. Observations are at the person-month level 
Notes Estimates are from comparative interrupted time series regressions. Regressions for the likelihood of re-arrest are 
linear probability models. Regressions for the number of arrests are Poisson regression models. Each full sample 
regression is adjusted with gender and prior contact with the criminal justice system (in both the pre- and post-period) 
and an interaction between these variables and the running monthly counter to account for a time-varying relationship 
between the outcome and the covariates. The Midwest pair also adjusts for whether the arrest was a felony or 
misdemeanor and the interaction of this variable with the monthly counter. The Southwest county pair also adjusts for 
whether the arrest was for a parole violation and for whether the arrestee was Hispanic/Latino plus the interactions of 
these two variables with the monthly counter. Regressions using the Southeast county pair also adjust for whether the 
arrestee was African American and the interaction of this variable with the monthly time trend. § denotes that p-value is 
not statistically significant after Bonferroni adjustment for multiple comparisons.  
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Table A.4: Comparison of estimates with full post-period (24 months) and truncated post-period (18 
months) 
 
 Probability of Re-arrest Number of Arrests 
 Change in Level Change in Slope Change in Level Change in Slope 
Midwest     

24 months post -0.87 -0.03 -0.04 -0.001 
18 months post -0.96 -0.01 -0.04 -0.001 

Southwest     

24 months post -2.00 -0.07 -0.08 -0.003 

18 months post -1.84 -0.07 -0.07 -0.003 
Southeast     

24 months post 0.04 0.07 -0.005 0.004 
18 months post 0.17 0.05 0.14 0.004 

 
Sources/Notes: SOURCES Authors’ analyses of arrest data from county jails. Observations are at the person-month level 
NOTES Estimates are from comparative interrupted time series regressions. Regressions for the likelihood of re-arrest are 
linear probability models. Regressions for the number of arrests are Poisson regression models. Each full sample 
regression is adjusted with gender and prior contact with the criminal justice system (in both the pre- and post-period) 
and an interaction between these variables and the running monthly counter to account for a time-varying relationship 
between the outcome and the covariates. The Midwest pair also adjusts for whether the arrest was a felony or 
misdemeanor and the interaction of this variable with the monthly counter. The Southwest county pair also adjusts for 
whether the arrest was for a parole violation and for whether the arrestee was Hispanic/Latino plus the interactions of 
these two variables with the monthly counter. Regressions using the Southeast county pair also adjust for whether the 
arrestee was African American and the interaction of this variable with the monthly time trend. 
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Table A.5: Comparison of individual-level and county-level CITS standard errors for estimates of the 
change in the probability of re-arrests and the number of arrests 
 
 Probability of Re-arrest Number of Arrests 
 Change in Intercept Change in Slope Change in Intercept Change in Slope 
Midwest     
   Arrestee-level 0.11 0.007 0.038 0.002 
   County-level 0.57* 0.03* 0.006 0.0003 
Southwest     
   Arrestee-level 0.09 0.005 0.03 0.001 
   County-level 0.69 0.03 0.02 0.001 
Southeast     
   Arrestee-level 0.13 0.008 0.51 0.003 
   County-level 0.44 0.02 0.01 0.001 

 
SOURCES/NOTES: Sources Authors’ analyses of arrest data from county jails. Notes Estimates are from comparative 
interrupted time series regressions. Regressions for the likelihood of re-arrest are linear probability models. Regressions 
for the number of arrests are ordinary least squares regression models. The Midwest pair adjusts for whether the arrest 
was a felony or misdemeanor and the interaction of this variable with the monthly counter. The Southwest county pair 
also adjusts for whether the arrest was for a parole violation and for whether the arrestee was Hispanic/Latino plus the 
interactions of these two variables with the monthly counter. Regressions using the Southeast county pair also adjust for 
whether the arrestee was African American and the interaction of this variable with the monthly time trend. *denotes 
that p-value becomes non-significant at the county-level analysis compared to the arrestee-level analysis.  
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Table B.1: Comparison of outcome and state characteristics for retroactive eligibility state and comparators prior to retroactive eligibility 
implementation 
 
 AR Comparators FL Comparators IA Comparators NH Comparators 
Medicaid enrollment  
(log-transformed) 

13.7 
(0.05) 

13.8 
(0.36) 

15.2 
(0.01) 

13.8 
(0.40) 

13.3 
(0.04) 

13.8 
(1.17) 

12.1 
(0.01) 

13.6 
(1.28) 

Unemployment rate 
4.0 

(0.16) 
5.7 

(0.80) 
3.7 

(0.23) 
4.0 

(0.50) 
3.2 

(0.19) 
4.0 

(0.74) 
2.6 

(0.09) 
3.7 

(0.67) 

% of population that is 
child-bearing age 

29.6 
(--) 

30.0 
(0.41) 

29.6 
(0.03) 

30.6 
(0.32) 

29.1 
(0.08) 

29.7 
(0.78) 

30.6 
(0.20) 

31.2 
(0.36) 

FMAP 
69.9 

(0.14) 
68.3 

(3.48) 
61.7 

(0.27) 
70.6 

(3.36) 
56.9 

(0.50) 
59.8 

(6.40) 
50.0 
(--) 

51.0 
(0.01) 

Section 1931 Parent FPL 
16% 
(--) 

25% 
(10%) 

33% 
(--) 

49% 
(30%) 

51% 
(--) 

70% 
(41%) 

55% 
(0.7%) 

105% 
(37%) 

N 12 60 12 60 12 60 12 60 
 
SOURCES/NOTES: Sources Monthly Medicaid enrollment is from CMS’ updated enrollment files and includes all Medicaid and CHIP enrollment. The seasonally adjusted 
monthly unemployment rate is from the Bureau of Labor Statistics. The proportion of the population that is of child-bearing age is the authors’ analysis of micro data 
from the American Community Survey made publicly available via IPUMS. The FMAP (Federal Medical Assistance Percentages) is reported for each fiscal year and was 
obtained from the Office of the Assistant Secretary for Planning and Evaluation at the Department of Health and Human Services. The FPL eligibility for Section 1931 
parents was obtained from the Kaiser Family Foundation’s annual survey reports on the Medicaid program.  
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Details of difference-in-differences analysis 
 
DID is a quasi-experimental design that assumes that the change in enrollment seen in the comparison 

group from the pre-period to the post-period would have been the change seen in the retroactive 

eligibility state if not for the implementation of the retroactive eligibility waiver. The strictest form 

of the DID counterfactual assumption assumes that the difference between the untreated outcomes in 

the treated and comparison group are constant at each time point in the pre and post period – this is 

often referred to as the “parallel trends” assumption.  

 

We estimate four log-linear DID regression models in each comparative case study – one with and one 

without group-specific linear trends. If treatment effect estimates differ significantly between these 

two specifications, then it is likely that the parallel trends assumption is violated. Typically, in DID, 

researchers estimate an average treatment effect over the entire post period. Sometimes, researchers 

may estimate a treatment effect at each post-period time point to trace out the dynamics of the 

intervention on the outcome. We estimate an average treatment effect, as well as time-varying 

treatment effects for both specifications. Explicitly, we specify our regression models in the following 

way:   

 

Equation 1: Average treatment effect without group-specific trends 

!!" = ## + 	#$&'! + #%()*+" + #&(&'! ∗ ()*+") + /0'( + 1! + 2!",  

where:  
!!" is the log-transformed Medicaid enrollment in state i in month t,  
## is the pre-period average in the comparison group,  
#$ is the differential pre-period average in the retroactive eligibility state,  
#% is the post-period average in the comparison group,  
#& is the coefficient of interest; the differential post-period average in the retroactive eligibility state,  
3 is a vector of coefficients for time-varying state-level covariates,  
4 are state fixed effects, and  
2!" is the residual error term.  
 
Equation 2: Average treatment effect with group-specific trends  

!!" = ## + 	#$&'! + #%()*+" + #&(&'! ∗ ()*+") + #) ∗ +5678" + #*(+5678" ∗ &'!) + /0'( + 1! + 2!",  

where the differential components from Equation 1 are:  
#), which is the linear trend in the comparison group in the pre-period,  
#*, which is the differential linear trend in the retroactive eligibility state in the pre-period. 
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Equation 3: Dynamic treatment effects without group-specific trends   

!!" = ## + 	#$&'! + #%()*+" +∑ #+:+,"-
+,"! + /0'( + 1' + 2!",  

where the differential component from Equation 1 is:  
∑ #+:+,"-
+,"! , which is the treatment effect at post-period time, k.  

 
Equation 4: Dynamic treatment effects with group-specific trends 

!!" = ## + 	#$&'! + #%()*+" +∑ #+:+,"-
+,"! + #) ∗ +5678" + #*(+5678" ∗ &'!) + /0'( + 1' + 2!", 

where the differential components from Equation 3 are:  
#), which is the linear trend in the comparison group in the pre-period,  
#*, which is the differential linear trend in the retroactive eligibility state in the pre-period. 
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Synthetic Control Method 

In addition to the difference-in-differences analysis above, we also estimate the relationship using the 

synthetic control method (SCM).29,30 SCM was developed for comparative case study analysis, such as 

this, where there is only one treated unit.  In SCM, a data-driven algorithmic process uses covariates 

related to the outcome and treatment to assign weights to a set of potential comparison units with the 

goal of creating a composite or synthetic comparison group that is nearly identical to the treated group 

on pre-period observables. Additionally, researchers often use lagged pre-period outcomes to create a 

synthetic control group’s trend that mimics the evolution of the outcome in the treated group.  As with 

DID, the trend seen in the synthetic comparison group represents an approximation for the treated 

group’s outcomes in the absence of treatment.30,31  One way to assess the fit of SCM is to “eye-ball” 

the pre-period trends, but this method is crude. Another way is to assess the root mean squared 

prediction error (RMSPE), which we want to minimize.  

 

Deviations from the comparison group’s trend in the post-period represent the causal effects of the 

retroactive eligibility waiver on Medicaid enrollment. The differences in outcome between the treated 

group and synthetic comparison group can either be averaged for the whole post period or assessed at 

each post-period time point. 

 

There are a number of potential issues with SCM. One is that the outcomes of the treated state are 

assumed to be within the ‘convex hull’ of the outcomes of the untreated states. This means that there 

is exists a weighted combination of untreated states that will produce the pre-treatment outcomes of 

the treated state exactly.  However, this assumption can be relaxed if the treated state comprises the 

any of the synthetic controls for the untreated states. We, thus, constructed a synthetic control group 

for every member of a state’s donor pool. For each retroactive eligibility state, the treated state 

appears in the donor pool for at least one of its donor states (Table B.4). 
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Table B.2: Covariate balance between retroactive eligibility state and synthetic control 
 
 AR Synthetic AR FL Synthetic FL IA Synthetic IA NH Synthetic NH 

Lagged outcome 13.7 13.7 15.2 15.2 13.4 13.4 12.1 12.1 

Unemployment rate 4.0 4.0 3.69 4.01 3.23 3.32 2.61 2.69 

FMAP 69.9 62.7 61.7 57.8 56.9 56.9 50.0 52.4 

Section 1913 FPL 16.0% 43.1% 33.0% 55.6% 51.2% 56.0% 55.3% 53.5% 

Medicaid expansion 1 0.98 0 1.00 1 1 1 1 

12-month eligibility 1 084 1 0.817 1 0.196 0 0.23 

% of child-bearing age 29.6 29.9 29.6 30.2 29.1 29.6 30.6 30.4 

Total population 2.31M 3.55M 17.1M 19.0M 1.11M 1.00M 1.11M 1.00M 

 
SOURCES/NOTES:  Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted unemployment rate is from the 
Bureau of Labor Statistics, the total population is from the Bureau of Labor Statistics, the fiscal year FMAP is from the Office of the Assistant Secretary 
of Planning and Evaluation, eligibility limits for Section 1931 parents is from the Kaiser Family Foundation, data on whether states allow 12 months of 
continuous eligibility are from Kaiser Family Foundation, and the proportion of the population that are of child-bearing age is derived from the 
American Community Survey micro data obtained from IPUMS. Notes Covariate balance is obtained via synthetic control method using the covariates in 
this table. All covariates are averaged for the entire 12-month post period for each retroactive eligibility state.  
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Table B.3: Donor states and their respective weights for SCM analysis 
 

Arkansas Florida Iowa New Hampshire 
Donor State Weight Donor State Weight Donor State Weight Donor State Weight 

Colorado 0.254 California 0.331 Colorado 0.051 Massachusetts 0.092 
Idaho 0.018 Indiana 0.184 Idaho 0.018 North Dakota 0.23 

Indiana 0.158 Michigan 0.196 North Dakota 0.198 Vermont 0.678 
Oregon 0.343 New York 0.008 Oregon 0.289   
Utah 0.227 Texas 0.282 Wisconsin 0.445   
Sum 1.00 Sum 1.00 Sum 1.00 Sum 1.00 

 
SOURCES/NOTES:  Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. Notes Donor pool and 
weights were obtained via synthetic control method using one-month lagged outcomes, the seasonally adjusted 
unemployment rate, the state’s total population, the fiscal year FMAP, eligibility thresholds for Section 1913 parents, 
state expansion status, whether states allow for 12 months continuous enrollment, whether states allow for automatic re-
enrollment, and the proportion of the population of child-bearing age.  
  



Dissertation Advisor: Richard G. Frank  
  Carrie E. Fry 

 
84 

Figure B.1: SCM in Arkansas 
 

  
 
SOURCES/NOTES: Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted 
unemployment rate is from the Bureau of Labor Statistics, total population, the fiscal year FMAP is from the Office of the 
Assistant Secretary of Planning and Evaluation, eligibility limits for Section 1931 parents is from the Kaiser Family 
Foundation, data on whether states allow 12 months of continuous eligibility are from Kaiser Family Foundation, and the 
proportion of the population that are of child-bearing age is derived from the American Community Survey micro data 
obtained from IPUMS. Notes Outcome for Arkansas (retroactive eligibility state) and synthetic Arkansas shown here for 12 
months before and 12 months after implementation. In calendar time, this is from January 2016 – December 2018 with 
implementation of retroactive eligibility waiver occurring in January 2017. Potential donor pool consists of all states 
except those that implemented a retroactive eligibility waiver during this time period (Iowa, New Hampshire, and 
Florida).  
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Figure B.2: SCM in Florida 
 

 
 
SOURCES/NOTE: Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted 
unemployment rate is from the Bureau of Labor Statistics, the total population, the fiscal year FMAP is from the Office of 
the Assistant Secretary of Planning and Evaluation, eligibility limits for Section 1931 parents is from the Kaiser Family 
Foundation, data on whether states allow 12 months of continuous eligibility are from Kaiser Family Foundation, and the 
proportion of the population that are of child-bearing age is derived from the American Community Survey micro data 
obtained from IPUMS. Notes Outcome for Florida (retroactive eligibility state) and synthetic Florida shown here for 12 
months before and 12 months after implementation. In calendar time, this is from November 2017 – October 2019 with 
implementation of retroactive eligibility waiver occurring in November 2018. Potential donor pool consists of all states 
except those that implemented a retroactive eligibility waiver during this time period (Iowa, New Hampshire, and 
Arkansas) and New Mexico which did not have outcome data for September 2019.  
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Figure B.3: SCM in Iowa 
 

 
 
SOURCES/NOTES: Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted 
unemployment rate is from the Bureau of Labor Statistics, the total population, the fiscal year FMAP is from the Office of 
the Assistant Secretary of Planning and Evaluation, eligibility limits for Section 1931 parents is from the Kaiser Family 
Foundation, data on whether states allow 12 months of continuous eligibility are from Kaiser Family Foundation, and the 
proportion of the population that are of child-bearing age is derived from the American Community Survey micro data 
obtained from IPUMS. Notes Outcome for Iowa (retroactive eligibility state) and synthetic Iowa shown here for 12 months 
before and 12 months after implementation. In calendar time, this is from November 2016 – October 2018 with 
implementation of retroactive eligibility waiver occurring in November 2017. Potential donor pool consists of all states 
except those that implemented a retroactive eligibility waiver during this time period (Arkansas, New Hampshire, and 
Florida).  
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Figure B.4: SCM in New Hampshire 
 

 
 
SOURCES/NOTES: Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted 
unemployment rate is from the Bureau of Labor Statistics, the total population, the fiscal year FMAP is from the Office of 
the Assistant Secretary of Planning and Evaluation, eligibility limits for Section 1931 parents is from the Kaiser Family 
Foundation, data on whether states allow 12 months of continuous eligibility are from Kaiser Family Foundation, and the 
proportion of the population that are of child-bearing age is derived from the American Community Survey micro data 
obtained from IPUMS. Notes Outcome for New Hampshire (retroactive eligibility state) and synthetic New Hampshire 
shown here for 12 months before and 6 months after implementation. In calendar time, this is from November 2017 – 
June 2019 with implementation of retroactive eligibility waiver occurring in November 2018. The post period was 
truncated because New Hampshire’s work requirement was implemented in July 2019, and Medicaid work requirements 
may result in disenrollment or less enrollment. Potential donor pool consists of all states except those that implemented 
a retroactive eligibility waiver during this time period (Iowa, Arkansas, and Florida).  
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Table B.4: SCM Convex hull analysis  
     
 Donor List 
Arkansas  
   Colorado Arkansas, Hawaii, Massachusetts, New York 
   Idaho Kansas, North Dakota, South Dakota, Utah 
   Indiana Arizona, Colorado, Kentucky, Minnesota, New York, Texas, Wisconsin 
   Oregon Arkansas, Colorado, DC, Kentucky, Louisiana, New Jersey, South Carolina, West Virginia 
   Utah Arkansas, Idaho, North Dakota, South Dakota, Texas 
Florida  
  California New York 
  Indiana Colorado, Florida, Kentucky, Michigan, Missouri 
  Michigan Florida, Indiana, Kentucky, New York, North Carolina, Ohio 
  New York California, Illinois, Massachusetts, Ohio 
  Texas California, Florida, Vermont, Wyoming 
Iowa  
  Colorado Hawaii, Indiana, Iowa, Massachusetts, New York 
  Idaho Kansas, Maine, Mississippi, North Dakota, South Dakota, Utah 
  North Dakota South Dakota, Wyoming 
  Oregon Alabama, Colorado, Illinois, Indiana, Iowa, Nevada, Tennessee 
  Wisconsin California, Hawaii, Iowa, Minnesota, Tennessee 
New Hampshire  
  Massachusetts DC, Minnesota, New York 
  North Dakota New Hampshire, South Dakota, Wyoming 
  Vermont DC, Idaho, New Hampshire, North Dakota 
 
SOURCES/NOTES: Sources Authors’ analyses of Medicaid monthly enrollment data from CMS. The seasonally adjusted unemployment rate is from the Bureau of Labor 
Statistics, the total population, the fiscal year FMAP is from the Office of the Assistant Secretary of Planning and Evaluation, eligibility limits for Section 1931 parents is 
from the Kaiser Family Foundation, data on whether states allow 12 months of continuous eligibility are from Kaiser Family Foundation, and the proportion of the 
population that are of child-bearing age is derived from the American Community Survey micro data obtained from IPUMS. Notes For each donor state in the retroactive 
eligibility SCM analysis, we conducted the same SCM method and then obtained the donor states for the retroactive eligibility donor states. If the retroactive eligibility 
state appears in the donor list of at least one list for its donor states, then the retroactive eligibility state likely sits within the convex hull of the potential pool of 
donors.  
 
 
 

 


